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METHOD FOR FADE MITIGATION IN A
SATELLITE COMMUNICATION NETWORK

RELATED APPLICATIONS

The present application 1s a non-provisional of U.S. Pro-
visional Application Ser. No. 61/160,932, entitled “A Method
For Fade Mitigation In A Satellite Communication Network,”
filed Mar. 17, 2009, the contents of which are incorporated
herein by reference 1n their entirety for all purposes.

TECHNICAL FIELD

This invention pertains to the field of satellite communica-
tion systems. It also pertains to the field of satellite access
schemes.

BACKGROUND

In satellite communication systems, information is being
transmitted from one earth station to another via a satellite. In
order to transmit and receive information, each earth station
may be equipped with at least a dish antenna and a satellite
transmitter (referred to herein as block up converter, or BUC).
The ability of one earth station to receive transmissions of
another earth station via a satellite may depend on several
factors, including the gain of the transmitting and receiving
antennas, the output power of the transmitting BUC, one or
more parameters ol the satellite being used (e.g. gain) and the
positions of the earth stations relative to the radiation foot-
print of the satellite.

Another important factor which may affect reception capa-
bility 1s related to atmospheric conditions, particularly the
existence of water 1n the signal’s path at the time of transmis-
sion. The more water in the signal’s path (e.g. 1n the form of
clouds, vapors, rain, hale or snow), the higher the attenuation
inflicted by the atmosphere upon the transmitted signal. Since
a signal transmitted over satellite fades as rain intensity
increases, this entire phenomenon 1s often referred to as rain
fade (1.e. regardless 11 the attenuation 1s caused by rain or
another form of showers e.g. snow). The effects of rain fade
(1.e. the magnitude of the attenuation intlicted on a transmit-
ted signal) depend on the frequency band being used (e.g.
C-band, Ku-band, Ka-band or another), where the higher the
frequency the deeper the fade being experienced for a given
level of rain intensity.

Rain fades may affect the availability of a satellite commu-
nication network. If various gains are insuificient and/or 1
transmission power level 1s not high enough to begin with,
connectivity between earth stations may be interrupted dur-
ing rain fades.

One method for coping with rain fades and insuring high
availability 1s using high gain antennas and high power BUC
units. However, since the gain of a dish antenna 1s propor-
tional to its size (1.e. its diameter), a high gain antenna also
means a large antenna, which may require special installation
considerations, motorized pointing and tracking systems, etc.
Thus large antennas, as well as high power BUC units, are
quite expensive. Therefore, this method 1s very expensive and
In some cases may be economically infeasible.

On the other hand, the total duration of extreme rain fades
1s usually measured in several hours per year. Therefore, users
of satellite communication systems are often willing to accept
loss of connectivity during such times 1n order to use less
expensive equipment and to make such networks economi-
cally feasible. For example, some satellite communication
users may accept an availability level of 99.8%, which corre-
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sponds to total unavailability of approximately 17.5 hours per
year. Some users may require higher availability and some
will settle for lower availability (e.g. 99.5% which corre-
sponds to slightly less than 2 days of outage per vear).

The introduction of adaptive coding and modulation tech-
niques (e.g. in the 2" generation Digital Video Broadcasting
via Satellite standard (DVB-52)) may enable satellite com-
munication systems to be designed 1n a more cost-effective
manner. A network may be designed to perform at high effi-
ciency at clear-sky (1.e. best) conditions and to switch to less
eificient but more robust modulation and coding whenever
degradation in link conditions 1s experienced. During degra-
dation periods, the total throughput over a satellite link may
be reduced but communication may still be available.

In a satellite communication network, comprised of a cen-
tral hub and a plurality of remote terminals, information in the
inbound direction (1.e. from the remote terminals to the cen-
tral hub) 1s often transmaitted over shared bandwidth for at
least the purpose of increasing bandwidth utilization effi-
ciency. There are many methods known in the art, also known
as access schemes, for administrating use of the common
inbound bandwidth. Of these methods, those based on reser-

vation techniques (1.e. where a remote terminal 1s allowed to
transmit only on bandwidth assigned to 1t, e.g. by a central
hub) have the highest bandwidth utilization efficiency.

However, all known reservation techniques are based on a
predefined time-frequency plan (TFP). Both the hub and the
remote terminals are aware of a division of the inbound band-
width to channels and possibly of each channel to timeslots.
Channel speed (1.e. symbol rate) as well as modulation and
coding of each timeslot may be predefined. Theretfore, use of
adaptive modulation and coding techniques in the inbound
direction of said satellite communication networks 1s quite
limited.

Furthermore, in order to achieve bandwidth utilization effi-
ciency during at least 99% of the time, most of the inbound
channels should be designed for clear-sky conditions, during
which the expected reception signal to noise ratio (SNR) 1s
suificient to support higher spectral density (i.e. more data
bits per each bandwidth unit). However, such design 1s vul-
nerable to rain fade events, which may affect the link between
a central hub and the satellite, especially 11 the antenna at the
hub 1s relatively small and/or the satellite being used has
relatively low gain. During such events, most of the inbound
bandwidth becomes unusable as the reception SNR drops
below the level necessary for recerving a signal transmitted
using the predefined channel speed, modulation and coding.
Consequently, most if not all the remote terminals 1n such
networks experience lack of service, which may last as long
as Tade conditions persist, sometimes for many minutes.

BRIEF SUMMARY

The following presents a simplified summary 1n order to
provide a basic understanding of some aspects of the inven-
tion. The summary 1s not an extensive overview of the inven-
tion. It 1s neither intended to 1dentify key or critical elements
of the invention nor to delineate the scope of the mvention.
The following summary merely presents some concepts of
the mvention 1n a simplified form as a prelude to the descrip-
tion below.

Considering a satellite communication network comprised
of a central hub and a plurality of remote terminals.

In one aspect of this invention, the hub of a satellite com-
munication network may be configured to employ a multi-
layered return channel (inbound) bandwidth design and to
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determine which of several overlapping time-frequency plans
to use on a burst-by-burst basis, for at least the purpose of
mitigating rain fade effects.

In another aspect of this invention, all timeslots over all
channels 1n all layers of a multi-layered time-frequency plan
may be configured to have the same structure, to include the
same number of user bits and to be transmitted using a single
combination of modulation and forward error correction cod-
ing, for at least the purpose of having the same length 1n
transmission symbols for all said timeslots.

In yet another aspect of this invention, 1n each of the dif-
terent layers of a multi-layered time-frequency plan all chan-
nels may be of a single symbol rate (speed) and the symbol
rates of any two layers may relate to one another by a factor of
N, where N 1s a natural number. Combined with the uniform
length of timeslots 1 terms of transmission symbols, a prefect
alignment between timeslots over the different layers may be
achieved, at least for the purpose of mimmizing bandwidth
waste and allocation blockage.

In a further aspect of this invention, a hub of a satellite
communication network may be configured to employ a
multi-layered return channel (inbound) bandwidth design
and an allocation algorithm, which may be configured to
allocate timeslots against capacity requests from remote ter-
minals over said bandwidth design on a burst-by-burst basis.

In yet a further aspect of the invention, the hub of a satellite
communication network may be configured to employ a
multi-layered return channel (inbound) bandwidth design
with variable timeslot lengths, for at least the purpose of
providing gracetul degradation 1n upload speed during rela-
tively small fade events.

BRIEF DESCRIPTION OF THE DRAWINGS

Having thus described the invention in general terms, ret-
erence will now be made to the accompanying drawings,
which are not necessarily drawn to scale, and wherein:

FIG. 1 shows a schematic description of a satellite com-
munication network 1n accordance with aspects of this inven-
tion.

FIG. 2 shows a ftraditional return channel bandwidth
design, based on the DVB-RCS method.

FIG. 3 shows a multi-layered return channel bandwidth
design with a uniform timeslot 1n accordance with aspects of
this ivention.

FIG. 4 shows a multi-layered return channel bandwidth
design with variable timeslot in accordance with aspects of
this invention.

FIG. 5 shows an example allocation over a multi-layered
return channel 1n accordance with aspects of this imnvention.

DETAILED DESCRIPTION

The following description makes references to Digital
Video Broadcasting—Return Channel via Satellite (DVB-
RCS) (EN 301 790), which 1s an access scheme based on the
reservation approach. It shall be appreciated by anyone
skilled 1n the art that the purpose of such references 1s sim-
plifying the description of the invention and that by no means
such references limit the scope of the invention 1n any way to
DVB-RCS or to any type of access scheme.

Considering a satellite communication network comprised
of a central hub and plurality of remote terminals, as shown 1n
FIG. 1. Each remote terminal 110 may be comprised of at
least a dish antenna and a satellite transmitter (BUC). In
addition, a remote terminal may further include any one or
more of a low-noise block (LNB) for at least amplifying and
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down-converting recerved signals, a processing unit with
applicable peripheral hardware, interfaces to user equipment
(e.g.local areanetwork (LAN) interfaces ) and soitware, for at
least the purpose of controlling the remote terminal and pro-
cessing user tratfic. The hub 101 may be comprised of a dish
antenna (oiten larger than that of a remote terminal), satellite
transmitter and recerver, based-band equipment (e.g. a modu-
lator, return channel receivers, etc) and one or more proces-
sors, for at least the purpose of controlling the network and
processing user traific.

Furthermore, the satellite communication network shown
in FIG. 1 may be configured to at least support bidirectional
exchange of user tratfic and control information between any
of the remote terminals and the hub. In some embodiments,
said satellite communication network may be further config-
ured to support direct exchange of user tratffic and control
information between remote terminals, 1.e. i1n mesh topology.

In said satellite communication network, hub 101 and
remote terminals 110 may be configured to use satellite band-
width 1n accordance with a predetermined access scheme. In
some embodiments of this invention, the DVB-RCS method
may be the access scheme of choice, though other access

schemes are possible.

FIG. 2 shows a traditional return channel (inbound) band-
width design, based on the DVB-RCS method. In order for
the satellite communication network to efficiently use the
return channel bandwidth and to offer high upload speed to
users of the remote terminals, most of the bandwidth 1s popu-
lated with channels (202, 203 and 204) and timeslot types,
which require relatively high signal to noise ratio (SNR),
where such SNR may be achieved 1n clear-sky conditions. In
addition, a small portion of the return channel bandwidth may
be populated with one or more channels (201) and timeslot
types, which require a signmificantly lower SNR, for at least the
purpose of allowing remote terminals experiencing less than
clear-sky conditions to maintain connectivity and offer at
least some level of service to their end users.

However, the return channel (inbound) bandwidth design
shown 1n FIG. 2 may be vulnerable to rain fade events occur-
ring over the hub’s location. If the antenna at the hub 1s
relatively small and/or the satellite being used has relatively
low gain, even small fades (e.g. up to 4 dB) over the hub may
result 1n significant fade (e.g. over 1 dB) of the entire return
channel. Even if the hub 1s configured with a large antenna
and the satellite has sufficient gain to support the link most of
the time, an 1ntense rain over the hub may result 1n a deep
fade, which may again have significant effect on the entire
return channel. In either scenario, many remote terminals, 1T
not all ofthem, may berecerved at the hub at SNR levels lower
than required for insuring successiul reception over the effi-
cient channels (202, 203 and 204) and timeslot types. All
these remote terminals may need to utilize the small portion
of the return channel bandwidth containing channels and
timeslot types with lower SNR requirements (201). The sat-
cllite communication network may “cave” into utilizing only
a small portion of the designed return channel bandwidth.
Since user demand 1s not affected by link conditions, each
remote terminal may be allocated (or otherwise may be con-
figured to use) only a fraction of the bandwidth 1t actually
needs, if any. Within seconds the satellite communication
network becomes highly congested and practically unusable,
as many user applications (e.g. real-time applications, inter-
active applications and others) may not be sustained under
such capacity starvation conditions, even 1f such conditions
last for only few seconds, to say the least if they last more than
that.
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FIG. 3 shows a multi-layered return channel (1inbound)
bandwidth design in accordance with aspects of this inven-
tion. Instead of a two dimensional time-frequency plan, the
return channel bandwidth design 1s comprised of multiple
layers 310, 320 and 330 of two dimensional time-frequency
plans, simultaneously overlapping 1n frequency and time to
create a three dimensional time-frequency plan.

In one aspect of this invention, the hub of a satellite com-
munication network (as shown 1n FIG. 1) may be configured
to employ a multi-layered return channel (inbound) band-
width design, as shown 1n FIG. 3. The hub may be further
configured to determine which of the overlapping time-ire-
quency plans (310, 320 or 330) to use on a burst-by-burst
basis, for at least the purpose of mitigating rain fade effects.

In some embodiments of this invention, the satellite com-
munication network may be configured to employ a reserva-
tion-based access scheme, such as but not limited to DVB-
RCS. In such embodiments, the hub may be configured to
receive capacity requests from remote terminals and then to
allocate timeslots on the time-irequency plan to the request-
ing remote terminals. The hub may be further configured to
consider many factors when determining which timeslots to
allocate to a remote terminal, including but not limited to the
maximal transmission capabilities of the remote terminal (1.¢.
the maximal SNR at which a remote terminal may be received
for a given timeslot type 11 the remote terminal 1s to transmuit
at maximal allowed power) and the total capacity the remote
terminal requests.

In another aspect of this invention, all timeslots over all
channels 1n all layers of a multi-layered time-frequency plan,
as shown 1n FIG. 3, may be configured to have the same
structure (e.g. in terms of guards 301 and 304, preambles 302,
etc), to mclude the same number of user bits (Y information
bits 1n FIG. 3) and to be transmitted using a single combina-
tion of modulation and forward error correction coding (this
combination 1s further referred to herein as MODCOD).
Where all parts of a timeslot (e.g. guards 301 and 304, pre-
amble 302, information 303) may be represented 1n transmis-
sion symbols (1.e. with no parts which are of fixed length 1n
time regardless of a channel symbol rate), the result of using,
a single MODCOD combination 1s that all timeslots compris-
ing the multi-layered time-irequency plan are of the same
length 1n transmission symbols (N, and N, for guard sym-
bols, N, for preamble symbols and M,, ., for intormation
symbols). Therefore, 1f a first timeslots 1s located on a channel
of a first symbol rate and a second channel 1s located on a
channel of a second symbol rate, and the symbol rates of the
two channels relate to one another by a factor of N, the
durations of the corresponding timeslots relate to one another
by a factor of exactly 1/N. For example, if the symbol rate of
the second channel 1s half of that of the first channel, then the
duration of a timeslot on the second channel 1s twice as long
as the duration of a timeslot on the first channel.

In yet another aspect of this invention, in each of the dii-
ferent layers of the multi-layered time-frequency plan (310,
320 and 330), all channels may be of a single symbol rate
(speed). Furthermore, the symbol rates of any two layers may
relate to one another by a factor of N, where N 1s a natural
number. Moreover, 1f the symbol rate of a first layeri1s Rs,, the
symbol rate of a second layeris Rs,, where Rs, equals N times
Rs., then the symbol rate of a third layer, Rs,, may be selected
sothat Rs, equals M times Rs;, where M 1s yet another natural
number, which may be either equal or not equal to N. Since all
timeslots may be configured to be transmitted using the same
MODCOD combination, there would be prefect alignment
between timeslots over the different layers. This alignment 1s
important at least for the purposes of minimizing bandwidth
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waste and allocation blockage. Referring again to the above
example, for the duration of each timeslot 1n the third layer
there may be exactly M timeslots in the second layer and for
the duration of each timeslot 1n the second layer there may be
exactly N timeslots 1n the first layer, where every M times N
timeslots on the first layer a timeslot may simultaneously
begin on all layers (referring to FIG. 3, M equals 3 and N
equal 2). It shall be appreciated by anyone skilled 1n the art,
that though the above example and FI1G. 3 refer to three layers,
the description 1s valid for any number of layers.
Furthermore, while the firstlayer (310), which may contain
channels at a base symbol rate (Rs,), may be configured for
clear-sky conditions, any of the other layers (320 and 330)
may provide protection against fade, where the protection
level, in dB, equals 10 times the decimal logarithm of the ratio
between the base symbol rate (Rs, ) and the symbol rate of that
layer (Rs;) (1.e. 10*LOG(Rs,/Rs,)). Referring again to the
above example and to FIG. 3, 1f N equals 2 and M equals 3,
then the second layer (320) provides 3 dB fade protection

(10*LOG(2)) and the third layer (330) provides approxi-
mately 7.8 dB fade protection (10*LOG(2%*3)). While trans-
mission capabilities of remote terminals drop (e.g. due to rain
tade), the hub may be configured to use on a burst-by-burst
basis any of the overlapping layers (310, 320 and 330), 1.¢.
with lower symbol rates which require reduced transmission
capabilities, and utilize the entire bandwidth even during
fade. Though the maximal upload speed of each remote ter-
minal with reduced transmission capabilities may be signifi-
cantly reduced, the total throughput of the network remains
unchanged, as change 1n symbol rate does not change the
number of bits per any bandwidth unait.

In a further aspect of this mvention, a hub of a satellite
communication network, as shown in FIG. 1, may be config-
ured to employ a multi-layered return channel (inbound)
bandwidth design and an allocation algorithm.

The hub may be configured to allocate timeslots against
capacity requests from remote terminals over predefined
intervals, referred to herein as allocation periods. For each
allocation period, the hub may calculate the total available
capacity (e.g. 1n the case of Digital Video Broadcasting—
Return Channel via Satellite (DVB-RCS), the number of
Asynchronous Transfer Mode (ATM) cells, Moving Picture
Experts Group (MPEG) frames or Traific (TRF) timeslots,
which populate the return channel bandwidth over the allo-
cation period). In a multi-layered time-frequency plan as
described above, the total available capacity 1s the same 1n
cach layer. Therefore 11 the allocation period 1s rounded to a
whole number of timeslots over the lowest symbol rate, the
hub may be configured to perform the above calculation using
any one of the configured layers.

Once the available capacity 1s known, the hub may be
configured to distribute the available capacity against pend-
ing capacity requests from remote terminals. In some
embodiments, the hub may be configured to consider appli-
cable quality of service properties (e.g. priority, traific clas-
sification, etc) of each remote terminal and/or each pending
request, at least for the purpose of calculating said distribu-
tion and/or the number of timeslots to allocate against each
pending request during a coming allocation period. In addi-
tion, the hub may be configured to determine the current
transmission capabilities of a relevant remote terminal and to
limit the number of timeslots distributed to that remote ter-
minal to the maximal number of timeslots this remote termi-
nal may transmit during said allocation period. Referring
again to the above example (and FI1G. 3) and considering that
there are J timeslots on each channel of the first layer during
an allocation period and that the allocation period 1s rounded
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to a whole number of timeslots over the lowest symbol rate, 11
the transmission capabilities of a remote terminal are suifi-
cient for supporting channels of the second and third layers
(320 and 330 respectively) but not those of the first layer
(310), the hub may limit the number of timeslots allocated to

that remote terminal during said allocation period to J divided
by N.

Once the available capacity 1s distributed, the hub may be
configured to allocate the timeslots distributed against each
request on the time-frequency plan. The hub may be further
configured to first determine the total number of timeslots
distributed to each remote terminal during the allocation
period against all 1ts pending capacity requests. The hub may
then be configured to determine the most suitable layer for
allocating the timeslots distributed to a remote terminal dur-
ing the allocation period. The hub may be configured to select
the layer containing channels with the lowest number of
timeslots (1.e. lowest symbol rate) over the allocation period,
which 1s still higher or equals to the number of timeslots
distributed to the remote terminal during the allocation
period. Referring again to the above example, if the remote
terminal 1s allocated X timeslots, where X 1s lower than
I/(N*M), the hub may allocate the timeslots distributed to the
remote terminal over a channel 1n the third layer, though the
remote terminal has sufficient capabilities to transmit on
channels of the second layer.

As allocation of timeslots using one layer results 1n block-
ing all the overlapping timeslots 1n the other layers, it 1s
possible that though the number of distributed timeslots does
not exceed the available number of timeslots 1n the allocation
period, at some point the hub may not be able to allocate on
the time-frequency plan the timeslots distributed to a particu-
lar remote terminal due to blockage. As the results of such
scenarios may depend on the order 1n which capacity requests
are processed, the hub may be further configured to use sev-
eral mechanisms to 1nsure that over a small number of allo-
cation periods each capacity request 1s fully satisfied. In some
embodiments, the hub may be configured to use around-robin
mechanism or another fairness algorithm, so that in each
allocation period the allocation process may be started with
the requests of another remote terminal. In addition, 1n case of
only a partial allocation for a remote terminal, the hub may be
configured to increase the distribution for that remote termi-
nal 1 the next allocation period to compensate for the partial
allocation. Moreover, 1n case partial allocation 1s encoun-
tered, the timeslots left unallocated may be redistributed
between remote terminals not yet allocated, hence reducing,
the capacity the hub may need to allocate them during the next
allocation period. In addition, 1f timeslots remain unallocated
alter allocating to all remotes with pending distribution in the
coming allocation period, those timeslots may be allocated
using a iree capacity distribution mechanism (e.g. against
pending requests which previously where not distributed
timeslots), so that no capacity 1s wasted.

FIG. 5 shows an example allocation over a multi-layered
return channel in accordance with the multi-layered return
channel bandwidth design shown 1n FIG. 3. In this example,
the return channel (inbound) bandwidth may be composed of
two primary channels (310, 520), where each of them may be
turther populated at any given period (e.g. periods 530, 540
and 550) 1n accordance with any of the layers shown 1n FIG.
3 (310, 320 and 330). It should be appreciated by anyone
skilled in the art that the example shown in FI1G. 5 1s valid with
any number of primary channels and any other applicable
arrangement of layers, including more or less layers and other
symbol rate ratios between the different layers.
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Again 1n reference to FIG. 5, during period 530, primary
channel 510 may be allocated 1n accordance with second
layer 320, 1.e. the bandwidth may be divided into N channels
and M timeslots on each channel (in this example N equals 2
and M equals 3). This may allow remote terminal A to be
allocated M timeslots on one channel while the M timeslots
on another channel may be allocated to remote terminals B
and C. At the same period (530), primary channel 520 may be
allocated 1n accordance with third layer 330, 1.e. the band-
width may be divided into N*M channels with a single
timeslot per channel. Consequently, since each remote termi-
nal may normally transmit on a single channel at any given
time, each channel may be allocated to a different remote
terminal (D to ).

In further reference to FIG. 5, during period 540, primary
channel 510 may be allocated in accordance with first layer
310, 1.e. the bandwidth may be used as a single channel with
M*N timeslots. Remote terminal B may be allocated more
timeslots than 1t may be allocated using any of the other layers
due to the higher symbol rate. Remaining timeslots may be
allocated to another capable remote terminal, e.g. remote
terminal K. At the same period (540), primary channel 520
may be allocated 1n accordance with second layer 320, as
described above (1.e. N channels and M timeslots on each
channel). In this imnstance, 1t may be noted that remote termi-
nal D may be allocated several timeslots and that the alloca-
tion may be distributed over more than one of the N channels.

In yet a further reference to FIG. 5, during period 550,
primary channel 510 may be allocated partly 1n accordance to
second layer 320 and partly in accordance to first layer 310. In
addition, primary channel 520 may be allocated partially 1n
accordance to second layer 320 and partially 1n accordance to
third layer 330. It should be noted that selection of layers for
any primary channel over any period may be independent of
any selection of layers for any other primary channel over any
period. Thus the fact that both primary channels are shown to
have split allocations between layers at the same period has
no real meaning.

An allocation as shown 1n FIG. 5 1 reference to period 550
may result, for example, from the following allocation
sequence:

a) Allocating a single timeslot to each of remote terminals

D, G and ], Since each remote terminal may be allocated
a single timeslot, the allocation may be made using third
layer 330 on primary channel 520 (i.e. the lowest symbol
rate which may sustain the required capacity over the
allocation period).

b) Allocating 5 timeslots to remote terminal B. Since such
allocation may be possible only over first layer 310 and
since first layer 310 may no longer be used on primary
channel 520 during period 550, terminal B may be allo-
cated using first layer 310 on primary channel 510.

¢) Allocating 3 timeslots to remote terminal A, Since such
allocations may require use of at least second layer 320
and since 1t may be possible to satisiy this requirement
by partial allocation of primary channel 520 between
second layer 320 and third layer 310, remote terminal A
may be allocated using second layer 320 on primary
channel 520.

d) Allocating a single timeslot to remote terminal C, where
remote terminal C may not have capabilities to sustain
any symbol rate above that of second layer 320 at the
time of allocation. Though the only vacant timeslot
remaining may be on primary channel 510 using first
layer 310, it may be possible to allocate primary channel
510 during period 550 partially in accordance to first
layer 310 and partially in accordance to second layer 320
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while maintaining the already made allocation to remote
terminal B. One of the timeslots already allocated to
remote terminal B may be reallocated using second layer
320 (instead of first layer 310) hence leaving a timeslot
in accordance to second layer 320 available for alloca-
tion to remote terminal C, as needed.

FIG. 4 shows a multi-layered return channel bandwidth
design with variable timeslot 1n accordance with further
aspects of this invention. In yet further aspects of this mven-
tion, the hub of a satellite communication network (as shown
if F1G. 1) may be configured to employ a multi-layered return
channel (inbound) bandwidth design, as shown 1n FIG. 4.

In this aspect of the invention, 1n each of the different layers
of the multi-layered time-frequency plan (410, 420 and 430),
all channels may be of a single symbol rate (speed) and the
symbol rates of any two layers may relate to one another by a
factor of N, where N 1s a natural number, as previously
described. In addition, 1n each of the different layers of the
multi-layered time-frequency plan (410, 420 and 430),
timeslots may be configured to be transmitted using different
MODCOD combinations. However, use of different MOD-
COD combinations result in timeslots being different in terms
of transmission symbols. Considering that some parts of the
timeslot are of fixed length 1n symbols (e.g. guards 401, 411,
and 421, and preamble 402, 412 and 422), alignment over the
different layers may be restored by determining a different
length of the information field for each MODCOD combina-
tionused (Y,,Y, and Y, user bits 1n FIG. 4). In some embodi-
ments, a generic stream encapsulation (GSE) technique may
be used for supporting encapsulation of user information nto
timeslots with different information field length. Therefore,
the length of timeslots over all layers may be aligned to
approximately the same number of symbols (as information
ficlds 403, 413 and 423 may be of very similar number of
symbols N1, .. N2, - and N3, - respectively), with any

F1io? Fifo F1io

slight misalignments being resolved by increasing the guard
at the end of a timeslot (404, 414 and 424) by very few
symbols only. Referring to FIG. 4, whileY ,, Y, andY ; may be
differently configured, the total length of each timeslot, 1n
symbols, 1s the same:

NGl+NP+N1;HfQ+N1 e ZNGI+NP+NZIHfD+M o= Ng+
Np+N3p, 0 +N3 6o

In some embodiments, a multi-layered return channel (in-
bound) bandwidth design, as shown in FIG. 4, may be used
for at least the purpose of providing graceful degradation 1n
upload speed durning relatively small fade events. In such
embodiments, two or more layers may be configured with
channels of the same symbol rate but using different MOD-
COD combinations, hence providing protection of up to sev-
eral dB with degradation in upload speed considerably lower
than 50%. However, 1n such configuration, total network
throughput may be different 1in each layer.

In yet another aspect of this invention, the access scheme
used may not be based on a reservation technique. Each
remote terminal may be configured to decide for 1tself when
and on which channel to transmit. In such embodiments, each
remote terminal may be configured also to decide which of
the overlapping layers to use either on a burst-by-burst basis
or on any other suitable basis.

In yet another aspect of this invention, a segment of the
return channel (inbound) bandwidth may be covered by a
single recerver apparatus, which may be configured to simul-
taneously receive all possible channels populating that seg-
ment of the bandwidth over all the configured layers. The
receiver may be further configured to demodulate a signal in
accordance with the layer it has been transmitted on while
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rejecting any false demodulations that may result from the
simultaneous coverage of the other layers. Therefore, the
parts of the hub responsible for processing received packets
from remote terminals are indifferent to the use of a multi-
layered return channel (inbound) bandwidth design. In
another embodiment of this invention, the same functionality
may be achieved using multiple receivers simultaneously
covering the same return channel (inbound) bandwidth seg-
ment, where each recerver demodulates the channel(s) of only
one layer.

As will be appreciated by one of skill in the art upon
reading the following disclosure, various aspects described
herein may be embodied as methods, systems, apparatus
(e.g., components of a satellite communication network),
and/or computer program product. Accordingly, those
aspects may take the form of an entirely hardware embodi-
ment, an entirely software embodiment or an embodiment
combining software and hardware aspects. Furthermore, such
aspects may take the form of a computer program product
stored by one or more computer-readable storage media hav-
ing computer-readable program code, or instructions, embod-
ied 1n or on the storage media. Any suitable computer read-
able storage media may be utilized, including hard disks,
CD-ROMs, optical storage devices, magnetic storage
devices, and/or any combination thereot. In addition, various
signals representing data or events as described herein may be
transierred between a source and a destination 1n the form of
clectromagnetic waves traveling through signal-conducting
media such as metal wires, optical fibers, and/or wireless
transmission media (e.g., air and/or space).

While illustrative systems and methods as described herein
embodying various aspects of the present invention are
shown, 1t will be understood by those skilled in the art, that the
invention 1s not limited to these embodiments. Modifications
may be made by those skilled 1n the art, particularly 1in light of
the foregoing teachings. For example, each of the elements of
the alorementioned embodiments may be utilized alone or in
combination or sub-combination with elements of the other
embodiments. It will also be appreciated and understood that
modifications may be made without departing from the true
spirit and scope of the present mvention. The description 1s
thus to be regarded as illustrative mstead of restrictive on the
present invention.

We claim:

1. In a satellite communication network comprising a cen-
tral hub and plurality of remote terminals, a method for return
channel bandwidth design, said method comprising;:

creating a multi-layered three dimensional return channel

using a plurality of time-frequency layers that simulta-
neously overlap in frequency and time,

wherein each time-frequency layer includes a plurality of

channels, and all channels 1n any single time-frequency
layer have the same symbol rate,
wherein each time-frequency layer has a different symbol
rate, and wherein the different symbol rates of the dii-
ferent time-frequency layers relate to one another by a
factor of N, wherein N 1s a natural number, and

wherein each time-1frequency layer includes the same num-
ber of timeslots.

2. The method of claim 1, wherein the symbol rates of a first
layer and a second layer relate by a factor of N, and wherein
the symbol rates of the second layer and a third layer relate by
a factor of M and where N and M are natural numbers and are
not equal to each other.

3. The method of claim 1, wherein all timeslots over all
channels 1n all layers of said multi-layered return channel are
configured to have a uniform structure, said uniform structure
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including at least a leading guard, a preamble, a payload
section and a trailing guard, and wherein two timeslot struc-
tures are umiform 1i their corresponding parts are of the same
length 1n terms of transmission symbols.

12

allocating the determined number of timeslots distributed
to the first remote terminal during the first allocation
period using the selected layer.

10. The method of claim 9, wherein available capacity 1s

4. The method of claim 3, wherein said timeslot structure > calculated in one of Asynchronous Transfer Mode (ATM)

uniformity 1s achieved through use of a uniform number of
user bits 1n a payload section and transmission using a single
combination of modulation and forward error correction cod-
ng.

5. The method of claim 1, wherein all timeslots over all
channels 1n all layers of said multi-layered return channel are
configured to have a uniform structure, said uniform structure
including at least a leading guard, a preamble, a payload
section and a trailing guard, and wherein two timeslot struc-
tures are uniform 1if their total length 1n terms of transmission
symbols 1s the same, while corresponding parts are of differ-
ent lengths.

6. The method of claim 5, wherein said timeslot length
uniformity 1s achieved through a variable length payload
section and different combinations of modulation and for-
ward error correction coding.

7. The method of claim 6, wherein differences 1n timeslot
length are compensated by increasing the trailing guard in
accordance with the difference to be compensated.

8. In a satellite communication system comprising a central
hub and plurality of remote terminals, a method of fade miti-
gation comprising:

employing a multi-layered return channel using at least

two time-1requency layers configured to simultaneously
overlap 1n frequency and time to create a multi-layered
three dimensional return channel;

selecting a first time-irequency layer symbol rate (Rs,) to

match an expected remote terminal transmission capa-
bility under clear-sky conditions, wherein transmission
capability 1s the maximal signal to noise ratio (SNR) at
which a remote terminal may be recerved for a given
timeslot type 1f the remote terminal 1s to transmit at
maximal allowed power; and

selecting a second time-frequency layer symbol rate (Rs., ),

wherein Rs, equals N times Rs,, for at least the purpose

of providing fade protection, in dB, of 10 times the
decimal logarithm of N (10*Log(IN)).
9. In a satellite communication system comprising a central
hub and plurality of remote terminals, a method for allocating
timeslots within a multi-layered return channel, comprising;:
determining a first allocation period, the first allocation
period corresponding to a period of time during which
timeslots of the multi-layered return channel are to be
allocated to the plurality of remote terminals;

calculating the total available capacity during said first
allocation period, based on a number of timeslots 1n the
multi-layered return channel within the first allocation
period;

distributing the total available capacity against pending

capacity requests from remote terminals and determin-
ing the number of timeslots to allocate against each
pending capacity request;

for each remote terminal, determining the total number of

timeslots distributed to said remote terminal 1n said first
allocation period corresponding to all 1ts pending capac-
ity requests;

selecting a most suitable layer within said multi-layered

return channel for satisitying the pending capacity
requests of a first remote terminal during the first allo-
cation period; and
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cells, Moving Picture Experts Group (MPEG) frames, or time
slofts.

11. The method of claim 9, wherein the number of
timeslots distributed against a pending request 1s determined
in accordance with applicable quality of service criteria and
the transmission capability of the requesting remote terminal,
at least for the purpose of limiting the total number of
timeslots distributed to a remote terminal over all its pending
requests to the maximal number of timeslots said remote
terminal may transmit during said first allocation period.

12. The method of claim 9, wherein selecting the most
suitable layer within said multi-layered return channel for
satisiying the pending capacity requests of the first remote
terminal during the first allocation period comprises:

determiming which layer within said multi-layered return

channel has the lowest number of timeslots per channel
that 1s higher than or equal to the number of timeslots
distributed to the first remote terminal.

13. The method of claim 9, further comprising using a
round-robin mechanism or another fairness algorithm for at
least the purpose of fairly distributing capacity against pend-
ing requests and requesting remote terminals.

14. The method of claim 9, turther comprising:

determining that the number of timeslots allocated to a

remote terminal 1s lower than the number of timeslots
distributed to said remote terminal; and

redistributing the remaining unallocated timeslots to at

least one other remote terminal.

15. The method of claim 9, turther comprising:

determining, after allocating all distributed timeslots, that

the total number of timeslots allocated 1s lower than the
available number of timeslots within said allocation
period; and

allocating the unallocated timeslots using a free capacity

distribution mechanism.

16. A central hub device configured to operate 1n a satellite
communication system comprising a plurality of remote ter-
minals, the central hub device comprising one or more pro-
cessors having memory coupled thereto, the memory com-

prising computer executable instructions which, when
executed by the one or more processors, cause the central hub
device to:

create a multi-layered three dimensional return channel

using a plurality of time-frequency layers that simulta-
neously overlap in frequency and time,

wherein each time-frequency layer includes a plurality of

channels, and all channels 1n any single time-frequency
layer have the same symbol rate,
wherein each time-irequency layer has a different symbol
rate, and wherein the different symbol rates of the dii-
ferent time-frequency layers relate to one another by a
factor of N, wherein N 1s a natural number, and

wherein each time-frequency layer includes the same num-
ber of timeslots.

17. The central hub device of claim 16, the memory com-
prising further computer executable instructions which, when
executed by the one or more processors, cause the central hub
device to:

determine a first allocation period, the first allocation

period corresponding to a period of time during which
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timeslots of the multi-layered three dimensional return
channel are to be allocated to the plurality of remote
terminals;

calculate the total available capacity during said first allo-
cation period, based on a number of timeslots 1n the
multi-layered return channel within the first allocation
period;

distribute the total available capacity against pending
requests from remote terminals and determiming the
number of timeslots to allocate against each pending
request;

determine the total number of timeslots distributed to each
remote terminal 1n said first allocation period against all
its pending requests;

select amost suitable layer within said multi-layered return
channel; and

allocate the number of timeslots distributed to the remote
terminal during the first allocation period using the
selected layer.
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