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METHOD AND APPARATUS FOR ENCODING
VIDEO AND METHOD AND APPARATUS FOR
DECODING VIDEO, BASED ON
HIERARCHICAL STRUCTURE OF CODING
UNIT

CROSS-REFERENCE TO RELATED PATENT
APPLICATIONS

This application 1s a Continuation Application of U.S.
application Ser. No. 14/219,195, filed Mar. 19, 2014, which 1s
a Continuation Application of U.S. application Ser. No.
12/911,066 filed Oct. 25, 2010, which claims priority from
Korean Patent Application No. 10-2009-0101191, filed on
Oct. 23, 2009 1n the Korean Intellectual Property Office, the
disclosures of which are incorporated herein in their entirety
by reference.

BACKGROUND

1. Field

Apparatuses and methods consistent with exemplary
embodiments relate to encoding and decoding a video.

2. Description of the Related Art

As hardware for reproducing and storing high resolution or
high quality video content 1s being developed and supplied, a
need for a video codec for eflectively encoding or decoding
the high resolution or high quality video content 1s increasing.
In a related art video codec, a video 1s encoded according to a
limited encoding method based on a macroblock having a
predetermined size.

SUMMARY

One or more exemplary embodiments provide a method
and apparatus for encoding a video and a method and appa-
ratus for decoding a video 1n an operating mode of a coding
tool that varies according to a size of a hierarchical structured
coding unit.

According to an aspect of an exemplary embodiment, there
1s provided a method of encoding video data, the method
including: splitting a current picture of the video data into at
least one maximum coding unit; determining a coded depth to
output a final encoding result by encoding at least one split
region of the at least one maximum coding unit according to
at least one operating mode of at least one coding tool, respec-
tively, based on a relationship among a depth of at least one
coding unit of the at least one maximum coding unit, a coding
tool, and an operating mode, wherein the at least one split
region 1s generated by hierarchically splitting the at least one
maximum coding umt according to depths; and outputting a
bitstream including encoded video data of the coded depth,
information regarding a coded depth of at least one maximum
coding unit, information regarding an encoding mode, and
information regarding the relationship among the depth of the
at least one coding unit of the at least one maximum coding
unit, the coding tool, and the operating mode 1n the at least
one maximum coding unit, wherein the coding unit may be
characterized by a maximum size and a depth, the depth
denotes a number of times a coding unit 1s hierarchically split,
and as a depth deepens, deeper coding units according to
depths may be split from the maximum coding unit to obtain
mimmum coding units, wherein the depth 1s deepened from
an upper depth to a lower depth, wherein as the depth deep-
ens, a number of times the maximum coding umt 1s split
increases, and a total number of possible times the maximum
coding unit 1s split corresponds to a maximum depth, and
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2

wherein the maximum size and the maximum depth of the
coding unit may be predetermined. An operation mode of a
coding tool for a coding unit 1s determined according to a
depth of the coding unit.

The mformation regarding the relationship among the
depth of the at least one coding unit of the at least one
maximum coding unit, the coding tool, and the operating
mode, may be preset in slice units, frame units, or frame
sequence units of the current picture.

The at least one coding tool for the encoding of the at least
one maximum coding unit may include at least one of quan-
tization, transformation, intra prediction, inter prediction,
motion compensation, entropy encoding, and loop filtering.

If the coding tool, an operating mode of which 1s deter-
mined according to a depth of a coding unit, 1s 1ntra predic-
tion, the operating mode may include at least one intra pre-
diction mode classified according to a number of directions of
intra prediction or may include an 1ntra prediction mode for
smoothing regions in coding units corresponding to depths
and an 1ntra prediction mode for retaining a boundary line.

If the coding tool, an operating mode of which 1s deter-
mined according to a depth of a coding unit, 1s inter predic-
tion, the operating mode may include an inter prediction
mode according to at least one method of determiming a
motion vector.

If the coding tool, an operating mode of which 1s deter-
mined according to a depth of a coding unit, 1s transformation,
the operating mode may include at least one transformation
mode classified according to an index of a matrix of rotational
transformation.

If the coding tool, an operating mode of which 1s deter-
mined according to a depth of a coding unit, 1s quantization,
the operating mode may include at least one quantization
mode classified according to whether a quantization param-
cter delta 1s to be used.

According to an aspect of another exemplary embodiment,
there 1s provided a method of decoding video data, the
method including: receiving and parsing a bitstream 1nclud-
ing encoded video data; extracting, from the bitstream, the
encoded video data, information regarding a coded depth of at
least one maximum coding unit, information regarding an
encoding mode, and information regarding a relationship
among a depth of at least one coding unit of the at least one
maximum coding unit, a coding tool, and an operating mode;
and decoding the encoded video data in the at least one
maximum coding unit according to an operating mode of a
coding tool matching a coding unit corresponding to at least
one coded depth, based on the information regarding the
coded depth of the at least one maximum coding unit, the
information regarding the encoding mode, and the informa-
tion regarding the relationship among the depth of the at least
one coding unit of the at least one maximum coding unit, the
coding tool, and the operating mode, wherein the operation
mode of the coding tool for a coding unit 1s determined
according to the coded depth of the coding unat.

The information regarding the relationship among the
depth of the at least one coding unit of the at least one
maximum coding unit, the coding tool, and the operating
mode may be extracted in slice units, frame units, or frame
sequence units of the current picture.

The coding tool for the encoding of the at least one maxi-
mum coding unit may include at least of quantization, trans-
formation, intra prediction, inter prediction, motion compen-
sation, entropy encoding, and loop filtering, wherein the
decoding the encoded video data may include performing a
decoding tool corresponding to the coding tool for the encod-
ing of the at least one maximum coding unait.
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According to an aspect of another exemplary embodiment,
there 1s provided an apparatus for encoding video data, the
apparatus including: a maximum coding umt splitter which
splits a current picture of the video data into at least one
maximum coding unit; a coding unit determiner which deter-
mines a coded depth to output a final encoding result by
encoding at least one split region of the at least one maximum
coding unit according to at least one operating mode of at
least one coding tools, respectively, based on a relationship
among a depth of at least one coding unit of the at least one
maximum coding unit, a coding tool, and an operating mode,
wherein the at least one split region 1s generated by hierar-
chucally splitting the at least one maximum coding unit
according to depths; and an output unit which outputs a bait-
stream 1ncluding encoded video data that 1s the final encoding
result, information regarding a coded depth of the at least one
maximum coding unit, information regarding an encoding
mode, and information regarding the relationship among the
depth of the at least one coding unit of the at least one
maximum coding unit, the coding tool, and the operating
mode 1n the at least one maximum coding unit. An operation
mode of a coding tool for a coding unit 1s determined accord-
ing to a depth of the coding unit

According to an aspect of another exemplary embodiment,
there 1s provided an apparatus for decoding video data, the
apparatus including: a receiver which receives and parses a
bitstream 1ncluding encoded video data; an extractor which
extracts, from the bitstream, the encoded video data, infor-
mation regarding a coded depth of at least one maximum
coding unit, information regarding an encoding mode, and
information regarding a relationship among a depth of at least
one coding unit of the at least one maximum coding unit, a
coding tool, and an operating mode; and a decoder which
decodes the encoded video data 1n the at least one maximum
coding unit according to an operating mode of a coding tool
matching a coding unit corresponding to at least one coded
depth, based on the information regarding the coded depth of
the at least one maximum coding unit, the information regard-
ing the encoding mode, and the information regarding the
relationship among the depth of the at least one coding unit of
the at least one maximum coding unit, the coding tool, and the
operating mode, wherein the operation mode of the coding
tool for a coding unit 1s determined according to the coded
depth of the coding unat.

According to an aspect of another exemplary embodiment,
there 1s provided a method of decoding video data, the
method including: decoding encoded video data 1n at least
one maximum coding unit according to an operating mode of
a coding tool matching a coding unit corresponding to at least
one coded depth, based on information regarding a coded
depth of the at least one maximum coding unit, information
regarding an encoding mode, and information regarding a
relationship among a depth of at least one coding unit of the
at least one maximum coding unit, a coding tool, and an
operating mode, wherein the operation mode of the coding
tool for a coding unit 1s determined according to the coded
depth of the coding unat.

According to an aspect of another exemplary embodiment,
there 1s provided a computer readable recording medium
having recorded thereon a program for executing the method
of encoding video data.

According to an aspect of another exemplary embodiment,
there 1s provided a computer readable recording medium
having recorded thereon a program for executing the method
of decoding video data.
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BRIEF DESCRIPTION OF THE DRAWINGS

The above and/or other aspects will become more apparent
by describing in detail exemplary embodiments with refer-
ence to the attached drawings 1n which:

FIG. 1 1s a block diagram of a video encoding apparatus
according to an exemplary embodiment;

FIG. 2 1s a block diagram of a video decoding apparatus
according to an exemplary embodiment;

FIG. 3 1s a diagram for describing a concept of coding units
according to an exemplary embodiment;

FIG. 4 15 a block diagram of an 1mage encoder based on
coding units, according to an exemplary embodiment;

FIG. 5 15 a block diagram of an image decoder based on
coding units, according to an exemplary embodiment;

FIG. 6 1s a diagram illustrating deeper coding units accord-
ing to depths and partitions according to an exemplary
embodiment;

FIG. 7 1s a diagram for describing a relationship between a
coding unit and transformation units, according to an exem-
plary embodiment;

FIG. 8 1s a diagram for describing encoding information of
coding units corresponding to a coded depth, according to an
exemplary embodiment;

FIG. 9 1s a diagram of deeper coding units according to
depths, according to an exemplary embodiment;

FIGS. 10 through 12 are diagrams for describing a rela-
tionship among coding units, prediction units, and transior-
mation units, according to one or more exemplary embodi-
ments;

FIG. 13 1s a diagram for describing a relationship among a
coding unit, a prediction unit or a partition, and a transforma-
tion unit, according to encoding mode 1information of exem-
plary Table 1 below, according to an exemplary embodiment;

FIG. 14 1s a flowchart 1llustrating a video encoding method
according to an exemplary embodiment;

FIG. 15 1s a flowchart illustrating a video decoding method
according to an exemplary embodiment;

FIG. 16 1s a block diagram of a video encoding apparatus
based on a coding tool considering the size of a coding unat,
according to an exemplary embodiment;

FIG. 17 1s a block diagram of a video decoding apparatus
based on a coding tool considering the size of a coding unit,
according to an exemplary embodiment;

FIG. 18 1s a diagram for describing a relationship among,
the size of a coding unit, a coding tool, and an operating mode,
according to an exemplary embodiment;

FIG. 19 1s a diagram for describing a relationship among a
depth of a coding unit, a coding tool, and an operating mode,
according to an exemplary embodiment;

FIG. 20 1s a diagram for describing a relationship among a
depth of a coding unit, a coding tool, and an operating mode,
according to an exemplary embodiment;

FIG. 21 illustrates syntax ol a sequence parameter set, 1n
which information regarding a relationship among a depth of
a coding unit, a coding tool, and an operating mode 1s
inserted, according to an exemplary embodiment;

FIG. 22 1s a flowchart 1llustrating a video encoding method
based on a coding tool considering the size of a coding unit,
according to an exemplary embodiment; and

FIG. 23 15 a flowchart 1llustrating a video decoding method
based on a coding tool considering the size of a coding unit,
according to an exemplary embodiment.

DETAILED DESCRIPTION

Heremaftter, exemplary embodiments will be described
more fully with reference to the accompanying drawings.
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Furthermore, expressions such as “at least one of,” when
preceding a list of elements, modity the entire list of elements
and do not modify the individual elements of the list. In the
exemplary embodiments, “unit” may or may not refer to a unit
of size, depending on 1ts context. Specifically, video encoding
and decoding performed based on spatially hierarchical data
units according to one or more exemplary embodiments will
be described with reference to FIGS. 1 to 15. Also, video
encoding and decoding performed in an operating mode of a
coding tool that varies according to the size of a coding unit
according to one or more exemplary embodiments will be
described with reference to FIGS. 16 to 23.

In the following exemplary embodiments, a “coding unit™
refers to either an encoding data unit 1n which 1image data 1s
encoded at an encoder side or an encoded data unit 1n which
encoded 1mage data 1s decoded at a decoder side. Also, a
“coded depth” refers to a depth at which a coding unit 1s
encoded. Hereinafter, an “1mage” may denote a still image for
a video or a moving 1mage, that 1s, the video itsell.

An apparatus and method for encoding a video and an
apparatus and method for decoding a video according to
exemplary embodiments will now be described with refer-
ence to FIGS. 1 to 15.

FIG. 1 1s a block diagram of a video encoding apparatus
100, according to an exemplary embodiment. Referring to
FIG. 1, the video encoding apparatus 100 includes a maxi-
mum coding unit splitter 110, a coding umt determiner 120,
and an output unit 130.

The maximum coding unit splitter 110 may split a current
picture of an 1mage based on a maximum coding unit for the
current picture. If the current picture 1s larger than the maxi-
mum coding unit, image data of the current picture may be
split 1nto at least one maximum coding unit. The maximum
coding unit according to an exemplary embodiment may be a
data unit having a si1ze of 32x32, 64x64, 128x128, 256x2356,
etc., wherein a shape ol the data unit is a square having a width
and height 1n squares of 2. The image data may be output to
the coding unit determiner 120 according to the at least one
maximum coding unit.

A coding unit according to an exemplary embodiment may
be characterized by a maximum size and a depth. The depth
denotes a number of times the coding unit 1s spatially split
from the maximum coding unit, and as the depth deepens or
increases, deeper coding units according to depths may be
split from the maximum coding unit to a minimum coding
unit. A depth of the maximum coding unit 1s an uppermost
depth and a depth of the minimum coding unit 1s a lowermost
depth. Since a size of a coding umt corresponding to each
depth decreases as the depth of the maximum coding unit
deepens, a coding unit corresponding to an upper depth may
include a plurality of coding units corresponding to lower
depths.

As described above, the image data of the current picture
may be split into the maximum coding units according to a
maximum size of the coding unit, and each of the maximum
coding units may include deeper coding units that are split
according to depths. Since the maximum coding unit accord-
ing to an exemplary embodiment is split according to depths,
image data of a spatial domain included in the maximum
coding unit may be hierarchically classified according to
depths.

A maximum depth and a maximum size of a coding unit,
which limit the total number of times a height and a width of
the maximum coding unit can be hierarchically split, may be
predetermined.

The coding unit determiner 120 encodes at least one split
region obtained by splitting a region of the maximum coding,
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unit according to depths, and determines a depth to output an
encoded 1mage data according to the at least one split region.
That 1s, the coding unit determiner 120 determines a coded
depth by encoding the image data 1n the deeper coding units
according to depths, based on the maximum coding unit of the
current picture, and selecting a depth having a least encoding
error. Thus, the encoded 1image data of the coding unit corre-
sponding to the determined coded depth 1s output to the
output unit 130. Also, the coding units corresponding to the
coded depth may be regarded as encoded coding units.

The determined coded depth and the encoded 1image data
according to the determined coded depth are output to the

output unit 130.

The 1image data 1n the maximum coding unit 1s encoded
based on the deeper coding units corresponding to at least one
depth equal to or below the maximum depth, and results of
encoding the image data are compared based on each of the
deeper coding units. A depth having the least encoding error
may be selected after comparing encoding errors of the
deeper coding units. At least one coded depth may be selected
for each maximum coding unit.

The size of the maximum coding unit 1s split as a coding,
unit 1s hierarchically split according to depths, and as the
number of coding units increases. Also, even 11 coding units
correspond to a same depth 1n one maximum coding unit, 1t 1s
determined whether to split each of the coding units corre-
sponding to the same depth to a lower depth by measuring an
encoding error of the image data of each coding unit, sepa-
rately. Accordingly, even when 1image data 1s included 1n one
maximum coding unit, the 1mage data 1s split to regions
according to the depths and the encoding errors may differ
according to regions in the one maximum coding unit, and
thus the coded depths may differ according to regions in the
image data. Therefore, one or more coded depths may be
determined 1n one maximum coding unit, and the 1image data
of the maximum coding unit may be divided according to
coding units of at least one coded depth.

Accordingly, the coding unit determiner 120 may deter-
mine coding units having a tree structure included in the
maximum coding unit. The coding units having a tree struc-
ture according to an exemplary embodiment include coding
units corresponding to a depth determined to be the coded
depth, from among deeper coding units included in the maxi-
mum coding unit. A coding unit of a coded depth may be
hierarchically determined according to depths 1n the same
region ol the maximum coding unit, and may be indepen-
dently determined in different regions. Similarly, a coded
depth 1n a current region may be independently determined
from a coded depth 1n another region.

A maximum depth according to an exemplary embodiment
1s an index related to a number of splitting times from a
maximum coding unit to a minimum coding unit. A first
maximum depth according to an exemplary embodiment may
denote a total number of splitting times from the maximum
coding unit to the minimum coding unit. A second maximum
depth according to an exemplary embodiment may denote a
total number of depth levels from the maximum coding unit to
the mimnimum coding umt. For example, when a depth of the
maximum coding unit 1s 0, a depth of a coding unmit 1n which
the maximum coding unit 1s split once may be setto 1, and a
depth of a coding unit 1n which the maximum coding unit 1s
split twice may be set to 2. Here, 11 the minimum coding unit
1s a coding unit in which the maximum coding unit 1s split
four times, 5 depth levels of depths O, 1, 2, 3 and 4 exast. Thus,
the first maximum depth may be set to 4 and the second
maximum depth may be set to 5.
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Prediction encoding and transformation may be performed
according to the maximum coding unit. The prediction
encoding and the transformation are also performed based on
the deeper coding units according to a depth equal to or depths
less than the maximum depth, based on the maximum coding
unit. Transformation may be performed according to a
method of orthogonal transformation or integer transforma-
tion.

Since the number of deeper coding units increases when-
ever the maximum coding umit 1s split according to depths,
encoding such as the prediction encoding and the transforma-
tion 1s performed on all of the deeper coding units generated
as the depth deepens. For convenience of description, the
prediction encoding and the transformation will heremafter
be described based on a coding unit of a current depth, 1n a
maximum coding unit.

The video encoding apparatus 100 may variably select at
least one of a size and a shape of a data unit for encoding the
image data. In order to encode the image data, operations,
such as prediction encoding, transformation, and entropy
encoding, may be performed, and at this time, the same data
unit may be used for all operations or different data units may
be used for each operation.

For example, the video encoding apparatus 100 may select
a coding unit for encoding the image data and a data unit
different from the coding unit so as to perform the prediction
encoding on the image data in the coding unait.

In order to perform prediction encoding 1n the maximum
coding unit, the prediction encoding may be performed based
on a coding unit corresponding to acoded depth, 1.¢., based on
a coding unit that 1s no longer split to coding units corre-
sponding to a lower depth. Hereinafter, the coding unit that 1s
no longer split and becomes a basis unit for prediction encod-
ing will be referred to as a prediction unit. A partition obtained
by splitting the prediction unit may include a prediction unit
or a data unit obtained by splitting at least one of a height and
a width of the prediction unait.

For example, when a coding unit of 2ZNx2N (where N 1s a
positive mteger) 1s no longer split and becomes a prediction
unit of 2Nx2N, a size of a partition may be 2Nx2N, 2NxN,
Nx2N, or NxN. Examples of a partition type include sym-
metrical partitions that are obtained by symmetrically split-
ting at least one of a height and a width of the prediction unit,
partitions obtained by asymmetrically splitting the height or
the width of the prediction unit (such as 1:n orn:1), partitions
that are obtained by geometrically splitting the prediction
unit, and partitions having arbitrary shapes.

A prediction mode of the prediction unit may be at least one
of an 1intra mode, a inter mode, and a skip mode. For example,
the 1intra mode or the inter mode may be performed on the
partition of 2Nx2N, 2NxN, Nx2N, or NxN. In this case, the
skip mode may be performed only on the partition of 2ZNx2N.
The encoding 1s independently performed on one prediction
unit 1n a coding unit, thereby selecting a prediction mode
having a least encoding error.

The video encoding apparatus 100 may also perform the
transformation on the image data in a coding unit based on the
coding unit for encoding the image data and on a data unit that
1s different from the coding unait.

In order to perform the transformation in the coding unait,
the transformation may be performed based on a data unit
having a size smaller than or equal to the coding unit. For
example, the data unit for the transformation may include a
data unit for an 1ntra mode and a data unit for an 1inter mode.

A data unit used as a base of the transformation will here-
inafter be referred to as a transformation umt. A transforma-
tion depth indicating a number of splitting times to reach the
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transformation unit by splitting the height and the width of the
coding unit may also be set in the transformation unit. For
example, 1n a current coding unit of 2Nx2N, a transformation

depth may be 0 when the size of a transformation unit 1s also
2Nx2N, may be 1 when each of the height and width of the

current coding unit 1s split into two equal parts, totally split
into 4 transformation units, and the size of the transformation
unit 1s thus NxN, and may be 2 when each of the height and
width of the current coding unit 1s split into four equal parts,
totally split into 4° transformation units, and the size of the
transformation unit 1s thus N/2xN/2. For example, the trans-
formation unit may be set according to a hierarchical tree
structure, 1n which a transformation unit of an upper trans-
formation depth 1s split into four transformation units of a
lower transformation depth according to hierarchical charac-
teristics of a transformation depth.

Similar to the coding unit, the transformation unit 1n the
coding unit may be recursively split into smaller sized
regions, so that the transformation unit may be determined
independently 1n units of regions. Thus, residual data in the
coding unit may be divided according to the transformation
having the tree structure according to transformation depths.

Encoding information according to coding units corre-
sponding to a coded depth uses information about the coded
depth and information related to prediction encoding and
transformation. Accordingly, the coding unit determiner 120
determines a coded depth having a least encoding error and
determines a partition type 1n a prediction unit, a prediction
mode according to prediction units, and a size of a transior-
mation unit for transformation.

Coding units according to a tree structure 1n a maximum
coding unit and a method of determining a partition, accord-
ing to exemplary embodiments, will be described 1n detail
below with reference to FIGS. 3 through 12.

The coding unit determiner 120 may measure an encoding,
error of deeper coding units according to depths by using
Rate-Distortion Optimization based on Lagrangian multipli-
ers.

The output unit 130 outputs the image data of the maxi-
mum coding unit, which 1s encoded based on the at least one
coded depth determined by the coding unit determiner 120,
and mformation about the encoding mode according to the
coded depth, 1n bitstreams.

The encoded image data may be obtained by encoding
residual data of an 1mage.

The information about the encoding mode according to the
coded depth may include at least one of information about the
coded depth, the partition type in the prediction unit, the
prediction mode, and the size of the transformation unit.

The information about the coded depth may be defined by
using split information according to depths, which indicates
whether encoding 1s performed on coding units of a lower
depth mstead of a current depth. If the current depth of the
current coding unit 1s the coded depth, 1mage data in the
current coding unit 1s encoded and output. In this case, the
split information may be defined to not split the current cod-
ing unit to a lower depth. Alternatively, 11 the current depth of
the current coding unit 1s not the coded depth, the encoding 1s
performed on the coding unit of the lower depth. In this case,
the split information may be defined to split the current cod-
ing unit to obtain the coding units of the lower depth.

If the current depth 1s not the coded depth, encoding 1s
performed on the coding unit that 1s split into the coding unit
of the lower depth. In this case, since at least one coding unit
of the lower depth exists 1n one coding unit of the current
depth, the encoding 1s repeatedly performed on each coding
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unit of the lower depth, and thus the encoding may be recur-
stvely performed for the coding units having the same depth.

Since the coding units having a tree structure are deter-
mined for one maximum coding unit, and information about
at least one encoding mode 1s determined for a coding unit of
a coded depth, information about at least one encoding mode
may be determined for one maximum coding unit. Also, a
coded depth of the image data of the maximum coding unit
may be different according to locations since the image data
1s hierarchically split according to depths, and thus informa-
tion about the coded depth and the encoding mode may be set
for the 1image data.

Accordingly, the output unit 130 may assign encoding
information about a corresponding coded depth and an
encoding mode to at least one of the coding unait, the predic-
tion unit, and a minimum unit included 1n the maximum
coding unait.

The minimum unit according to an exemplary embodiment
1s a rectangular data unit obtained by splitting the minimum
coding unit of the lowermost depth by 4. Alternatively, the
mimmum unit may be a maximum rectangular data unit that
may be included 1n all of the coding units, prediction units,
partition units, and transformation units included 1n the maxi-
mum coding unit.

For example, the encoding information output through the
output unit 130 may be classified mto encoding information
according to coding units and encoding information accord-
ing to prediction units. The encoding information according
to the coding units may include the information about the
prediction mode and the size of the partitions. The encoding
information according to the prediction units may include
information about an estimated direction of an inter mode, a
reference 1mage index of the mter mode, a motion vector, a
chroma component of an intra mode, and an nterpolation
method of the intra mode. Also, information about a maxi-
mum size of the coding unit defined according to pictures,
slices, or GOPs, and information about a maximum depth
may be inserted 1nto at least one of a Sequence Parameter Set
(SPS) or a header of a bitstream.

In the video encoding apparatus 100, the deeper coding
unit may be a coding unit obtained by dividing at least one of
a height and a width of a coding unit of an upper depth, which
1s one layer above, by two. For example, when the size of the
coding unit of the current depth 1s 2Nx2N, the size of the
coding unit of the lower depth may be NxN. Also, the codin
unit of the current depth having the size of 2ZNx2N may
include a maximum of 4 coding units of the lower depth.

Accordingly, the video encoding apparatus 100 may form
the coding units having the tree structure by determiming,
coding units having an optimum shape and an optimum size
for each maximum coding unit, based on the size of the
maximum coding unit and the maximum depth determined
considering characteristics of the current picture. Also, since
encoding may be performed on each maximum coding unit
by using any one of various prediction modes and transior-
mations, an optimum encoding mode may be determined
considering characteristics of the coding umit of various
1mage sizes.

Thus, 11 an 1mage having high resolution or a large amount
of data 1s encoded 1n a related art macroblock, a number of
macroblocks per picture excessively increases. Accordingly,
a number of pieces of compressed information generated for
each macroblock increases, and thus it 1s difficult to transmait
the compressed information and data compression eificiency
decreases. However, by using the video encoding apparatus
100 according to an exemplary embodiment, image compres-
sion efliciency may be increased since a coding unit 1s
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adjusted while considering characteristics of an 1image and
increasing a maximuim size of a coding unit while considering
a size of the image.

FIG. 2 1s a block diagram of a video decoding apparatus
200 according to an exemplary embodiment. Referring to
FIG. 2, the video decoding apparatus 200 includes a recerver
210, an 1image data and encoding information extractor 220,
and an 1mage data decoder 230. Definitions of various terms,
such as a coding unit, a depth, a prediction unit, and a trans-
formation unit, and information about various encoding
modes for various operations of the video decoding apparatus
200 are similar to those described above with reference to
FIG. 1.

The recerver 210 recetves and parses a bitstream of an
encoded video. The 1mage data and encoding information
extractor 220 extracts encoded image data for each coding
unit from the parsed bitstream, wherein the coding units have
a tree structure according to each maximum coding unit, and
outputs the extracted image data to the image data decoder
230. The image data and encoding information extractor 220
may extract information about a maximum size of a coding
unit of a current picture from a header about the current
picture or an SPS.

Also, the 1image data and encoding information extractor
220 extracts information about a coded depth and an encoding
mode for the coding units having a tree structure according to
cach maximum coding unit, from the parsed bitstream. The
extracted information about the coded depth and the encoding
mode 1s output to the image data decoder 230. That 1s, the
image data 1n a bitstream 1s split into the maximum coding
unit so that the image data decoder 230 decodes the image
data for each maximum coding unit.

The information about the coded depth and the encoding
mode according to the maximum coding unit may be set for
information about at least one coding unit corresponding to
the coded depth, and information about an encoding mode
may include information about at least one of a partition type
of a corresponding coding unit corresponding to the coded
depth, a prediction mode, and a size of a transformation unait.
Also, splitting information according to depths may be
extracted as the information about the coded depth.

The information about the coded depth and the encoding
mode according to each maximum coding unit extracted by
the 1mage data and encoding information extractor 220 1s
information about a coded depth and an encoding mode deter-
mined to generate a minimum encoding error when an
encoder, such as a video encoding apparatus 100 according to
an exemplary embodiment, repeatedly performs encoding for
cach deeper coding unit based on depths according to each
maximum coding unit. Accordingly, the video decoding
apparatus 200 may restore an image by decoding the image
data according to a coded depth and an encoding mode that
generates the minimum encoding error.

Since encoding information about the coded depth and the
encoding mode may be assigned to a predetermined data unit
from among a corresponding coding unit, a prediction unit,
and a minimum unit, the 1image data and encoding 1informa-
tion extractor 220 may extract the information about the
coded depth and the encoding mode according to the prede-
termined data units. The predetermined data units to which
the same information about the coded depth and the encoding
mode 1s assigned may be the data units included in the same
maximum coding unit.

The image data decoder 230 restores the current picture by
decoding the image data in each maximum coding unit based
on the information about the coded depth and the encoding
mode according to the maximum coding units. For example,
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the image data decoder 230 may decode the encoded 1mage
data based on the extracted information about the partition
type, the prediction mode, and the transformation unit for
cach coding unit from among the coding units having the tree
structure 1ncluded in each maximum coding unit. A decoding
process may include a prediction including intra prediction
and motion compensation, and an mverse transformation.
Inverse transformation may be performed according to a
method of mverse orthogonal transformation or mnverse inte-
ger transformation.

The image data decoder 230 may perform at least one of
intra prediction and motion compensation according to a
partition and a prediction mode of each coding unit, based on
the mformation about the partition type and the prediction
mode of the prediction unit of the coding unit according to
coded depths.

Also, the 1image data decoder 230 may perform 1nverse
transformation according to each transformation unit in the
coding unit, based on the iformation about the size of the
transformation unit of the coding unit according to coded
depths, so as to perform the inverse transformation according
to maximum coding units.

The image data decoder 230 may determine at least one
coded depth of a current maximum coding unit by using split
information according to depths. If the split information indi-
cates that image data 1s no longer split in the current depth, the
current depth 1s a coded depth. Accordingly, the image data
decoder 230 may decode encoded data of at least one coding
unit corresponding to the each coded depth in the current
maximum coding unit by using at least one of the information
about the partition type of the prediction unit, the prediction
mode, and the size of the transformation unit for each coding
unit corresponding to the coded depth, and output the image
data of the current maximum coding unit.

For example, data units including the encoding informa-
tion having the same split information may be gathered by
observing the encoding information set assigned for the pre-
determined data unit from among the coding unit, the predic-
tion unit, and the mimmum unit, and the gathered data units
may be considered to be one data unit to be decoded by the
image data decoder 230 1n the same encoding mode.

The video decoding apparatus 200 may obtain information
about at least one coding unit that generates the minimum
encoding error when encoding 1s recursively performed for
cach maximum coding unit, and may use the information to
decode the current picture. That is, the coding units having the
tree structure determined to be the optimum coding units in
cach maximum coding unit may be decoded. Also, the maxi-
mum size of the coding unit may be determined considering,
at least one of resolution and an amount of 1image data.

Accordingly, even 1f image data has high resolution and a
large amount of data, the image data may be eificiently
decoded and restored by using a size of a coding unit and an
encoding mode, which are adaptively determined according
to characteristics of the image data, and information about an
optimum encoding mode recerved from an encoder.

A method of determining coding units having a tree struc-
ture, a prediction unit, and a transformation unit, according to
one or more exemplary embodiments, will now be described
with reference to FIGS. 3 through 13.

FI1G. 3 1s a diagram for describing a concept of coding units
according to an exemplary embodiment. A size of a coding
unit may be expressed in widthxheight. For example, the size
of the coding unit may be 64x64, 32x32, 16x16, or 8x8. A
coding unit of 64x64 may be split into partitions ol 64x64,
64x32, 32x64, or 32x32, and a coding unit of 32x32 may be
split 1nto partitions of 32x32, 32x16, 16x32, or 16x16, a
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coding unit of 16x16 may be split into partitions of 16x16,
16x8, 8x16, or 8x8, and a coding unit of 8x8 may be split into
partitions of 8x8, 8x4, 4x8, or 4x4.

Referring to FIG. 3, there 1s exemplarily provided first
video data 310 with a resolution of 1920x1080 and a coding
unit with a maximum size of 64 and a maximum depth of 2.
Furthermore, there 1s exemplarly provided second video data
320 with a resolution of 1920x1080 and a coding unit with a
maximum size of 64 and a maximum depth of 3. Also, there
1s exemplarily provided third video data 330 with a resolution
0l 352x288, and a coding unit with a maximum size of 16 and
a maximum depth of 1. The maximum depth shown in FIG. 3
denotes a total number of splits from a maximum coding unit
to a minimum decoding unit.

If a resolution 1s high or a data amount 1s large, a maximum
s1ze of a coding unit may be large so as to increase encoding,
elficiency and to accurately reflect characteristics of an
image. Accordingly, the maximum size of the coding unit of
the first and second video data 310 and 320 having the higher
resolution than the third video data 330 may be 64.

Since the maximum depth of the first video data 310 1s 2,
coding units 315 of the first video data 310 may include a
maximum coding unit having a long axis size of 64, and
coding units having long axis sizes of 32 and 16 since depths
are deepened to two layers by splitting the maximum coding
unit twice. Meanwhile, since the maximum depth of the third
video data 330 1s 1, coding units 335 of the third video data
330 may 1nclude a maximum coding unit having a long axis
s1ze ol 16, and coding units having a long axis size of 8 since
depths are deepened to one layer by splitting the maximum
coding unit once.

Since the maximum depth of the second video data 320 1s
3, coding units 325 of the second video data 320 may include
a maximum coding umt having a long axis size of 64, and
coding units having long axis sizes of 32, 16, and 8 since the
depths are deepened to 3 layers by splitting the maximum
coding unit three times. As a depth deepens, detailed infor-
mation may be precisely expressed.

FIG. 415 a block diagram of an 1image encoder 400 based on
coding units, according to an exemplary embodiment. The
image encoder 400 may perform operations of a coding unit
determiner 120 of a video encoding apparatus 100 according
to an exemplary embodiment to encode 1image data. That 1s,
referring to FIG. 4, an mftra predictor 410 performs intra
prediction on coding units, {from among a current frame 405,
in an 1ntra mode, and a motion estimator 420 and a motion
compensator 423 perform inter estimation and motion com-
pensation on coding units, from among the current frame 403,
in an inter mode by using the current frame 405 and a refer-
ence frame 495.

Data output from the intra predictor 410, the motion esti-
mator 420, and the motion compensator 425 1s output as a
quantized transformation coellicient through a transformer
430 and a quantizer 440. The quantized transformation coet-
ficient 1s restored as data in a spatial domain through an
inverse quantizer 460 and an 1inverse transformer 470, and the
restored data in the spatial domain 1s output as the reference
frame 495 after being post-processed through a deblocking
unit 480 and a loop filtering unit 490. The quantized transior-
mation coellicient may be output as a bitstream 4355 through
an entropy encoder 450.

In order for the image encoder 400 to be applied 1n the
video encoding apparatus 100, elements of the image encoder
400, 1.e., theintra predictor 410, the motion estimator 420, the
motion compensator 425, the transtormer 430, the quantizer
440, the entropy encoder 450, the inverse quantizer 460, the
inverse transformer 470, the deblocking umt 480, and the
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loop filtering unit 490, perform operations based on each
coding unit from among coding units having a tree structure
while considering the maximum depth of each maximum
coding unit.

Specifically, the intra predictor 410, the motion estimator
420, and the motion compensator 425 determine partitions
and a prediction mode of each coding umt from among the
coding units having a tree structure while considering a maxi-
mum size and a maximum depth of a current maximum cod-
ing unit, and the transformer 430 determines the size of the
transformation unit 1n each coding unit from among the cod-
ing units having a tree structure.

FIG. 5 1s a block diagram of an 1image decoder 500 based on
coding units, according to an exemplary embodiment. Refer-
ring to FI1G. 5, a parser 510 parses encoded image data to be
decoded and information about encoding used for decoding
from a bitstream 505. The encoded 1image data 1s output as
inverse quantized data through an entropy decoder 520 and an
iverse quantizer 330, and the inverse quantized data is
restored to 1mage data 1n a spatial domain through an 1nverse
transiformer 540.

An 1ntra predictor 550 performs intra prediction on coding
units 1 an intra mode with respect to the image data in the
spatial domain, and a motion compensator 560 performs
motion compensation on coding units 1n an inter mode by
using a reference frame 583.

The 1mage data in the spatial domain, which passed
through the intra predictor 550 and the motion compensator
560, may be output as a restored frame 595 after being post-
processed through a deblocking umit 570 and a loop filtering
unit 580. Also, the image data that 1s post-processed through
the deblocking unit 570 and the loop filtering unit 380 may be
output as the reference frame 585.

In order to decode the image data in an 1image data decoder
230 of a video decoding apparatus 200 according to an exem-
plary embodiment, the image decoder 300 may perform
operations that are performed after the parser 510. In order for
the 1image decoder 300 to be applied 1n the video decoding,
apparatus 200, elements of the 1image decoder 500, 1.e., the
parser 510, the entropy decoder 520, the mverse quantizer
530, the inverse transformer 540, the intra predictor 550, the
motion compensator 360, the deblocking unit 570, and the
loop filtering unit 580, perform operations based on coding
units having a tree structure for each maximum coding unit.

Specifically, the intra predictor 550 and the motion com-
pensator 560 perform operations based on partitions and a
prediction mode for each of the coding units having a tree
structure, and the mnverse transiformer 540 performs opera-
tions based on a size of a transformation unit for each coding,
unit.

FI1G. 6 1s a diagram illustrating deeper coding units accord-
ing to depths, and partitions, according to an exemplary
embodiment.

A video encoding apparatus 100 and a video decoding
apparatus 200 according to exemplary embodiments use hier-
archical coding units so as to consider characteristics of an
image. A maximum height, a maximum width, and a maxi-
mum depth of coding units may be adaptively determined
according to the characteristics of the image, or may be dii-
terently set by a user. Sizes of deeper coding units according
to depths may be determined according to the predetermined
maximum size of the coding unit.

Referring to FIG. 6, in a hierarchical structure 600 of
coding umts according to an exemplary embodiment, the
maximum height and the maximum width of the coding units
are each 64, and the maximum depth 1s 4. Since a depth
deepens along a vertical axis of the hierarchical structure 600,
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a height and a width of a deeper coding unit are each split.
Also, a prediction unit and partitions, which are bases for
prediction encoding of each deeper coding unit, are shown
along a horizontal axis of the hierarchical structure 600.

That 1s, a first coding unit 610 1s a maximum coding unit 1n
the hierarchical structure 600, wherein a depth 1s O and a size,
1.€., a height by width, 1s 64x64. The depth deepens along the
vertical axis, and a second coding unit 620 having a size of
32x32 and a depth of 1, a third coding unmit 630 having a size
of 16x16 and a depth of 2, a fourth coding unit 640 having a
s1ze of 8x8 and a depth of 3, and a fifth coding unit 650 having
a size o 4x4 and a depth of 4 exist. The fifth coding unit 650
having the s1ze o1 4x4 and the depth of 4 1s a minimum coding
unit.

The prediction unit and the partitions of a coding unit are
arranged along the horizontal axis according to each depth.
That 1s, 1f the first coding unit 610 having the size of 64x64
and the depth of 0 15 a prediction unit, the prediction unit may
be split into partitions included 1n the first coding unit 610,
1.€., a partition 610 having a size of 64x64, partitions 612
having a size of 64x32, partitions 614 having a size of 32x64,
or partitions 616 having a size of 32x32.

Similarly, a prediction unit of the second coding unit 620
having the size of 32x32 and the depth of 1 may be split into
partitions included 1n the second coding unit 620, 1.e., a par-
tition 620 having a s1ze o1 32x32, partitions 622 having a size
013216, partitions 624 having a size ol 16x32, and partitions
626 having a size of 16x16.

Similarly, a prediction unit of the third coding unit 630
having the size of 16x16 and the depth of 2 may be split into
partitions included 1n the third coding unit 630, 1.¢., a partition
having a size of 16x16 included 1n the third coding unit 630,
partitions 632 having a size of 16x8, partitions 634 having a
s1ze of 8x16, and partitions 636 having a size of 8x8.

Similarly, a prediction unit of the fourth coding unit 640
having the size of 8x8 and the depth of 3 may be split mto
partitions imcluded in the fourth coding unit 640, 1.¢., a parti-
tion having a size of 8x8 1ncluded 1n the fourth coding unit
640, partitions 642 having a size of 8x4, partitions 644 having
a s1ze of 4x8, and partitions 646 having a size of 4x4.

The fifth coding unit 650 having the size of 4x4 and the
depth of 4 1s the minimum coding unit and a coding unit of the
lowermost depth. A prediction unit of the fifth coding unit 65
1s only assigned to a partition having a size of 4x4.

In order to determine the at least one coded depth of the
coding units of the maximum coding unit 610, a coding unit
determiner 120 of the video encoding apparatus 100 performs
encoding for coding umts corresponding to each depth
included in the maximum coding unit 610.

A number of deeper coding units according to depths
including data 1n the same range and the same size increases
as the depth deepens. For example, four coding units corre-
sponding to a depth of 2 are used to cover data that 1s included
in one coding unit corresponding to a depth of 1. Accordingly,
in order to compare encoding results of the same data accord-
ing to depths, the coding unit corresponding to the depth of 1
and four coding units corresponding to the depth of 2 are each
encoded.

In order to perform encoding for a current depth from
among the depths, a least encoding error may be selected for
the current depth by performing encoding for each prediction
unit 1n the coding units corresponding to the current depth,
along the horizontal axis of the hierarchical structure 600.
Alternatively, the minimum encoding error may be searched
for by comparing the least encoding errors according to
depths, by performing encoding for each depth as the depth
deepens along the vertical axis of the hierarchical structure
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600. A depth and a partition having the minimum encoding
error 1n the first coding unit 610 may be selected as the coded
depth and a partition type of the first coding unit 610.

FI1G. 7 1s a diagram for describing a relationship between a
coding unit 710 and transformation units 720, according to an
exemplary embodiment.

A video encoding or decoding apparatus 100 or 200
according to exemplary embodiments encodes or decodes an
image according to coding units having sizes smaller than or
equal to a maximum coding unit for each maximum coding
unit. Sizes ol transformation units for transformation during,
encoding may be selected based on data units that are not
larger than a corresponding coding unait.

For example, 1n the video encoding or decoding apparatus
100 or 200, 1f a size of the coding unit 710 1s 64x64, trans-
formation may be performed by using the transformation
units 720 having a size of 32x32.

Also, data of the coding unit 710 having the size of 64x64
may be encoded by performing the transformation on each of
the transformation units having the size of 32x32, 16x16,
8x8, and 4x4, which are smaller than 64x64, such that a
transformation unit having the least coding error may be
selected.

FI1G. 8 1s a diagram for describing encoding information of
coding units corresponding to a coded depth, according to an
exemplary embodiment. Referring to FIG. 8, an output unit
130 of a video encoding apparatus 100 according to an exem-
plary embodiment may encode and transmit information 800
about a partition type, information 810 about a prediction
mode, and information 820 about a size of a transformation
unit for each coding unit corresponding to a coded depth, as
information about an encoding mode.

The mnformation 800 about the partition type 1s information
about a shape of a partition obtained by splitting a prediction
unit of a current coding unit, wherein the partition i1s a data
unit for prediction encoding the current coding unit. For
example, a current coding unit CU__ 0 having a size of 2Nx2N
may be split into any one of a partition 802 having a size of
2Nx2N, apartition 804 having a size of 2NxN, a partition 806
having a size of Nx2N, and a partition 808 having a size of
NxN. Here, the information 800 about the partition type 1s set
to indicate one of the partition 804 having a size of 2NxN, the
partition 806 having a size of Nx2N, and the partition 808
having a s1ze of NxN

The information 810 about the prediction mode indicates a
prediction mode of each partition. For example, the informa-
tion 810 about the prediction mode may indicate a mode of
prediction encoding performed on a partition indicated by the
information 800 about the partition type, 1.¢., an 1ntra mode
812, an inter mode 814, or a skip mode 816.

The mnformation 820 about the size of a transformation unit
indicates a transformation unit to be based on when transior-
mation 1s performed on a current coding unit. For example,
the transformation unit may be a first intra transformation unit
822, a second 1ntra transformation unit 824, a first inter trans-
formation unit 826, or a second intra transformation unit 828.

An 1image data and encoding information extractor 220 of
a video decoding apparatus 200 according to an exemplary
embodiment may extract and use the information 800, 810,
and 820 for decoding, according to each deeper coding unait.

FIG. 9 1s a diagram of deeper coding units according to
depths, according to an exemplary embodiment.

Split information may be used to indicate a change of a
depth. The split information indicates whether a coding unit
of a current depth 1s split into coding units of a lower depth.
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Reterring to FIG. 9, a prediction unit 910 for prediction

encoding a coding unit 900 having a depth of O and a size of
2N__Ox2N_ 0 may include partitions of a partition type 912
having a si1ze of 2ZN__ Ox2N_ 0, a partition type 914 having a
s1ize of 2N__ OxN__0, a partition type 916 having a size of
N__ Ox2N__0, and a partition type 918 having a size of N__Ox
N__0. Though FIG. 9 only illustrates the partition types 912
through 918 which are obtained by symmetrically splitting

the prediction unit 910, 1t 1s understood that a partition type 1s
not limited thereto. For example, according to another exem-
plary embodiment, the partitions of the prediction unit 910
may include asymmetrical partitions, partitions having a pre-
determined shape, and partitions having a geometrical shape.

Prediction encoding is repeatedly performed on one parti-
tion having a size of 2N__ Ox2N__0, two partitions having a
s1ze of 2N__ OxN__0, two partitions having a size of N__0x
2N_ 0, and four partitions having a size of N_ OxN_ 0,
according to each partition type. The prediction encoding 1n

an 1tra mode and an inter mode may be performed on the
partitions having the sizes of 2N_ Ox2N__ 0, N_ Ox2N_ 0,

2N__OxN_ 0, and N__OxN__0. The prediction encoding 1n a
skip mode 1s performed only on the partition having the size
of 2N_ Ox2N__ 0.

Errors of encoding including the prediction encoding in the
partition types 912 through 918 are compared, and the least
encoding error 1s determined among the partition types. If an
encoding error 1s smallest in one of the partition types 912
through 916, the prediction unit 910 may not be split 1nto a
lower depth.

For example, 1t the encoding error 1s the smallest 1n the
partition type 918, a depth 1s changed from O to 1 to split the
partition type 918 1n operation 920, and encoding 1s repeat-
edly performed on coding units 930 having a depth of 2 and a
s1ze of N__OxN__0 to search for a minimum encoding error.

A prediction umt 940 for prediction encoding the coding
unit 930 having a depth of 1 and a size of 2N__1x2N_ 1
(=N__OxN__0) may include partitions of a partition type 942
having a size of 2N__1x2N__1, a partition type 944 having a
size of 2NN__ 1xN__1, a partition type 946 having a size of
N__1x2N__1, and a partition type 948 having a size of N__1x
N__1.

As an example, 11 an encoding error 1s the smallest in the
partition type 948, a depth 1s changed from 1 to 2 to split the
partition type 948 1n operation 9350, and encoding 1s repeat-
edly performed on coding units 960, which have a depth of 2
and a size of N_ 2xN__ 2 to search for a minimum encoding
CITOr.

When a maximum depth 1s d, split operations according to
cach depth may be performed up to when a depth becomes
d-1, and split information may be encoded as up to when a
depth 1s one of O to d-2. For example, when encoding 1s
performed up to when the depth 1s d-1 after a coding unit
corresponding to a depth of d-2 1s split 1n operation 970, a
prediction unit 990 for prediction encoding a coding unit 980
having adepthotfd-1 and a size of 2N_(d-1)x2N_(d-1) may
include partitions of a partition type 992 having a size of
2N_(d-1)x2N_(d-1), a partition type 994 having a size of
2N_(d-1)xN_(d-1), a partition type 996 having a size of
N_(d-1)x2N_(d-1), and a partition type 998 having a size of
N_(d-1)xN_(d-1).

Prediction encoding may be repeatedly performed on one
partition having a size o1 2N_(d-1)x2N_(d-1), two partitions
having a size of 2N_(d-1)xN_(d-1), two partitions having a
s1ze of N_(d-1)x2N_(d-1), four partitions having a size of
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N_(d-1)xN_(d-1) from among the partition types 992
through 998 to search for a partition type having a minimum
encoding error.

Even when the partition type 998 has the minimum encod-
ing error, since a maximum depth 1s d, a coding unit CU_(d-
1) having a depth of d—1 1s no longer split to a lower depth. In
this case, a coded depth for the coding units of a current
maximum coding unit 900 1s determined to be d-1 and a
partition type of the current maximum coding unit 900 may be
determined to be N_(d-1)xN_(d-1). Also, since the maxi-
mum depth 1s d and a mimimum coding unit 980 having a
lowermost depth of d-1 1s no longer split to a lower depth,
split information for the minimum coding unit 980 1s not set.

A data unit 999 may be a minimum unit for the current
maximum coding unit. A minimum unit according to an
exemplary embodiment may be a rectangular data unit
obtained by splitting a minimum coding unit 980 by 4. By
performing the encoding repeatedly, a video encoding appa-
ratus 100 according to an exemplary embodiment may select
a depth having the least encoding error by comparing encod-
ing errors according to depths of the coding unit 900 to
determine a coded depth, and set a corresponding partition
type and a prediction mode as an encoding mode of the coded
depth.

As such, the mimnimum encoding errors according to depths
are compared 1n all of the depths of 1 through d, and a depth
having the least encoding error may be determined as a coded
depth. The coded depth, the partition type of the prediction
unit, and the prediction mode may be encoded and transmit-
ted as imformation about an encoding mode. Also, since a
coding unit 1s split from a depth of 0 to a coded depth, split
information of the coded depth 1s set to 0, and split informa-
tion of depths excluding the coded depth 1s set to 1.

An 1mage data and encoding information extractor 220 of
a video decoding apparatus 200 according to an exemplary
embodiment may extract and use the information about the
coded depth and the prediction unit of the coding unit 900 to
decode the partition 912. The video decoding apparatus 200
may determine a depth, in which split information 1s O as a
coded depth by using split information according to depths,
and use information about an encoding mode of the corre-
sponding depth for decoding.

FIGS. 10 through 12 are diagrams for describing a rela-
tionship between coding units 1010, prediction units 1060,
and transformation units 1070, according to one or more
exemplary embodiments.
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Reterring to FIG. 10, the coding units 1010 are coding units
having a tree structure, corresponding to coded depths deter-
mined by a video encoding apparatus 100 according to an
exemplary embodiment, 1n a maximum coding unit. Refer-
ring to FIGS. 11 and 12, the prediction units 1060 are parti-
tions of prediction units of each of the coding units 1010, and
the transformation units 1070 are transformation units of each
of the coding units 1010.

When a depth of a maximum coding unit 1s O in the coding,
units 1010, depths of coding units 1012 and 1054 are 1, depths
of codingunits 1014,1016,1018,1028, 1050, and 1052 are 2,
depths of coding units 1020, 1022, 1024, 1026, 1030, 1032,
and 1048 are 3, and depths of coding units 1040, 1042, 1044,
and 1046 are 4.

In the prediction units 1060, some coding units 1014, 1016,
1022, 1032, 1048, 1050, 1052, and 1054 are obtained by
splitting coding units of the coding units 1010. In particular,
partition types in the coding units 1014, 1022, 1050, and 1054
have a size of 2NxN, partition types 1n the coding units 1016,
1048, and 1052 have a size of Nx2N, and a partition type of
the coding unit 1032 has a size of NxN. Prediction units and
partitions of the coding units 1010 are smaller than or equal to
cach coding unit.

Transformation or inverse transformation 1s performed on
image data of the coding unit 1052 1n the transformation units
1070 1n a data unit that 1s smaller than the coding unit 1052.
Also, the coding units 1014, 1016, 1022, 1032, 1048, 1050,
and 1052 of the transformation units 1070 are different from
those of the prediction units 1060 1n terms of sizes and shapes.
That 1s, the video encoding and decoding apparatuses 100 and
200 according to exemplary embodiments may perform intra
prediction, motion estimation, motion compensation, trans-
formation, and 1nverse transformation individually on a data
unit in the same coding unit.

Accordingly, encoding 1s recursively performed on each of
coding units having a hierarchical structure 1n each region of
a maximum coding unit to determine an optimum coding unit,
and thus coding units having a recursive tree structure may be
obtained. Encoding information may include split informa-
tion about a coding unit, information about a partition type,

information about a prediction mode, and information about
a s1ze of a transformation unit. Exemplary table 1 shows the
encoding information that may be set by the video encoding
and decoding apparatuses 100 and 200.

TABLE 1

Split Information O

(Encoding on Coding Unit having Size of 2Nx2N and Current Depth of d)

Prediction
Mode

Intra
Inter
Skip
(Only
2Nx2N)

Size of Transtformation Unit

Split Split
Partition Type Information O  Information 1
Symmetrical Asymmetrical of of
Partition Partition Transformation Transformation Split
Type Type Unit Unit Information 1
2Nx2N 2NxnU 2Nx2N NxN Repeatedly
2NxN 2NxnD (Symmetrical  Encode
Nx2N nL.x2N Type) Coding
NxN nRx2N N/2xN/2 Units
(Asymmetrical having
Type) Lower
Depth of

d+1
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An output unit 130 of the video encoding apparatus 100
may output the encoding information about the coding units
having a tree structure, and an image data and encoding
information extractor 220 of the video decoding apparatus
200 may extract the encoding information about the coding
units having a tree structure from a recerved bitstream.

Split information indicates whether a current coding unit 1s
split into coding units of a lower depth. It split information of
a current depth d 1s O, a depth in which a current coding unit
1s no longer split into a lower depth 1s a coded depth. Infor-
mation about a partition type, prediction mode, and a size of
a transformation unit may be defined for the coded depth. If
the current coding unit 1s further split according to the split
information, encoding 1s independently performed on split
coding units of a lower depth.

A prediction mode may be one of an 1ntra mode, an inter
mode, and a skip mode. The intra mode and the inter mode
may be defined 1n all partition types, and the skip mode may
be defined 1n only a partition type having a size of 2Nx2N.

The information about the partition type may indicate sym-
metrical partition types having sizes of 2Nx2N, 2ZNxN,
Nx2N, and NxN, which are obtained by symmetrically split-
ting a height or a width of a prediction unit, and asymmetrical
partition types having sizes of 2ZNxnU, 2NxnD), n[Lx2N, and
nRx2N, which are obtained by asymmetrically splitting the
height or the width of the prediction unit. The asymmetrical
partition types having the sizes of 2NxnU and 2ZNxnD may be
respectively obtained by splitting the height of the prediction
unit 1n ratios of 1:3 and 3:1, and the asymmetrical partition
types having the sizes of nLx2N and nRx2N may be respec-
tively obtained by splitting the width of the prediction unit in
ratios of 1:3 and 3:1

The size of the transformation unit may be set to be two
types 1n the mtra mode and two types in the inter mode. For
example, 11 split information of the transtormation unit 1s 0O,
the size of the transformation unit may be 2ZNx2N, which 1s
the size of the current coding unit. IT split information of the
transformation unit 1s 1, the transformation units may be
obtained by splitting the current coding unit. Also, 11 a parti-
tion type of the current coding unit having the size of 2Nx2N
1s a symmetrical partition type, a size of a transformation unit
may be NxN, and 11 the partition type of the current coding
unit 1s an asymmetrical partition type, the size of the trans-
formation unit may be N/2xN/2.

The encoding information about coding units having a tree
structure may include at least one of a coding unit correspond-
ing to a coded depth, a coding unit corresponding to a predic-
tion unit, and a coding unit corresponding to a mimimuim unit.
The coding unit corresponding to the coded depth may
include at least one of a prediction unit and a minimum unit
including the same encoding information.

Accordingly, 1t 1s determined whether adjacent data units
are 1mcluded 1n the same coding unit corresponding to the
coded depth by comparing encoding information of the adja-
cent data units. Also, a corresponding coding umit corre-
sponding to a coded depth 1s determined by using encoding
information of a data unit, and thus a distribution of coded
depths 1n a maximum coding unit may be determined.

Accordingly, 1f a current coding unit 1s predicted based on
encoding information of adjacent data units, encoding infor-
mation of data units in deeper coding units adjacent to the
current coding unit may be directly referred to and used.
However, it 1s understood that another exemplary embodi-
ment 1s not limited thereto. For example, according to another
exemplary embodiment, if a current coding unit 1s predicted
based on encoding information of adjacent data units, data
units adjacent to the current coding unit are searched using,
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encoded information of the data units, and the searched adja-
cent coding units may be referred for predicting the current
coding unait.

FIG. 13 1s a diagram for describing a relationship between
a coding unit, a prediction unit or a partition, and a transior-
mation unit, according to encoding mode information of
exemplary Table 1, according to an exemplary embodiment.

Referring to FIG. 13, a maximum coding unit 1300
includes coding umits 1302, 1304, 1306, 1312, 1314, 1316,
and 1318 of coded depths. Here, since the coding unit 1318 1s
a coding unit of a coded depth, split information may be set to
0. Information about a partition type of the coding unit 1318
having a s1ze of ZNx2N may be set to be one of a partition type
1322 having a size of 2Nx2N, a partition type 1324 having a
s1ze of 2NxN, a partition type 1326 having a size of Nx2N, a
partition type 1328 having a size of NxN, a partition type
1332 having a size of 2NxnU, a partition type 1334 having a
s1ze ol 2NxnD, a partition type 1336 having a size of nLx2N,
and a partition type 1338 having a size of nRx2N.

When the partition type 1s set to be symmetrical, 1.e., the
partition type 1322, 1324, 1326, or 1328, a transiormation
unit 1342 having a size of 2ZNx2N 1s set 1f split information
(TU size flag) of a transformation unit 1s O, and a transforma-
tion unit 1344 having a size of NxN 1s set 11 a TU size flag 1s
1.

When the partition type 1s set to be asymmetrical, 1.e., the
partition type 1332, 1334, 1336, or 1338, a transformation
umt 1352 having a size of 2Nx2N 1s set 1 a TU size flag 1s O,
and a transformation unit 1354 having a size of N/2xN/2 1s set
if a TU size flag 1s 1.

Referring to FIG. 13, the TU size flag 1s a flag having a
value or O or 1, though 1t 1s understood that the TU size flag 1s
not limited to 1 bit, and a transformation unit may be hierar-

chiucally split having a tree structure while the TU size flag
increases from 0.

In this case, the size of a transtformation unit that has been
actually used may be expressed by using a TU size flag of a
transformation unit, according to an exemplary embodiment,
together with a maximum size and minimum size of the
transformation unit. According to an exemplary embodiment,
a video encoding apparatus 100 1s capable of encoding maxi-
mum transformation unit size information, minimum trans-
formation unit size information, and a maximum TU size flag.
The result of encoding the maximum transformation unit size
information, the minimum transformation unit size informa-
tion, and the maximum TU size tlag may be 1nserted into an
SPS. According to an exemplary embodiment, a video decod-

ing apparatus 200 may decode video by using the maximum
transformation unit size information, the minimum transtor-
mation unit size information, and the maximum TU size flag.

For example, 11 the size of a current coding unit 1s 64x64
and a maximum transformation unit size 1s 32x32, the size of
a transformation unit may be 32x32 when a TU si1ze flag 1s O,
may be 16x16 when the TU size flag 1s 1, and may be 8x8
when the TU size flag 1s 2.

As another example, 1f the size of the current coding unit 1s
32x32 and a minimum transformation unit size 1s 32x32, the
s1ze ol the transformation unit may be 32x32 when the TU
s1ze tlag 1s 0. Here, the TU size flag cannot be set to a value
other than O, since the size of the transformation unit cannot
be less than 32x32.

As another example, if the size of the current coding unit 1s
64x64 and a maximum TU size tlag 1s 1, the TU size flag may
be Oor 1. Here, the TU size flag cannot be set to a value other
than O or 1.

Thus, if 1t 1s defined that the maximum TU size flag 1s
MaxTransformSizelndex, a minimum transformation unit
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size 1s MinTransformSize, and a transformation unit size 1s
RootTuSize when the TU size flag 1s 0, a current minimum
transformation unit size CurrMinTuSi1ze that can be deter-
mined 1n a current coding unit may be defined by Equation

(1):

CurrMinTuSize=max(MinTransformSize, RootTuSize/

(2" MaxTransformSizelndex)) (1).

Compared to the current minimum transformation unit size
CurrMinTuSize that can be determined 1n the current coding
unit, a transformation unit size RootTuSi1ze when the TU si1ze
flag 1s 0 may denote a maximum transformation unit size that
can be selected 1n the system. In Equation (1), RootTuSi1ze/
(2" MaxTransformSizelndex) denotes a transformation unit
size when the transformation unit s1ize RootTuSi1ze, when the
TU size tlag 1s 0, 1s split a number of times corresponding to
the maximum TU size flag. Furthermore, MinTransformSize
denotes a minimum transformation size. Thus, a smaller
value from among RootTuSize/(2"Max TransformSizelndex)
and MinTransformSize may be the current minimum trans-
formation unit size CurrMinTuSi1ze that can be determined 1n
the current coding unait.

According to an exemplary embodiment, the maximum
transformation unit size RootTuSi1ze may vary according to
the type of a prediction mode.

For example, 1f a current prediction mode 1s an inter mode,
then RootTuSize may be determined by using Equation (2)
below. In Equation (2), MaxTransformSize denotes a maxi-
mum transformation unit size, and PUSi1ze denotes a current
prediction unit size.

(2).

That 1s, 11 the current prediction mode is the inter mode, the
transformation unit size RootTuSi1ze when the TU size tlag 1s
0 may be a smaller value from among the maximum transior-
mation unit size and the current prediction unit size.

If a prediction mode of a current partition unit 1s an intra
mode, RootTuS1ze may be determined by using Equation (3)
below. In Equation (3), PartitionSize denotes the size of the
current partition unit.

RootTuSi1ze=min(Max TransformSize, PUSi1ze)

(3).

That 1s, 11 the current prediction mode is the intra mode, the
transformation unit size RootTuSi1ze when the TU size tlag 1s
0 may be a smaller value from among the maximum transior-
mation unit size and the size of the current partition unait.

However, the current maximum transformation unit size
RootTuSize that varies according to the type of a prediction
mode 1n a partition unit 1s merely exemplary, and 1s not
limited thereto 1n another exemplary embodiment.

FI1G. 14 1s a tflowchart illustrating a video encoding method
according to an exemplary embodiment. Referring to FIG.
14, 1n operation 1210, a current picture 1s split into at least one
maximum coding unit. A maximum depth indicating a total
number of possible splitting times may be predetermined.

In operation 1220, a coded depth to output a final encoding
result according to at least one split region, which 1s obtained
by splitting a region of each maximum coding unit according,
to depths, 1s determined by encoding the at least one split
region, and a coding unit according to a tree structure 1s
determined.

The maximum coding unit 1s spatially split whenever the
depth deepens, and thus 1s split into coding units of a lower
depth. Each coding unit may be split into coding units of
another lower depth by being spatially spht independently
from adjacent coding units. Encoding 1s repeatedly per-
formed on each coding unit according to depths.

RootTuSi1ze=min(Max TransformSize,PartitionSize)
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Also, a transformation unit according to partition types
having the least encoding error 1s determined for each deeper
coding unit. In order to determine a coded depth having a
minimum encoding error in each maximum coding unit,
encoding errors may be measured and compared 1n all deeper
coding units according to depths.

In operation 1230, encoded 1mage data that 1s the final
encoding result according to the coded depth 1s output for
cach maximum coding unit, with encoding information about
the coded depth and an encoding mode. The mformation
about the encoding mode may include at least one of 1nfor-
mation about a coded depth or split information, information
about a partition type of a prediction unit, a prediction mode,
and a size of a transformation unit. The encoded information
about the encoding mode may be transmitted to a decoder

with the encoded 1image data.

FIG. 15 1s a flowchart 1llustrating a video decoding method
according to an exemplary embodiment. Referring to FIG.
15, mn operation 1310, a bitstream of an encoded video 1s
received and parsed.

In operation 1320, encoded image data of a current picture
assigned to a maximum coding unit and information about a
coded depth and an encoding mode according to maximum
coding units are extracted from the parsed bitstream. The
coded depth of each maximum coding unit 1s a depth having
the least encoding error 1in each maximum coding unit. In
encoding each maximum coding unit, the image data is
encoded based on at least one data unit obtained by hierar-
chically splitting each maximum coding unit according to
depths.

According to the information about the coded depth and
the encoding mode, the maximum coding umt may be split
into coding units having a tree structure. Each of the coding
units having the tree structure 1s determined as a coding unit
corresponding to a coded depth, and 1s optimally encoded as
to output the least encoding error. Accordingly, encoding and
decoding efficiency of an 1mage may be improved by decod-
ing each piece of encoded image data 1n the coding units after
determining at least one coded depth according to coding
units.

In operation 1330, the image data of each maximum coding,
unit 1s decoded based on the information about the coded
depth and the encoding mode according to the maximum
coding units. The decoded image data may be reproduced by
a reproducing apparatus, stored 1n a storage medium, or trans-
mitted through a network.

Heremnafiter, video encoding and decoding performed in an
operating mode of a coding tool considering a size ol a coding
unit according to exemplary embodiments will be described
with reference to FIGS. 16 to 23.

FIG. 16 1s a block diagram of a video encoding apparatus
1400 based on a coding tool considering the size of a coding
unit, according to an exemplary embodiment. Referring to
FIG. 16, the apparatus 1400 includes a maximum coding unit
splitter 1410, a coding unit determiner 1420, and an output
unit 1430.

The maximum coding unit splitter 1410 splits a current
picture into at least one maximum coding unit.

The coding unit determiner 1420 encodes the at least one
maximum coding unit 1 coding units corresponding to
depths. In this case, the coding unit determiner 1420 may
encode a plurality of split regions of the at least one maximum
coding unit 1n operating modes corresponding to coding tools
according to the depths of the coding units, respectively,
based on a relationship between a depth of a coding unit, a
coding tool, and an operating mode.
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The coding unit determiner 1420 encodes coding units
corresponding to all depths, compares the results of encoding
with one another, and determines a depth of a coding umit
having a highest coding eificiency as a coded depth. Since 1n
the split regions of the at least one maximum coding unit, a
depth having a highest coding efliciency may differ according
to location, a coded depth of each of the split regions of the at
least one maximum coding unit may be determined indepen-
dently of those of the other regions. Thus, more than one
coded depth may be defined in one maximum coding unit.

Examples of a coding tool for encoding may include quan-
tization, transformation, intra prediction, inter prediction,
motion compensation, entropy coding, and loop filtering,
which are video encoding techniques. According to an exem-
plary embodiment, in the video encoding apparatus 1400,
cach of a plurality of coding tools may be performed accord-
ing to at least one operating mode. Here, the term, operating
mode indicates a manner in which a coding tool 1s performed.

For example, 1f a coding tool 1s inter prediction, an oper-
ating mode of the coding tool may be classified 1into a first
operating mode 1n which a median value of motion vectors of
neighboring prediction units 1s selected, a second operating,
mode 1n which a motion vector of a prediction unit at a
particular location from among neighboring prediction units
1s selected, and a third operating mode 1n which a motion
vector of a prediction unit that includes a template most
similar to a template of a current prediction unit from among
neighboring prediction units 1s selected.

According to an exemplary embodiment, the video encod-
ing apparatus 1400 may variably set an operating mode of a
coding tool according to the size of a coding umt. In the
present exemplary embodiment, the video encoding appara-
tus 1400 may variably set an operating mode of at least one
coding tool according to the size of a coding unit. Since a
depth of a coding unit corresponds to the size of the coding
unit, the operating mode of at least one coding tool may be
determined based on the depth of the coding unit correspond-
ing to the si1ze of the coding unmit. Thus, the relationship among
a depth of a coding unit, a coding tool, and an operating mode
may be set. Similarly, 1f a coding tool may be performed 1n a
prediction umt or a partition of a coding unit, an operating
mode of the coding tool may be determined based on the size
ol a prediction unit or a partition.

The video encoding apparatus 1400 may set the relation-
ship among a depth of a coding unit, a coding tool, and an
operating mode before encoding 1s performed. For example,
according to another exemplary embodiment, the video
encoding apparatus 1400 may set the relationship among a
depth of a coding unit, a coding tool, and an operating mode
by encoding the coding units of the at least one maximum
coding unit corresponding to depths 1n all operating modes of
a predetermined coding tool and detecting an operating mode
having a highest coding efficiency from among the operating,
modes.

The video encoding apparatus 1400 may assign an operat-
ing mode causing overhead bits to coding units corresponding
to depths, the sizes of which are equal to or greater than a
predetermined size, and may assign an operating mode that
does not cause overhead bits to the other coding units, the
s1zes of which are less than the predetermined size.

The video encoding apparatus 1400 may encode and trans-
mit information regarding the relationship among a depth of
a coding unit, a coding tool, and an operating mode 1n slice
units, frame units, picture units, or GOP units of an image.
According to another exemplary embodiment, the video
encoding apparatus 1400 may insert the information regard-

10

15

20

25

30

35

40

45

50

55

60

65

24

ing encoding and the information regarding the relationship
among a depth of a coding unit, a coding tool, and an oper-
ating mode 1nto an SPS.

If the coding unit determiner 1420 performs intra predic-
tion, which 1s a type of a coding tool, an operating mode of
intra prediction may be classified according to a number of
directions of prediction, 1.e., directions 1n which neighbor-
hood information may be referred to. Thus, an operating
mode of intra prediction performed by the video encoding
apparatus 1400 may include intra prediction modes repre-
senting the number of directions of prediction that vary
according to the size of a coding unat.

Also, 11 the coding unit determiner 1420 performs intra
prediction, an operating mode of intra prediction may be
classified according to whether smoothing 1s to be performed
in consideration of an 1mage pattern. Thus, an operating mode
ol 1ntra prediction performed by the video encoding appara-
tus 1400 may represent whether intra prediction i1s to be
performed according to the size of a coding unit by differen-
tiating an 1ntra prediction mode for smoothing a region of a
coding unit and an intra prediction mode for retaining a
boundary line from each other.

If the coding unit determiner 1420 performs inter predic-
tion, which 1s another type of a coding tool, the coding unit
determiner 1420 may selectively perform at least one method
of determining a motion vector. Thus, an operating mode of
inter prediction performed by the video encoding apparatus
1400 may include an inter prediction mode representing a
method of determining a motion vector, which 1s selectively
performed according to the size of a coding unit.

If the coding unit determiner 1420 performs transforma-
tion, which 1s another type of a coding tool, the coding unit
determiner 1420 may selectively perform rotational transior-
mation according to the pattern of an image. The coding unit
determiner 1420 may store a matrix of rotational transforma-
tion to be multiplied by a predetermined sized data matrix,
which 1s a transformation target, so as to elffectively perform
rotational transformation. Thus, an operating mode of trans-
formation performed by the video encoding apparatus 1400
may include a transformation mode representing an index of
a matrix of rotational transformation corresponding to the
s1ze of a coding unait.

I1 the coding unit determiner 1420 performs quantization,
which 1s another type of a coding tool, then a quantization
parameter delta representing a difference between a current
quantization parameter and a predetermined representative
quantization parameter may be used. Thus, an operating
mode of quantization performed by the video encoding appa-
ratus 1400 may include a quantization mode indicating
whether the quantization parameter delta that varies accord-
ing to the size of a coding unit 1s to be used.

If the coding unit determiner 1420 performs interpolation,
which 1s another type of a coding tool, interpolation filter may
be used. The coding unit determiner 1420 may selectively set
coellicients or the number of taps of the interpolation filter
based on the size of a coding unit, a prediction unit or a
partition and the depth of a coding unit. Thus, an operating
mode of interpolation filtering performed by the video encod-
ing apparatus 1400 may include an interpolation mode 1ndi-
cating coellicients or the number of taps of an interpolation
filter that varies according to the size or the depth of a coding
unit and the size of a prediction unit or a partition.

The output unit 1430 may output a bitstream, in which
encoded video data (1.e., a final result of encoding recerved
from the coding unit determiner 1420), information regarding
a coded depth, and an encoding mode are included 1n for each
of the at least one maximum coding unit. The encoded video
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data may be a set of a plurality of pieces of video data that are
encoded 1n coding units corresponding to coded depths of the
split regions of the at least one maximum coding unit, respec-
tively.

Also, the above operating modes of coding tools for coding
units corresponding to depths may be encoded in the form of
the information regarding the relationship among a depth of a
coding unit, a coding tool, and an operating mode and then be
inserted into a bitstream.

According to an exemplary embodiment, the video encod-
ing apparatus 1400 may perform a coding tool, such as quan-
tization, transformation, intra prediction, inter prediction,
motion compensation, entropy encoding, and loop filtering.
These coding tools may be performed 1n different operating
modes 1n coding units corresponding to depths, respectively.
The above operating modes are just illustrative examples
given for convenience ol explanation, and the relationship
between a depth of a coding unit (or the size of a coding unit),
a coding tool, and an operating mode 1n the video encoding
apparatus 1400 1s not limited to the above exemplary embodi-
ments.

FI1G. 17 1s a block diagram of a video decoding apparatus
1500 based on a coding tool considering a size of a coding
unit, according to an exemplary embodiment. Referring to
FIG. 17, the video decoding apparatus 1500 includes a
recetver 1510, an extractor 1520, and a decoder 1330.

The recerver 1510 receives and parses a bitstream includ-
ing encoded video data. The extractor 1520 extracts the
encoded video data, information regarding encoding, and
information regarding a relationship among a depth of a cod-
ing unit, a coding tool, and an operating mode from the
bitstream received via the recerver 1510.

The encoded video data 1s obtained by encoding image
data 1n maximum coding units. The image data 1n each of the
maximum coding units 1s hierarchically split into a plurality
of split regions according depths, and each of the split regions
1s encoded 1n a coding unit of a corresponding coded depth.
The information regarding encoding includes information
regarding coded depths of the maximum coding units and an
encoding mode.

For example, the information regarding the relationship
among a depth of a coding unit, a coding tool, and an oper-
ating mode may be set 1n 1image data units, €.g., maximum
coding units, frame units, field unaits, slice units, or GOP units.
In another example, the information regarding encoding, and
the information regarding the relationship among a depth of a
coding umt, a coding tool, and an operating mode may be
extracted from an SPS. Image data encoded 1n coding units of
image data may be decoded in a selective operating mode of
a coding tool, based on the information regarding the rela-
tionship among a depth of a coding unit, a coding tool, and an
operating mode, which 1s defined in predetermined units of
image data.

The decoder 1530 may decode the encoded video data in
maximum coding unmts and 1n operating modes of coding
tools 1n coding units corresponding to at least one coded
depth, respectively, based on the information regarding
encoding and the information regarding the relationship
among a depth of a coding unit, a coding tool, and an oper-
ating mode that are extracted by the extractor 1520. The
operating mode of a coding tool may be set according to a size
of a coding unit. Since a size of a coding unit corresponding
to the coded depth corresponds to the coded depth, the opera-
tion mode of the coding tool for the coding unit corresponding,
to the coded depth may be determined based on the coded
depth. Similarly, 1T the coding tool for the coding unit is
performed based on a prediction unit or a partition of the
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coding unit, the operation mode of the coding tool may be
determined based on the size of a prediction unit or a partition.

Even 11 the relationship among a depth of a coding unait, a
coding tool, and an operating mode 1s set according to a
coding tool, the decoder 1530 may perform a decoding tool
corresponding to the coding tool. For example, the decoder
1530 may inversely quantize a bitstream 1n a coding unit
corresponding to a coded depth, based on information regard-
ing a relationship among a depth of a coding unit, quantiza-
tion, and an operating mode.

If the decoder 1530 performs 1ntra prediction, which 1s a
type of a decoding tool, the decoder 1530 may perform intra
prediction on a current coding unit corresponding to a coded
depth, based on information regarding a relationship among a
depth of a coding unit, intra prediction, and an intra prediction
mode. For example, the decoder 1530 may perform intra
prediction on the current coding unit corresponding to the
coded depth based on the information regarding the relation-
ship among a depth of a coding umit, intra prediction, and an
intra prediction mode, and neighborhood information accord-
ing to a number of directions of intra prediction correspond-
ing to the size of the current coding unait.

Also, the decoder 1530 may determine whether to perform
intra prediction according to the coded unit of the current
coding umt by differentiating an intra prediction mode for
smoothing and an intra prediction mode for retaining a
boundary line from each other, based on the information
regarding the relationship among a depth of a coding unat,
intra prediction, and an intra prediction mode.

If the decoder 1530 performs inter prediction, which 1s
another type of a decoding tool, the decoder 1530 may per-
form 1nter prediction on the current coding unit correspond-
ing to the coded depth based on the information regarding the
relationship among a depth of a coding unit, inter prediction,
and an inter prediction mode. For example, the decoder 1530
may perform the inter prediction mode on the current coding
unit of the coded depth by using a method of determinming a
motion vector, based on the information regarding the rela-
tionship among a depth of a coding unit, inter prediction, and
the inter prediction mode.

If the decoder 1530 performs inverse transformation,
which 1s another type of a decoding tool, the decoder 1530
may selectively perform inverse rotational transformation
based on information regarding a relationship among a depth
of a coding umit, transformation, and a transformation mode.
Thus, the decoder 1530 may perform inverse rotational trans-
formation on the current coding unit corresponding to the
coded depth by using a matrix of rotational transformation of
an 1ndex corresponding to the coded depth, based on infor-
mation regarding the relationship among a depth of a coding
unit, transformation, and the inverse transformation mode.

Ifthe decoder 1530 performs mnverse quantization, which s
another type of a coding tool, the decoder 1530 may perform
inverse quantization on the current coding unit corresponding
to the coded depth by using a quantization parameter delta
corresponding to the coded depth, based on information
regarding a depth of a coding unit, quantization, and a quan-
tization mode.

If the decoder 1530 performs interpolation or extrapola-
tion, which 1s another type of a coding tool, a filter for inter-
polation or extrapolation may be used. The decoder 1530 may
perform filtering using the filter for imterpolation or extrapo-
lation for a current coding unit corresponding to the coded
depth, by using coelficients or the number of taps of the filter
for interpolation or extrapolation based on operating mode of
filtering for interpolation or extrapolation, indicating coetfi-
cients or the number of taps of the filter for interpolation or
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extrapolation. The operating mode of filtering for interpola-
tion or extrapolation may correspond to at least one of the size
of the current coding unit, and the size of a prediction unit or
a partition of the current coding unit.

The video decoding apparatus 1500 may reconstruct the
original image from image data decoded by the decoder 1530.
The reconstructed 1mage may be reproduced by a display
apparatus (not shown) or may be stored 1n a storage medium
(not shown).

In the video encoding apparatus 1400 and the video decod-
ing apparatus 1500 according to exemplary embodiments, the
s1ze ol a coding unit may vary according to the characteristics
of an 1mage and a coding etficiency of the image. The size of
a data unit, such as a coding unit, a prediction unit, or a
transformation unit, may be increased so as to encode a large
amount of 1image data, e.g., a high-resolution or high-quality
image. The size of a macroblock having a hierarchical struc-
ture according to the H.264 standards may be 4x4, 8x8, or
16x16, but the video encoding apparatus 1400 and the video
decoding apparatus 1500 according to one or more exemplary
embodiments may expand the size of a data unit to 4x4, 8x8,
16x16, 32x32, 64x64, 128x128, or more.

The larger a data unit, the more 1mage data included in the
data unit, and the more various 1image characteristics 1n data
units. Thus, 1t would be 1nefficient to encode all data unaits
having various sizes by using only one coding tool.

Accordingly, the video encoding apparatus 1400 may
determine a depth of a coding unit and an operating mode of
a coding tool according to the characteristics of image data so
as to 1ncrease a coding efficiency and encode information
regarding a relationship among the depth of the coding unait,
the coding tool, and the operating mode. Furthermore, the
video decoding apparatus 1500 may reconstruct the original
image by decoding a recerved bitstream, based on the mnifor-
mation regarding a relationship among the depth of the cod-
ing unit, the coding tool, and the operating mode.

Accordingly, the video encoding apparatus 1400 and the
video decoding apparatus 1500 may effectively encode and
decode a large amount of 1image data, such as a high-resolu-
tion or high-quality image, respectively.

FIG. 18 1s a diagram for describing a relationship among,
the size of a coding unit, a coding tool, and an operating mode,
according to an exemplary embodiment.

Referring to FIG. 18, according to an exemplary embodi-
ment, 1n a video encoding apparatus 1400 or a video decoding,
apparatus 1500, a 4x4 coding unit 1610, an 8x8 coding unit
1620, a 16x16 coding unit 1630, a 32x32 coding unit 1640,
and 64x64 coding unit 1650 may be used as coding units. If a
maximum coding unit i1s the 64x64 coding unit 1650, a depth

of the 64x64 coding unit 1650 1s 0, a depth of the 32x32
coding unit 1640 1s 1, a depth of the 16x16 coding unit 1630
1s 2, a depth of the 8x8 coding unit 1620 1s 3, and a depth of
the 4x4 coding unit 1610 1s 4.

The video encoding apparatus 1400 may adaptively deter-
mine an operating mode of a coding tool according to a depth
of a coding unit. For example, 11 a first coding tool TOOL1
may be performed 1n a first operating mode TOOL1-1 1660,
a second operating mode TOOL1-2 1662, and a third operat-
ing mode TOOL1-3, the video encoding apparatus 1400 may
perform the first coding tool TOOL1 1n the first operating
mode TOOL1-1 1660 with respect to the 4x4 coding unit
1610 and the 8x8 coding unit 1620, perform the first coding
tool TOOL1 in the second operating mode 1662 with respect
to the 16x16 coding unit 1630 and the 32x32 coding umnit
1640, and perform the first coding tool TOOL1 in the third
operating mode 1664 with respect to the 64x64 coding unit

1650.
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The relationship among the size of a coding unit, a coding,
tool, and an operating mode may be determined by encoding
a current coding unit 1n all operating modes of a correspond-
ing coding tool and detecting an operating mode causing a
result of encoding with a highest coding efficiency from
among the operating modes, during encoding of the current
coding unit. In another exemplary embodiment, the relation-
ship among the size of a coding unit, a coding tool, and an
operating mode may be predetermined by, for example, at
least one of the performance of an encoding system, a user’s
requirements, or ambient conditions.

Since the size of a maximum coding unit 1s fixed with
respect to predetermined data, the size of a coding unit cor-
responds to a depth of the coding unit itself. Thus, a relation-
ship between a coding tool adaptive to the size of a coding unit
and an operating mode may be encoded by using information
regarding a relationship among a depth of a coding unit, a
coding tool, and an operating mode.

The information regarding the relationship among a depth
ol a coding unit, a coding tool, and an operating mode may
indicate optimal operating modes of coding tools 1n units of
depths of coding units, respectively.

TABLE 2

Depth of  Depthof Depthof Depthof  Depth of

coding coding coding coding coding

unit =4 unit = 3 unit = 2 unit = 1 unit =0
operating first first second second third
mode of first operating operating operating operating operating
coding tool  mode mode mode mode mode
operating first second second third third
mode of operating operating operating operating operating
second mode mode mode mode mode
coding tool

According to exemplary Table 2, the operating modes of
the first and second coding tools may be variable applied to
coding units having depths 4, 3, 2, 1, and O, respectively. The
information regarding the relationship among a depth of a
coding unit, a coding tool, and an operating mode may be
encoded and transmitted 1n sequence unmts, GOP units, pic-
ture units, frame units, or slice units of an 1mage.

Various exemplary embodiments of a relationship among a
depth of a coding unit, a coding tool, and an operating mode
will now be described 1n detail.

FIG. 19 15 a diagram for describing a relationship among a
depth of a coding umit, a coding tool (e.g., inter prediction),
and an operating mode, according to an exemplary embodi-
ment.

If a video encoding apparatus 1400 according to an exem-
plary embodiment performs inter prediction, at least one
method of determining a motion vector may be used. Thus, an
operating mode of inter prediction, which 1s atype of a coding
tool, may be classified according to a method of determining
a motion vector.

For example, referring to FIG. 19, 1n a first operating mode
ol inter prediction, a median value of motion vectors mvpA,
mvpB, and mvpC of neighboring coding units A, B, and C
1710,1720, and 1730 1s selected as a predicted motion vector

MVP of a current coding unit 1700, as indicated 1n Equation
(4) below:

(4).

If the first operating mode 1s employed, an amount of
calculation 1s low and overhead bits may not be used. Thus,
even 1f inter prediction 1s performed on small-sized coding

MVP=median(mvpA.mvpSs,mvpC)
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units in the first operating mode, an amount of calculation or
an amount of bits to be transmitted 1s small.

For example, in a second operating mode of inter predic-
tion, an index of the motion vector of a coding unit that 1s
selected as a predicted motion vector of the current coding

unit 1700 from among the motion vectors of the neighboring,
coding units A, B, and C 1710, 1720, and 1730, 1s displayed
directly.

For example, if the video encoding apparatus 1400 per-
forms inter prediction on the current coding unit 1700, the
motion vector mvpA of the neighboring coding unit A 1710
may be selected as an optimal predicted motion vector of the
current coding unit 1700 and an index of the motion vector
mvpA may be encoded. Thus, although overhead occurs 1n an

encoding side, caused by an index representing the predicted
motion vector, an amount of calculation when performing,
inter prediction in the second operating mode 1s small 1n a
decoding side.

For example, in a third operating mode of mter prediction,
pixels 1705 on a predetermined location on the current coding,
unit 1700 are compared with pixels 1715, 1725, 1735 on
predetermined locations on the neighboring coding units A,

B, and C 1710, 1720, and 1730, pixels, the distortion degrees

of which are lowest are detected from among the pixels 1715,
1725,1735, and a motion vector of a neighboring coding unit
including the detected pixels 1s selected as a predicted motion
vector of the current coding unit 1700.

Thus, although an amount of calculation may be large for
the decoding side to detect pixels, the distortion degrees of
which are lowest, the encoding side does not experience
overhead 1n bits to be transmitted. In particular, if inter pre-
diction 1s performed on an 1mage sequence including a spe-
cific 1image pattern in the third operating mode, a result of
prediction 1s more precise than when a median value of
motion vectors of neighboring coding units 1s used.

The video encoding apparatus 1400 may encode informa-
tion regarding a relationship among the first operating mode,
the second operating mode, and the third operating mode of
inter prediction determined according to a depth of a coding
unit. The video decoding apparatus 1500 according to an
exemplary embodiment may decode image data by extracting
the information regarding the first operating mode, the second
operating mode, and the third operating mode of inter predic-
tion determined according to the depth of the coding unait,
from a received bitstream, and performing a decoding tool
related to motion compensation and inter prediction per-

formed on a current coding unit of a coded depth, based onthe
extracted information.

The video encoding apparatus 1400 checks whether over-
head occurs 1n bits to be transmitted so as to determine an
operating mode of inter prediction according to a size or depth
of a coding unit. If a small coding unit 1s encoded, additional
overhead may greatly lower a coding elficiency thereof,
whereas if a large coding unit 1s encoded, a coding efficiency
1s not significantly influenced by additional overhead.

Accordingly, it may be efficient to perform inter prediction
in the third operating mode that does not cause additional
overhead when a small coding unit 1s encoded. In this regard,
an example of a relationship between the size of a coding unit
and an operating mode of inter prediction 1s shown 1n exem-
plary Table 3 below:
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TABLE 3

Size of Size of Size of Size of Size of

coding coding coding coding coding

unit =4 unit = & unit=16 unit=32 unit =64
operating third third first second second
mode of inter operating operating operating operating operating
prediction mode mode mode mode mode

FIG. 20 1s a diagram for describing a relationship among a

depth of a coding umit, a coding tool (e.g., intra prediction),
and an operating mode, according to an exemplary embodi-
ment.

A video encoding apparatus 1400 according to an exem-
plary embodiment may perform directional extrapolation as
intra prediction by using reconstructed pixels 1810 neighbor-
ing to a current coding unit 1800. For example, a direction of
intra prediction may be defined as tan™'(dx, dy), and inter
prediction may be performed in various directions according
to a plurality of (dx, dy) parameters.

A neighboring pixel 1830 on a line extending from a cur-
rent pixel 1820 1n the current coding unit 1800, which 1s to be
predicted, and being inclined by an angle of tan™'(dy/dx)
determined by values dx and dy from the current pixel 1820,
may be used as a predictor of the current pixel 1830. The
neighboring pixel 1830 may belong to a coding unit that 1s
located to an upper or left side of the current coding unit 1800,
which was previously encoded and reconstructed.

If 1intra prediction 1s performed, the video encoding appa-
ratus 1400 may adjust a number of directions of intra predic-
tion according to the size of a coding unit. Thus, operating
modes of intra prediction, which 1s a type of a coding tool,
may be classified according to the number of the directions of
intra prediction.

A number of directions of intra prediction may vary
according to the size and hierarchical tree structure of a cod-
ing unit. Overhead bits used to represent an 1ntra prediction
mode may decrease a coding efficiency of a small coding unit
but does not atiect a coding elliciency of a large coding unat.

Thus, the video encoding apparatus 1400 may encode
information regarding a relationship among a depth of a cod-
ing unit and the number of directions of intra prediction. Also,
a video decoding apparatus 1500 according to an exemplary
embodiment may decode image data by extracting the infor-
mation regarding a relationship among a depth of a coding
unit and the number of directions of intra prediction from a
received bitstream, and performing a decoding tool related to
intra prediction performed on a current coding unit of a coded
depth, based on the extracted information.

The video encoding apparatus 1400 considers an image
pattern of the current coding unit so as to determine an oper-
ating mode of intra prediction according to the size or depth of
a coding unit. In the case of an 1mage containing detailed
components, intra prediction may be performed by using
linear extrapolation, and thus, a large number of directions of
intra prediction may be used. However, in the case of a flat
region of an 1mage, the number of directions of intra predic-
tion may be relatively small. For example, a plain mode or a
bi-linear mode using interpolation of reconstructed neighbor-
ing pixels may be used to perform intra prediction on a flat
region of an 1image.

Since a large coding unit 1s probably determined 1n a flat
region ol an 1image, the number of directions of 1ntra predic-
tion may be relatively small when an 1ntra prediction mode 1s
performed on the large coding unit. Also, since a small coding
unit 1s probably determined in a region including detailed
components of an 1mage, the number of directions of intra
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prediction may be relatively large when the intra prediction
mode 1s performed on the small coding unit. Thus, a relation-
ship between the size of a coding unit and the intra prediction
mode may be considered as a relationship between the size of
the coding unit and the number of directions of intra predic-
tion. An example of the relationship between the size of the
coding umt and the number of directions of intra prediction 1s
shown 1n exemplary Table 4 below:

TABLE 4
Size of Size of Size of Size of Size of
coding coding coding coding coding
uit=4 unit=8 unit=16 wnit=32 unit=64
Number of 9 9 33 17 5

directions of
intra prediction

A large coding unit may include image patterns that are
arranged 1n various directions, and intra prediction may thus
be performed on the large coding unit by using linear extrapo-
lation. In this case, a relationship between the size of a coding
unit and the intra prediction mode may be set as shown in
exemplary Table 5 below:

TABLE 5
Size of S1ze of Size of Size of Size of
coding coding coding coding coding
unit=4 unit=8 unit=16 unit=32 unit= 64
Number of 9 9 33 33 17

directions of
intra prediction

According to an exemplary embodiment, prediction
encoding 1s performed 1n various intra prediction modes set
according to the sizes of coding umits, thereby more eifi-
ciently compressing an image according to the characteristics
of the image.

Predicted coding units output from the video encoding
apparatus 1400 by performing various intra prediction modes
according to depths of coding units have a predetermined
directionality according to the type of an intra prediction
mode. Due to a directionality in such predicted coding units,
an elliciency of predicting may be high when pixels of a
current coding unit that 1s to be encoded have a predetermined
directionality, and may be low when the pixels of the current
coding unit do not have the predetermined orientation. Thus,
a predicted coding unit obtained using intra prediction may be
post-processed by producing a new predicted coding unit by
changing values of pixels in the predicted coding unit by
using these pixels and at least one neighboring pixel, thereby
improving an efliciency of predicting an image.

For example, 1n the case of a flat region of an 1mage, 1t may
be efficient to perform post-processing for smoothing on a
predicted coding unit obtained using intra prediction. Also, in
the case of a region having detailed components of the image,
it may be elfficient to perform a post-processing for retaining
the detailled components on a predicted coding unit obtained
using intra prediction.

Thus, the video encoding apparatus 1400 may encode
information regarding a relationship between a depth of a
coding unit and an operating mode indicating whether a pre-
dicted coding unit obtained using intra prediction 1s to be
post-processed. Also, the video decoding apparatus 1500 may
decode 1mage data by extracting the information regarding
the relationship between a depth of a coding umit and an
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operating mode 1ndicating whether a predicted coding unit
obtained using intra prediction 1s to be post-processed, from
a recerved bitstream, and performing a decoding tool related
to 1ntra prediction performed on a current coding unit of a
coded depth, based on the extracted information.

In the video encoding apparatus 1400, an intra prediction
mode, 1n which post-processing for smoothing 1s performed
and an intra prediction mode in which post-processing for
smoothing 1s not performed, may be selected for a flat region
of an image and aregion including detailed components of the
image, respectively, as the operating mode indicating whether
a predicted coding unit obtained using intra prediction 1s to be
post-processed.

A large coding unit may be determined 1n a tlat region of an
image and a small coding unit may be determined in a region
containing detailed components of the image. Thus, the video
encoding apparatus 1400 may determine that an intra predic-
tion mode, 1n which post-processing for smoothing 1s per-
formed, 1s performed on the large coding unit and an intra
prediction mode, 1 which post-processing for smoothing 1s
not performed, 1s performed on the small coding unat.

Accordingly, a relationship between a depth of a coding
unmt and an operating mode indicating whether a predicted
coding unit obtained by intra prediction i1s to be post-pro-
cessed may be considered as a relationship between the size
of a coding unit and whether post-processing 1s to be per-
formed. In this regard, an example of arelationship among the
s1ze of a coding unit and an operating mode of intra prediction
may be shown 1n exemplary Table 6 below:

TABLE 6
Size of Size of Size of Size of Size of
coding coding coding coding coding
unit =4 unit = ¥ unit = 6 unit=32  unit = 64
Post- 0 0 1 1 1
processing
mode of
intra
prediction

If the video encoding apparatus 1400 performs transior-
mation, which 1s a type of a coding tool, rotational transior-
mation may be selectively performed according to an image
pattern. For efficient calculation of rotational transformation,
a data matrix for rotational transformation may be stored 1n
memory. ITthe video encoding apparatus 1400 performs rota-
tional transformation or 1 the video decoding apparatus 1500
performs 1nverse rotational transformation, related data may
be called from the memory by using an index of rotational
transformation data used for the calculation. Such rotational
transformation data may be set 1n coding units or transforma-
tion units, or according to the type of a sequence.

Thus, the video encoding apparatus 1400 may set a trans-
formation mode indicated by an index of a matrix of rota-
tional transformation corresponding to a depth of a coding
umt as an operating mode of transformation. The video
encoding apparatus 1400 may encode information regarding
a relationship between the size of a coding unit and the trans-
formation mode indicating the index of the matrix of rota-
tional transformation.

The video decoding apparatus 1500 may decode image
data by extracting the information regarding the relationship
between a depth of a coding unit and the transformation mode
indicating the index of the matrix of rotational transformation
from a recerved bitstream, and performing inverse rotational
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transformation on a current coding unit of a coded depth,
based on the extracted information.

Accordingly, arelationship among a depth of a coding unit,
rotational transformation, and an operating mode may be
considered as a relationship between the size of a coding unit
and the index of the matrix of rotational transformation. In
this regard, a relationship between the size of a coding unit
and an operating mode of rotational transformation may be
shown 1n exemplary Table 7 below:

TABLE 7
Size of  Size of Size of Size of Size of
coding coding coding coding coding
unit=4 unit=8 unt=16 uwnit=32 unt =64
Index of 4-7 4-7 0-3 0-3 0-3
matrix of

rotational
transformation

If the video encoding apparatus 1400 performs quantiza-
tion, which 1s a type of a coding tool, a quantization parameter
delta representing a difference between a current quantization
parameter and a predetermined representative quantization
parameter may be used. The quantization parameter delta
may vary according to the size of a coding unit. Thus, 1n the
video encoding apparatus 1400, an operating mode of quan-
tization may include a quantization mode indicating whether
the quantization parameter delta varying according to the size
of a coding unit 1s to be used.

Thus, the video encoding apparatus 1400 may set a quan-
tization mode 1indicating whether the quantization parameter
delta corresponding to the size of a coding unit 1s to be used as
an operating mode of quantization. The video encoding appa-
ratus 1400 may encode information regarding a relationship
between a depth of a coding unit and the quantization mode
indicating whether the quantization parameter delta 1s to be
used.

The video decoding apparatus 1500 may decode image
data by extracting the information regarding the relationship
between a depth of a coding unit and the quantization mode
indicating whether the quantization parameter delta 1s to be
used, from a received bitstream, and performing inverse
quantization on a current coding unit of a coded depth, based
on the extracted information.

Accordingly, arelationship among a depth of a coding unit,
quantization, and an operating mode may be considered as a
relationship between the size of a coding unit and whether the
quantization parameter delta 1s to be used. In this regard, an
example of a relationship between the size of a coding unit
and an operating mode of quantization 1s as shown 1n exem-
plary Table 8 below:

TABLE 8
Size of  Size of Size of Size of Size of
coding coding coding coding coding
unit=4 unit=8 umt=16 umt=32 unt=~64
Quantization false false true false false
parameter
delta

FIG. 21 illustrates syntax of a sequence parameter set
1900, 1n which information regarding a relationship among a
depth of a coding unit, a coding tool, and an operating mode
1s 1nserted, according to an exemplary embodiment.
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In FIG. 21, sequence_parameter_set denotes syntax of the
sequence parameter set 1900 for a current slice. Referring to
FIG. 21, the information regarding the relationship among a
depth of a coding unit, a coding tool, and an operating mode
1s 1nserted 1nto the syntax of the sequence parameter set 1900
tfor the current slice.

Furthermore, 1n FIG. 21, picture_width denotes the width
of an input 1mage, picture_height denotes the height of the
input 1mage, max_coding_unit_size denotes the size of a
maximum coding unit, and max_coding_unit_depth denotes
a maximum depth.

According to an exemplary embodiment, syntaxes
use_independent cu_decode_flag indicating whether decod-
ing 1s to be independently performed in coding units,
use_independent cu_parse flag indicating whether parsing
1s to be independently performed 1n coding units, use_mv_ac-
curacy_control_{flag indicating whether a motion vector 1s to
be accurately controlled, use_arbitrary_direction_intra_{flag
indicating whether intra prediction is to be performed 1n an
arbitrary direction, use_Iirequency_domain_prediction_flag
indicating whether prediction encoding/decoding 1s to be per-
formed 1n frequency transiformation domain, use_rotational_
transform_flag indicating whether rotational transformation
1s to be performed, use_tree_significant_map_tlag indicating
whether encoding/decoding 1s to be performed using a tree
significant map, use_multi_parameter_intra_prediction_tlag
indicating whether intra prediction encoding 1s to be per-
formed using a multi parameter, use_advanced_motion_vec-
tor_prediction_flag indicating whether advanced motion vec-
tor  prediction 15 to  be  performed, use_
adaptive_loop_filter_flag indicating whether adaptive loop
filtering 1s to be performed, use_quadtree_adaptive_loop_{il-
ter_flag indicating whether quadtree adaptive loop filtering 1s
to be performed, use_delta_qp_flag indicating whether quan-
tization 1s to be performed using a quantization parameter
delta, use_random_noise_generation_{flag indicating,
whether random noise generation 1s to be performed, use
asymmetric_motion_partition_flag  indicating  whether
motion estimation 1s to be performed 1n asymmetric predic-
tion units, may be used as examples of a sequence parameter
of a slice. It 1s possible to elliciently encode or decode the
current slice by setting whether the above operations are to be
used by using these syntaxes.

In particular, the length of an adaptive loop filter ali_filter_
length, the type of the adaptive loop filter alf_filter_type, a
reference value for quantizing an adaptive loop filter coetii-
cient ali_gbits, and the number of color components of adap-
tive loop filtering alf_ num_color may be set 1n the sequence
parameter set 1900, based on use_adaptive loop_filter_flag
and use_quadtree_adaptive_loop_filter_tlag.

The information regarding the relationship among a depth
of a coding unit, a coding tool, and an operating mode used 1n
a video encoding apparatus 1400 and a video decoding appa-
ratus 1500 according to exemplary embodiments may indi-
cate an operating mode of inter prediction corresponding to a
depth of a coding unit uiDepth mvp_mode[uiDepth], and an
operating mode significant_map_mode[uiDepth] indicating
the type of a significant map from among tree significant
maps. That 1s, either a relationship between 1nter prediction
and a corresponding operating mode according to a depth of
a coding unit, or a relationship between encoding/decoding
using the tree significant map and a corresponding operating
mode according to a depth of a coding unit, may be set in the
sequence parameter set 1900.

A bitdepth of an input sample input_sample_bit_depth and
a bit depth of an internal sample internal_sample_bit_depth
may also be set in the sequence parameter set 1900.
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Information regarding a relationship among a depth of a
coding unit, a coding tool, and an operating mode encoded by
the video encoding apparatus 1400 or decoded by the video
decoding apparatus 1500 according to an exemplary embodi-
ment 1s not limited to the information inserted in the sequence
parameter set 1900 1llustrated 1n FIG. 21. For example, the
information may be encoded or decoded 1n maximum coding
units, slice umts, frame units, picture units, or GOP units of
the 1mage.

FI1G. 22 1s a flowchart illustrating a video encoding method
based on a coding tool considering a size of a coding unit,
according to an exemplary embodiment. Referring to FIG.
22, 1n operation 2010, a current picture 1s splitinto at least one
maximum coding unit.

In operation 2020, a coded depth 1s determined by encod-
ing the at least one maximum coding unit in coding units
corresponding to depths in operating modes of coding tools,
respectively, based on a relationship among a depth of at least
one coding unit of the at least one maximum coding unit, a
coding tool, and an operating mode. Thus, the at least one
maximum coding unit includes coding units corresponding to
at least one coded depth.

The relationship among a depth of at least one coding unit
of the at least one maximum coding unit, a coding tool, and an
operating mode may be preset in units of slices, frames,
GOPs, or frame sequences ol an image. The relationship
among a depth of at least one coding unit of the at least one
maximum coding unit, a coding tool, and an operating mode
may be determined by comparing results of encoding the
coding units corresponding to depths 1n at least one operating
mode matching coding tools with one another, and selecting
an operating mode having a highest coding efliciency from
among the at least one operating mode during encoding of the
at least one maximum coding unit. Otherwise, the relation-
ship among a depth of at least one coding unit of the at least
one maximum coding unit, a coding tool, and an operating
mode, may be determined 1n such a manner that coding units
corresponding to depths, the sizes of which are less than or
equal to a predetermined s1ze, may correspond to an operating
mode that does not cause overhead bits to be 1nserted 1n an
encoded data stream and the other coding units, the sizes of
which are greater than the predetermined size, may corre-
spond to an operating mode causing the overhead bats.

In operation 2030, a bitstream including encoded video
data of the at least one coded depth, information regarding
encoding, and information regarding the relationship among
a depth of atleast one coding unit of the at least one maximum
coding unit, a coding tool, and an operating mode 1n the at
least one maximum coding unit 1s output. The information
regarding encoding may include the at least one coded depth
and information regarding an encoding mode 1n the at least
one maximum coding unit. The mmformation regarding the
relationship among a depth of at least one coding unit of the
at least one maximum coding unit, a coding tool, and an
operating mode, may be inserted 1n slice units, frame units,
GOPs, or frame sequences of the image.

FI1G. 23 15 a flowchart illustrating a video decoding method
based on a coding tool considering a size of a coding unit,
according to an exemplary embodiment. Referring to FIG.
23, 1n operation 2110, a bitstream 1ncluding encoded video
data 1s received and parsed.

In operation 2120, the encoded video data, information
regarding encoding, and information regarding a relationship
among a depth of a coding unit, a coding tool, and an oper-
ating mode are extracted from the bitstream. The information
regarding a relationship among a depth of a coding unit, a
coding tool, and an operating mode may be extracted from the
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bitstream 1n maximum coding units, slice units, frame units,
GOP units, or frame sequences of an 1mage.

In operation 2130, the encoded video data 1s decoded 1n
maximum coding units according to an operating mode of a
coding tool matching a coding unit corresponding to at least
one coded depth, based on the information regarding encod-
ing and the information regarding a relationship among a
depth of a coding umit, a coding tool, and an operating mode,
extracted from the bitstream.

While not restricted thereto, one or more exemplary
embodiments can be written as computer programs and can
be implemented 1n general-use digital computers that execute
the programs using a computer readable recording medium.
Examples of the computer readable recording medium
include magnetic storage media (e.g., ROM, floppy disks,
hard disks, etc.) and optical recording media (e.g.,
CD-ROMSs, or DVDs). Moreover, while not required in all
exemplary embodiments, one or more units of the video
encoding apparatus 100 or 1400, the video decoding appara-
tus 200 or 1500, the 1mage encoder 400, and the image
decoder 500 can include a processor or microprocessor
executing a computer program stored in a computer-readable
medium.

While exemplary embodiments have been particularly
shown and described with reference to the drawings above, it
will be understood by those of ordinary skill in the art that
various changes i form and details may be made therein
without departing from the spirit and scope of the inventive
concept as defined by the appended claims. The exemplary
embodiments should be considered 1n descriptive sense only
and not for purposes of limitation. Therefore, the scope of the
inventive concept 1s defined not by the detailed description of
the exemplary embodiments but by the appended claims, and
all differences within the scope will be construed as being
included in the present inventive concept.

What 1s claimed 1s:
1. A method of decoding video data, the method compris-
ng:

splitting an 1mage 1nto one or more coding units of depths;

determining one or more transformation units in a current
coding unit;

obtaining, from a recetved bitstream, a quantization mode
indicating which depth of coding unit contains a quan-
tization parameter delta;

determining the depth of coding unit containing the quan-
tization parameter delta based on the quantization mode;

when a depth of the current coding unit corresponds to the
determined depth of coding unit, obtaining the quanti-
zation parameter delta for the current coding unit from
the bitstream and determining a quantization parameter
of the one or more transformation units using the quan-
tization parameter delta; and,

performing 1nverse-quantization and mnverse transforma-
tion on the one or more transformation units using the
quantization parameter,

wherein:

the image 1s split into a plurality of maximum coding units,

a maximum coding unit, among the plurality of maximum
coding units, 1s hierarchically split into the one or more
coding units of depths including at least one of a current
depth and a lower depth according to the split informa-
tion,

when the split information 1ndicates a split for the current
depth, the coding unit of a current depth 1s split into four
coding units of the lower depth, independently from
neighboring coding units, and
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when the split information indicates a non-split for the
current depth, the transformation units are obtained
from the coding unit of the current depth.

2. The method of claim 1, wherein a size of the coding unit

varies according to the depth of the coding unait.

3. The method of claim 1, wherein the quantization mode 1s
obtained from a header for one of a current picture, a current
slice and a current sequence.

4. An apparatus for decoding video data, the apparatus
comprising;

a parser which splits an 1mage nto one or more coding
units of depths, determines one or more transformation
units 1 a current coding umt, obtains, from the bit-
stream, a quantization mode indicating which depth of
coding unit contains a quantization parameter delta,
determines the depth of coding unit containing the quan-
tization parameter delta based on the quantization mode,
and, when a depth of the current coding unit corresponds
to the determined depth of coding unit, obtains the quan-
tization parameter delta for the current coding unit from
the bitstream; and,
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a decoder which determines a quantization parameter of
the one or more transformation units using the quanti-
zation parameter delta and performs nverse-quantiza-
tion and 1nverse transformation on the one or more trans-
formation units using the quantization parameter,

wherein:

the image 1s split into a plurality of maximum coding units,

a maximum coding unit, among the plurality of maximum
coding units, 1s hierarchically split into the one or more
coding units of depths including at least one of a current
depth and a lower depth according to the split informa-
tion,

when the split information indicates a split for the current
depth, the coding unit of a current depth 1s split into four
coding units of the lower depth, independently from
neighboring coding units, and

when the split information indicates a non-split for the
current depth, the transformation units are obtained
from the coding unit of the current depth.
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