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(57) ABSTRACT

An 1mage capturing apparatus comprises an 1mage sensor
comprising an 1maging pixel for receiving light through an
opening with a center position coimncident with the optical axis
of a microlens, first and second focus detection pixels for

receiving pupil-divided light through a first and second open-
ing offset 1n first and second directions from the optical axis
ol a microlens, respectively; ROM for storing shading cor-
rection data; correction coefficient generation unit for gener-
ating shading correction coelficients respectively for the
imaging pixel, and the first and second focus detection pixels
from the shading correction data; and correction unit for
subjecting a signal for the imaging pixel to shading correction
with the use of the shading correction coellicient for the
imaging pixel, and subjecting signals for the first and second
focus detection pixels to shading correction with the use of
the shading correction coeflicients for the first and second
focus detection pixels.

10 Claims, 15 Drawing Sheets
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IMAGE CAPTURING APPARATUS AND
IMAGE PROCESSING METHOD

This 1s a continuation of U.S. patent application Ser. No.
12/921,2235, filed Sep. 7, 2010, which 1s a National Stage
Entry of International Application No. PCT/JP2009/054981,
filed Mar. 10, 2009.

TECHNICAL FIELD

The present imnvention relates to an 1image capturing appa-
ratus and an 1mage processing method, and more particularly,
relates to an 1mage capturing apparatus for carrying out
focusing control based on 1mage signals obtained from an
image sensor, and an image processing method for the image
signals.

BACKGROUND ART

Some 1mage capturing apparatuses, such as digital cameras
and digital video cameras, are configured to have an autofo-
cusing mechanism for automatically carrying out focus con-
trol of a photographing lens and automatically bringing a
subject mnto an 1n-focus state. The autofocusing mechanism 1s
classified 1nto a distance measurement method and a focus
state detection method 1n terms of the principle of the in-focus
method used. In the distance measurement method, the dis-
tance to a subject 1s measured, and the lens position 1s con-
trolled depending on the measured distance. In the focus state
detection method, the focus 1s detected at an 1mage pickup
surface, and the lens position 1s controlled to an in-focus
position. Typical focus state detection methods include a
contrast detection method, a phase difference detection
method, etc., and the principle of the focus state detection
method 1s disclosed in Japanese Patent Laid-Open No.
4-2677211, for example.

Now, the focus state detection method will be described
with reference to FIG. 10A through FIG. 12B. For example,
in an in-focus state, light a,, b,, and ¢, passing through
respective portions of a photographing lens 1 1s converged
onto an 1mage pickup surface m as shown in FIG. 10A to
obtain an in-focus 1mage 7, on the image pickup surface m as
shown 1n FIG. 10B.

A so-called rear focused state 1s shown in FIGS. 11A and
11B, 1n which the focal position 1s shifted rearward from the
in-focus state shown in FIGS. 10A and 10B. Lighta,, b, and
c, passing through respective portions of the photographing
lens 1 1s converged behind the 1image pickup surface m as
shown 1n FIG. 11A, thereby respectively resulting 1n separate
images Za,, /b, and Zc, on the image pickup surface m as
shown in FIG. 11B.

In addition, a so-called front focused state 1s shown 1n
FIGS. 12A and 12B. Light a,, b,, and ¢, passing through
respective portions of the photographing lens 1 1s converged
in front of the 1mage pickup surface m as shown 1n FI1G. 12A,
thereby respectively resulting 1n separate images Za,, Zb.,,
and Zc¢, on the image pickup surface m as shown in FI1G. 12B.

As can be seen from FIGS. 11A through 12B, the front
focused state and the rear focused state are opposite to each
other in the image defocus direction, and the defocus direc-
tion and defocus amount are referred to as a so-called defocus
amount. Since the relation between the defocus amount and
an amount of driving of the focus lens to an 1n-focus position
1s determined by the optical system, autofocus control can be
carried out by moving the focus lens to the in-focus position.

The processing for calculation of the defocus amount in the
phase difference detection method 1s disclosed 1n Japanese
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Patent Laid-Open. No. 9-43307 as a known “MIN algo-
rithm”. FIG. 13 illustrates the internal configuration of a
typical camera for detecting a correlation of phase differences
by the MIN algorithm. Light incident from a lens 1s retlected
downward of the camera by a sub-mirror mounted behind a
main mirror mounted and inclined at 45 degrees. Then, the
light 1s separated into two 1mages by a secondary imaging
lens to enter AF sensors, not shown. Then, the output data
from these two AF sensors 1s loaded to obtain the correlation
between the sensor outputs. Assuming that the respective
sensor outputs are designated by a sensor 1 and a sensor 2, the
data of the sensor 1 1s designated by A[1] to 1[n], and the data

of the sensor 2 1s designated by B[ 1] to B[n], the correlation
UO 1s expressed by the following formula (1) (FIG. 14A).

n (1)
U0 = ) min(Aljl, B[j}
=1

(min{a,b) represents a smaller value of a and b)
First, UO 1s calculated. Next, as shown in FIG. 14B, the

correlation Ul between the data obtained by shifting an A
image by just one bit of the AF sensor and the data of a B

image 1s calculated. U1 1s expressed by the following formula
2.

- (2)
Ul = Z min(A[j + 1], B[j])

J=1

(min(a,b) represents a smaller value of a and b)

In this way, correlations obtained by shifting by one bit are
calculated one after another. If the two 1mages are coincident
with each other, the correlation reaches a maximum (FIG.
14C). Thus, the shift amount and direction are obtained for
the maximum value. This value corresponds to the defocus
amount.

Meanwhile, Japanese Patent Laid-Open No. 2000-156823
discloses, as a device for implementing the phase difference
detection method, an 1image sensor which has a filter color
arrangement as shown in FIG. 15 and two-dimensionally
arranged photoelectric conversion cells for converting optical
images 1nto electrical signals. As shown in FIG. 15, some of
the photoelectric conversion cells are used as first phase sen-
sors S1 and second phase sensors S2 for focus detection 1n
accordance with the phase difference detection method, that
1s, for purposes other than the forming of image data. Accord-
ing to Japanese Patent Laid-Open No. 2000-156823, the
imaging lens for the AF sensor, the secondary imaging lens
tor providing phase differences, etc., as shown in FIG. 13 are
unnecessary, thereby allowing reduction 1n size of the image
capturing apparatus and cost reduction.

Furthermore, Japanese Patent Laid-Open No. 2003-
303409 discloses the shapes of focus detection pixels of
image sensors. Japanese Patent Laid-Open No. 2005-303409
discloses an arrangement of 1mage sensors as shown 1n FIG.
16, which includes a basic pixel arrangement referred to as
Bayer arrangement of green pixels, red pixels, and blue pix-
cls. The diagonally upper leit to lower right pixels of the
image sensor serve as pixels for focus detection. The other
pixels serve as pixels for generating image data.

FIG. 17 1s a diagram 1llustrating 1n detail some of the focus
detection pixels of the image sensor shown in FIG. 16. This
figure 1llustrates an enlarged view of four pixels composed of
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two focus detection pixels, one red pixel, and one blue pixel,
for explaining the shapes of openings, where the upper leit
and lower right pixels correspond to the focus detection pixels
(green pixels), the upper right pixel corresponds to the red
pixel, and the lower left pixel corresponds to the blue pixel.
Reference numeral 11 denotes a microlens disposed on top of
cach opening. Reference numerals 37aq and 375 denote center
positions ol the microlenses 11 1n the adjacent focus detection
pixels. Reference 36 denotes a line connecting the centers of
the microlenses 1n in-line adjacent focus detection pixels.
Retference numerals 38a and 386 each denote openings of the
normal blue pixel and red pixel, other than the focus detection
pixels. Reference numerals 394 and 396 denote openings of
the focus detection pixels, which each have the shape
obtained by reducing openings of the normal green pixels
with reduction centers 35a and 355 as the centers, where the
reduction centers 35q and 355 correspond to points obtained
by moving the center positions 37a and 37b of the green
pixels along the line 36 1n opposite directions to each other,
and the openings 39aq and 3956 of the focus detection have
reduced shapes with the reduction centers 35q and 355 as the
centers. Therefore, the openings 39a and 395 of the adjacent
pixels are offset in different directions. Furthermore, the
openings 39q and 39H are symmetrically shaped with respect
to lines 46 perpendicular to the line 36.

Furthermore, 1in Japanese Patent Laid-Open No. 2002-
131623, 1n the case of reading 1image data in an 1mage sensor
which has a plurality of photoelectric conversion units
included in one pixel, the charges of the plurality of photo-
electric conversion units are added and read out. Then, 1n the
case ol carrying out focus detection processing, the charges of
the respective photoelectric conversion units are indepen-
dently read out, and data corresponding to the read charges 1s
used for focus detection processing in a phase difference
detection method. In addition, focus detection with a high
degree of accuracy 1s achieved by carrying out processing
different from the 1image correction processing in the adding
and reading processing as the image correction processing 1n
the focus detection processing.

However, 1n Japanese Patent Laid-Open No. 2005-303409,
the focus detection pixels of the image sensor are diagonally
arranged from the upper left to the lower night of the image
sensor, and have shapes and openings reduced more than
those of the normal pixels with points offset from the centers
of the microlens 11 as the centers. Therefore, the focus detec-
tion pixels are different from the normal pixels 1n aperture,
and further different from the normal pixels 1n the amount of
light obtained from the microlenses 11 due to the offset from
the centers of the microlenses 11.

Japanese Patent Laid-Open No. 2000-41179 discloses a
shading correction method for correcting shading character-
istics of decrease 1n the amount of light input through an
optical lens with distance from the optical axis of the lens. A
ray of light incident through a photographing lens to an image
sensor includes, 1n addition to components incident vertically
with respect to the image pickup surface, a lot of light com-
ponents for imaging from oblique directions. Circles of con-
tusion of light collected by microlenses arranged at the image
pickup surface for respective pixels are not always formed
uniformly 1n center sections of each pixel of the image sensor
but are shifted from the pixel centers depending on the posi-
tions of each pixel. Therefore, even 1n a case in which a plane
with a uniform i1lluminance i1s photographed, the amount of
light recerved 1s decreased 1n light receiving portions dis-
posed 1n a peripheral section of the image pickup surface of
the 1image sensor, comparing to light receiving portions in a
center section of the image pickup surface around the optical
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axis of the photographing lens. As a result, luminance shading
in which the brightness 1s rendered uneven depending on the

positions in the image pickup surface resulting in distortion of
the brightness 1s caused 1n photographing signals output from
the 1image sensor, thereby resulting 1n decrease 1n 1mage qual-
ity.

For example, Japanese Patent Laid-Open No. 2000-
3243505 discloses, as a correction method for shading correc-
tion, a method 1 which a plurality of pieces of shading
correction data depending on the photographing state 1s pre-
pared 1n advance as table values depending on the state of the
optical system for carrying out luminance shading correction,
and then an appropriately selected table value 1s used to carry
out correction 1 an 1mage processing unit for generating
image data. However, 1f the shading correction data 1s pro-
vided for all of the pixels of the image sensor, the data size
will be very large that requires a large capacity of the flash
ROM or memory, thereby increasing the cost. Therelore,
Japanese Patent No. 038242377 proposes a method of gener-
ating shading correction data by calculation using multipli-
cation by gains determined depending on the distance from
the center of the image sensor to each pixel. In a case in which
the shading correction data 1s partially provided to obtain
shading correction data for each pixel by calculation as
described above, the same calculation method as that for
normal pixels 1s not able to be applied to focus detection
pixels due to the characteristics of microlenses of, and the
shape of openings of, the 1mage sensor.

Moreover, Japanese Patent Laid-Open No. 2005-303409
fails to describe luminance shading correction for focus
detection pixels. When shading correction 1s carried out with
the use of a shading coelficient optimized for normal pixels,
for focus detection pixels which have a different aperture
from the normal pixels and have an opening shape ofiset from
the centers of the microlens 11, the accuracy of calculation of
the defocus amount for phase difference detection can be
alfected.

Furthermore, in Japanese Patent Laid-Open No. 2002-
131623, only peak-level luminance shading 1s applied as
luminance shading for normal pixels. By contrast, for focus
detection pixels, peak-level luminance shading and dark-
level luminance shading are applied to carry out shading
correction for rendering the distribution of the amount of light
more uniform with a higher degree of accuracy, as compared
with the normal pixels. However, when the different shading
corrections are carried out for the normal pixels and the focus
detection pixels as described above, generation of image data
and processing for calculating the defocus amount are not
able to be carried out at the same time. Therefore, this method
has a problem that a relatively long period of time 1s required
until the defocus amount 1s calculated.

DISCLOSURE OF INVENTION

The present invention has been made 1n consideration of
the above situation, and has as 1ts object to enable focus
detection with a higher degree of accuracy to be carried out
with the use of focus detection pixels that receirve pupil-
divided light through openings that are offset from the optical
axes of microlenses.

According to the present invention, the foregoing object 1s
attained by providing an image capturing apparatus compris-
ing: an image sensor for collecting via a microlens light
incident through an optical system to capture an 1mage, and
comprising an 1maging pixel for receiving light through an
opening with a center position coincident with the optical axis
of a microlens, a first focus detection pixel for receiving
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pupil-divided light through a first opening offset 1n a first
direction from the optical axis of a microlens, and a second
focus detection pixel for recewving pupil-divided light
through a second opening offset 1n a second direction ditier-
ent from the first direction from the optical axis of a micro-
lens; storage means for storing correction data for carrying
out shading correction; correction coelficient generation
means for generating a shading correction coetlicient for the
imaging pixel and shading correction coetlicients for the first
and second focus detection pixels from correction data stored
in the storage means; and correction means for subjecting a
signal of the imaging pixel to shading correction with the use
of the shading correction coetlicient for the 1imaging pixel,
and subjecting signals of the first and second focus detection
pixels to shading correction with the use of the shading cor-
rection coelficients for the first and second focus detection
pixels.

According to the present invention, the foregoing object 1s
also attained by providing an image processing method for
pixel signals output from an 1image sensor for collecting via a
microlens light incident through an optical system to capture
an 1mage, the 1image sensor comprising an imaging pixel for
receiving light through an opeming with a center position
comncident with the optical axis of a microlens, a first focus
detection pixel for recerving pupil-divided light through a
first opening ofiset 1n a first direction from the optical axis of
a microlens, and a second focus detection pixel for receiving
pupil-divided light through a second opening offset 1n a sec-
ond direction different from the first direction from the optical
ax1is of a microlens, the method comprising: a step of reading
out from storage means correction data for the 1maging pixel
for carrying out shading correction of the imaging pixel, or
correction data for focus detection pixels for carrying out
shading correction of the first and second focus correction
pixels, which 1s stored in the storage means 1n advance,
depending on a pixel intended for shading correction; a cor-
rection coelilicient generation step of generating a shading
correction coelficient for the 1imaging pixel or shading cor-
rection coelficients for the first and second focus detection
pixels from the correction data read out from the storage
means, depending on the pixel intended for shading correc-
tion; and a correction step of subjecting a signal of the 1mag-
ing pixel to shading correction with the use of the shading
correction coellicient for the imaging pixel, and subjecting
signals of the first and second focus detection pixels to shad-
ing correction with the use of the shading correction coetli-
cients for the first and second focus detection pixels.

Further features of the present invention will become

apparent from the following description of exemplary
embodiments (with reference to the attached drawings).

[l

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram schematically illustrating the
functional configuration of a digital still camera according to
first to fourth embodiments of the present invention;

FI1G. 2 1s a block diagram 1illustrating the detailed configu-
ration of a digital signal processing unit according to the first,
second, and fourth embodiments of the present invention;

FIG. 3 1s a diagram illustrating the memory structure of a
ROM according to the first embodiment of the present mnven-
tion;

FI1G. 4 1s a flowchart for explaining a shading correction
processing according to the first embodiment of the present
invention;
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FIG. 5 1s a diagram 1illustrating the memory structure of a
ROM according to the second preferred embodiment of the
present invention;

FIG. 6 1s a flowchart for explaining a shading correction
processing according to the second embodiment of the
present invention;

FIG. 7 1s a block diagram 1llustrating the detailed configu-
ration of a digital signal processing unit according to the third
embodiment of the present invention;

FIG. 8 15 a flowchart for explaining a shading correction
processing according to the third embodiment of the present
imnvention;

FIG. 9 15 a flowchart for explaining a shading correction
processing according to the fourth embodiment of the present
invention;

FIGS. 10A and 10B are diagrams for explaining a focus
state detection method;

FIGS. 11A and 11B are diagrams for explaining a focus
state detection method;

FIGS. 12A and 12B are diagrams for explaining a focus
state detection method;

FIG. 13 1s a diagram 1llustrating the internal configuration
of a typical camera for detecting a phase difference;

FIGS. 14 A to 14C are diagrams for explaining correlation
calculation;

FIG. 15 1s a diagram 1illustrating the configuration of an
image sensor for carrying out a phase difference detection
method;

FIG. 16 1s a diagram 1illustrating the shape of focus detec-
tion pixels of an image sensor; and

FIG. 17 1s a diagram 1illustrating 1in detail some of the focus
detection pixels of the image sensor shown 1n FIG. 16.

BEST MODE FOR CARRYING OUT TH
INVENTION

(L.

Preferred embodiments of the present invention will be
described 1n detail 1n accordance with the accompanying
drawings.

First Embodiment

FIG. 1 1s a block diagram schematically illustrating an
example of the functional configuration of a typical digital
still camera according to a first preferred embodiment of the
present invention.

Reference numeral 100 denotes an optical system for cap-
turing a subject image, which includes a photographing lens,
a shutter, an aperture, etc. Furthermore, the photographing
lens 1n the present embodiment 1s equipped with a zoom lens
with a varniable focal length. Reference numeral 101 denotes
an 1mage sensor, which 1s composed of, for example, CCDs
(Charge Coupled Devices), CMOS sensors, or the like. Fur-
ther, 1in the first embodiment, the 1mage sensor 101 1s com-
posed of normal pixels (imaging pixels) intended to generate
image data and focus detection pixels for use 1n focus detec-
tion. Reference numeral 102 denotes an optical system driv-
ing unit composed of an actuator for driving the optical sys-
tem, which, for example, drives a lens of the optical system
100 during autofocusing. Reference numeral 103 denotes an
image sensor driving unit, which generates horizontal and
vertical transfer driving signals when the image sensor 101 1s
composed of, for example, CCDs or CMOS sensors.

Retference numeral 104 denotes an analog processing unit,
which carries out correlated double sampling, not shown, for
removing reset noises contained 1n mput 1mage signals, and
gain variable amplification for amplifying the level of image
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signals by varying the gain. Reference numeral 105 denotes
an A/D conversion unit for quantizing analog data output
from the analog processing unit 104 into digital data. Refer-
ence numeral 108 denotes a digital signal processing unit for
applying image processing to digital data output from the A/D
conversion unit 105. Typically, the digital signal processing
unit 108 carries out white balance adjustment, gain adjust-
ment, filtering, interpolation processing, etc., resizes the digi-
tal data to an appropriate image size, compresses the data, and
records the compressed data on a media 112. Alternatively,
the digital signal processing unit 108 carries out processing,
for display on an LCD or the like of a display umit 111.
Furthermore, 1n the present embodiment, the digital signal
processing unit 108 carries out shading correction process-
ng.

Reference numeral 106 denotes a timing generator for
generating and transmitting timing signals to the optical sys-
tem driving unit 102, the image sensor driving unit 103, the
analog processing unit 104, the A/D conversion unit 105, and
the digital signal processing unit 108. Reference numeral 107
denotes an external memory for bulfering intermediate data
in the process performed by the digital signal processing unit
108. Reference numeral 109 denotes a CPU for controlling
the entire camera. Reference numeral 110 denotes an opera-
tion unit such as a switch operated by a user to control the
camera. Reference numeral 113 denotes a ROM with mstruc-
tions from the CPU 109, etc., stored therein. In the present
embodiment, the ROM 113 stores shading correction data for
carrying out shading correction.

FI1G. 2 1s a block diagram illustrating 1n detail some func-
tions of the digital signal processing unit 108 in FIG. 1, for
explaining operation of shading correction process.

Reference numeral 200 denotes a shading correction unit
for carrying out shading correction. The shading correction
unit 200 carries out calculation for shading correction, for
image data read out from the normal pixels or signals for
tocus detection (focus detection data) read out from the focus
detection pixels on the image sensor 101 and input from the
A/D conversion unit 105. Reference numeral 201 denotes a
shading correction coelficient generation unit, which deter-
mines the position of a pixel of the image sensor 101 from a
timing signal from the timing generator 106, and generates a
request signal for reading out shading correction data to a
ROM address generation unit 202 described below. The
request signal 1s transmitted as a signal that 1s able to deter-
mine whether shading correction data read out from the ROM
113 1s intended for the normal pixels (photographing pixels)
or the focus detection pixels. The shading correction coetli-
cient generation unit 201, 1n the case of the normal pixels,
calculates a shading correction coelficient for each pixel from
the shading correction data read out from the ROM 113, and
transmits the shading correction coetlicients to the shading
correction unit 200. On the other hand, in the case of the focus
detection pixels, the shading correction coelficient generation
unit 201 transmits the read shading correction data as shading,
correction coetficients directly to the shading correction unit
200 without carrying out the calculation. Reference numeral
202 denotes the ROM address generation unit. The ROM
address generation unit 202 determines, from the request
signal generated by the shading correction coelficient genera-
tion unit 201, whether data input into the shading correction
unit 200 1s intended for the normal pixels or the focus detec-
tion pixels, and reads out appropriate shading correction data
from the ROM 113.

Reference numeral 203 denotes an 1mage processing unit
for carrying out digital signal processing other than the shad-
ing correction processing. The processing carried out in the
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image processing unit 203 includes phase difference detec-
tion processing 1n which, for focus detection data subjected to
shading correction, the maximum value of correlation calcu-
lated by “MIN algorithm™ 1s obtained for each of pixels of
different pupil positions, an A pixel and a B pixel. However,
the phase difference detection processing may be carried out
by the CPU 109. The defocus amount obtained by the phase
difference detection processing 1s transmitted by the CPU
109 to the optical system driving unit 102 to drive the zoom
lens with autofocusing function 1n the optical system 100.

FIG. 3 1s a diagram 1illustrating a memory map for speci-
tying only shading correction data in the ROM 113. In the first
embodiment, for physical addresses of the ROM 113, the
shading correction data for the normal pixels i1s stored 1n
addresses from 0x1000000 to Ox1FFFFFF. Further, the shad-
ing correction data for the focus detection pixels 1s stored 1n
addresses from 0x2000000 to 0x200FFFF. The shading cor-
rection data read for the addresses, for use in the normal
pixels, 1s data intended for a portion of the image sensor 101,
and the shading correction coellicient for each pixel is calcu-
lated 1n the shading correction coellicient generation unmit. On
the other hand, for each of the focus detection pixels there 1s
held data as the shading correction coetficient.

The ROM address generation unit 202 issues the address of
0x1000000 to the ROM 113 1n a case in which a request signal
generated by the shading correction coellicient generation
umt 201 1s determined for a normal pixel. The shading cor-
rection data for the normal pixel, which has been read from
the ROM 113, 1s used to calculate a shading correction coet-
ficient 1n the shading correction coeflicient generation unit
201. The shading correction coellicient 1s then transmitted to
the shading correction unit 200, and shading correction 1s
applied to image data of the normal pixel input from the A/D
conversion unit 103.

When the timing generator 106 transmits the next timing,
signal to the digital signal processing umt 108, the shading
correction coellicient generation unit 201 generates a request
signal from the address of the next image sensor position, and
transmits the request signal to the ROM address generation
umt 202. When this request signal 1s determined to be for a
focus detection pixel, the ROM address generation unit 202
stores the address value of the previous normal pixel, and
1ssues the address of 0x2000000 for the focus detection pixel
to the ROM 113. The shading correction data for the focus
detection pixel, which has been read from the ROM 113, 1s
transmitted as a shading correction coetlicient from the shad-
ing correction coeldficient generation unit 201 directly to the
shading correction unit 200, and shading correction 1s applied
to focus detection data of the focus detection pixel input from
the A/D conversion unit 105.

By contrast, 1f the address value of the 1mage sensor posi-
tion at the next timing signal 1s determined to be for a normal
pixel, the ROM address generation unit 202 stores the address
value of the previous focus detection pixel. Then, 1 1s added
to the stored address value to obtain the address value of the
next normal pixel, and the address 0x1000001 1s 1ssued to the
ROM 113. Similarly, in a case in which the next timing signal
1s determined to be for the focus detection pixel, the address
value 0x1000001 of the previous normal pixel 1s stored, and
the address 0x2000001, which 1s an address value obtained by
adding 1 to the address value of the previous focus detection
pixel, 1s 1ssued to the ROM 113.

Next, shading correction processing in the first embodi-
ment will be described with reference to a flowchart of FI1G. 4.
It 1s to be noted that in FIG. 4, the term NORM__ADDR refers
to an address value of the ROM 113 with shading correction
data stored therein for a normal pixel that 1s next subjected to

[l
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processing in the shading correction unit 200 of the digital

signal processing unit 108, the term AF_ADDR refers to an

address value of the ROM 113 with shading correction data
stored therein for a focus detection pixel that 1s next subjected
to processing in the shading correction unit 200 of the digital
signal processing unit 108, and the term ROM_ADDR refers
to an actual address value output to the ROM 113.

In step S400, mitial values are assigned to the NOR-
M_ADDR and the AF_ADDR. In the memory map example
of FIG. 3, the address 0x1000000 and the address 0x2000000
are respectwely assigned to the NORM_ADDR and the

AF_ADDR.

In step S401, 1t 1s determined 11 1image data (of one pixel) 1s
input. When 1t 1s determined that the image data 1s mput 1n
step S401 (“YES” 1n step S401), the processing proceeds to

step 5402.
In step S402, 1t 1s determined 1f the input 1image data 1s

image data of a normal pixel or focus detection data of a focus

detection pixel.

When 1t 1s determined that the image data 1s of a normal
pixel 1n step S402 (“YES” 1n step S402), 1t 1s determined in
step S403 whether shading correction data 1s to be read out
from the ROM 113.

When 1n step S403 i1t 1s determined that shading correction
data 1s to be read out from the ROM 113, the processing
moves to step S404. In step S404, the normal pixel address
NORM_ADDR 1s increased by 1, and an address value
obtained by increasing the normal pixel address NOR-
M_ADDR by 1 1s set as the ROM_ADDR. Then, based onthe
ROM_ADDR, shading correction data for the normal pixel 1s
read out from the ROM 113.

On the other hand, when 1t 1s determined 1n step S403 that
no shading correction data 1s to be read out from the ROM
113, the processing proceeds directly to step S405 without
reading out shading correction data form the ROM 113.

In step S403, 1n a case 1n which the shading correction data
for the normal pixel 1s read out from the ROM 113 1n step
S404, a shading correction coellicient 1s calculated from the
read shading correction data for the normal pixel. In a case in
which the shading correction data 1s not read out from the
ROM 113, the shading correction coellicient 1s calculated
based on the shading correction data for the normal pixel read
out up to then and on the position of the normal pixel.

On the other hand, when 1t 1s determined that the 1image
data 1s of a focus detection pixel in step S402 (“NO” 1n step
S5402), the processing proceeds to step S406. In step S406, the
focus detection pixel address AF_ADDR 1s increased by 1,
and an address value obtained by increasing the focus detec-

tion pixel address AF_ADDR by 1 1s set as the ROM_ADDR.
Then, based on the ROM_ADDR, shading correction data for
the focus detection pixel 1s read out from the ROM 113, and
the processing proceeds to step S407.

In step S407, in the case of the normal pixel, shading
correction 1s carried out 1n accordance with the shading cor-
rection coelficient calculated 1n step S403. Alternatively, in
the case of the focus detection pixel, shading correction 1s
carried out 1n accordance with the shading correction data for
the focus detection pixel (shading correction coetlicient) read
out from the ROM 113.

In step S408, it 15 determined 11 the 1image data subjected to
the shading correction processing in step S407 corresponds to
the last pixel read out from the 1image sensor 101. If the image
data corresponds to the last pixel (“YES™ in step S408), the
processing 1s completed. If not (“NO” 1n step S408), the
processing returns to step S401, and again moves to deter-
mimng 1f the next image data 1s mput.
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In the first embodiment, 1t 1s possible to carry out focus
detection with a high degree of accuracy by carrying out

approprate shading correction for the focus detection pixels.
Furthermore, 1t 1s possible to speed up focus detection since
generation of normal 1image data and generation of data for
focus detection can be processed 1n a period for which the
1mage sensor 1s read out once.

It 1s to be noted that the shading correction coelficient 1s
calculated from the shading correction data in step S403 1in the
case ol the normal pixels in the first embodiment. However,
the shading correction coelficient may be used as-1s without
calculation as long as the system can store 1n the ROM 113 the
shading correction coellicient for all of the normal pixels.

Second Embodiment

FIG. 16 shows an arrangement of an 1mage sensor of nor-
mal pixels and focus detection pixels 1mn a second embodi-
ment. An enlarged view of a portion of the arrangement 1s
shown 1n FIG. 17. The upper left and lower right pixels 1n
FIG. 17 are focus detection pixels. The center of microlenses
11 and the center of the opening of the normal pixels matches,
while the center of the opening of the upper left pixel 1s offset
downward and rightward as a first direction, and the center of
the opening of the lower right pixel i1s offset upward and
leftward as a second direction. The pixels each are focus
detection pixels with different pupil positions as viewed from
the optical system, where the upper lett focus detection pixel
1s referred to as an A pixel, whereas the lower right focus
detection pixel is referred to as a B pixel. Separate shading
correction data 1s provided for each of the focus detection
pixel, the A pixel and the B pixel.

The camera in the second embodiment has the same con-
figuration as that shown 1n FIGS. 1 and 2 of the first embodi-
ment described above. The second embodiment 1s different
from the first embodiment 1n that shading correction data for
the focus detection pixels to be stored 1n the ROM 113 1s
separately provided for the A pixel and the B pixel.

FIG. 5 1s a diagram 1illustrating a memory map for speci-
tying only shading correction data in the ROM 113. In the
second embodiment, for physical addresses of the ROM 113,
the shading correction data for the normal pixels 1s arranged
in addresses from Ox1000000 to Ox1FFFFFF. The shading
correction data for the A pixels as focus detection pixels 1s
arranged 1n addresses from 0x2000000 to 0x2000FFF. The
shading correction data for the B pixels as focus detection
pixels 1s arranged 1n addresses 1from 0x2001000 to
0x2001FFF.

Next, shading correction processing in the second embodi-
ment 1s described with reference to a flowchart of FIG. 6. It1s
to be noted that in FIG. 6, the term NORM_ADDR refers to
an address value of the ROM 113 with shading correction data
stored therein for a normal pixel that 1s next subjected to
processing in the shading correction unit 200 of the digital
signal processing unit 108, the term AF_A_ADDR refers to
an address value of the ROM 113 with shading correction data
stored therein for the A pixel as a focus detection pixel that 1s
next subjected to processing in the shading correction unit
200 of the digital signal processing unit 108, the term
AF_B_ADDR refers to an address value ofthe ROM 113 with
shading correction data stored therein for the B plxel as a
focus detection pixel that 1s next subjected to processing 1n
the shading correction unit 200 of the digital signal process-
ing unit 108, and the term ROM_ADDR refers to an actual
address value output to the ROM 113.

In step S500, imitial values are set for the NORM_ADDR,
the AF_A_ADDR, and the AF_B_ADDR. In the memory
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map example of the ROM 113 in FIG. S5, the address
0x1000000, the address 0x2000000, and the address

0x2001000 are respectively assigned to the NORM_ADDR,
the AF_A_ADDR, and the AF_B_ADDR.

In step S501, 1t 1s determined 11 1image data (of one pixel) 1s
input. When 1t 1s determined that pixel data 1s input (“YES™ 1n
step S501), the processing proceeds to step S502.

In step S3502, 1t 1s determined 1f the mput 1image data 1s
image data of a normal pixel or focus detection data of a focus
detection pixel.

When 1t 1s determined that the image data 1s of a normal
pixel 1n step S502 (“YES” 1n step S502), 1t 1s determined in
step S503 whether shading correction data 1s to be read out
from the ROM 113.

When it 1s determined 1n step S503 that shading correction
data 1s to be read out from the ROM 113 (*YES” 1n step
S503), the processing moves to step S504. In step S504, the
normal pixel address NORM_ADDR 1s increased by 1, and
an address value obtained by increasing the normal pixel
address NORM_ADDR by 1 1s set as the ROM_ADDR.
Then, based on the ROM_ADDR, shading correction data for
the normal pixel 1s read out from the ROM 113.

In step S503, the shading correction coeflicient for each
pixel 1s calculated from the shading correction data for the
normal pixel which has been read from the ROM 113.

On the other hand, when 1t 1s determined that the image
data 1s of a focus detection pixel 1n step S502, the processing
proceeds to step S506 and 1t 1s determined 11 the focus detec-
tion pixel 1s an A pixel. In a case 1n which it 1s determined that
the focus detection pixel 1s an A pixel, the processing pro-
ceeds to step S507 and the A pixel address AF_A_ADDR 1s
increased by 1, and an address value obtained by increasing
the A pixel address AF_A_ADDR by 1 1s set as the
ROM_ADDR. On the other hand, in a case in which 1t 1s
determined 1n step S506 that the focus detection pixel 1s an B
pixel, the processing proceeds to step S308 and the B pixel
address AF_B_ADDR 1sincreased by 1, and an address value
obtained by increasing the B pixel address AF_B_ADDR by
1 1s set as the ROM_ADDR. Then, in step S507 or S508,
based on the ROM_ADDR, shading correction data for the A
pixel or the B pixel 1s read out from the ROM 113.

In step S509, 1n the case of the normal pixel, shading
correction 1s carried out in accordance with the shading cor-
rection coellicient calculated 1n step S505. Alternatively, in
the case of the A pixel or the B pixel as a focus detection pixel,
shading correction 1s carried out 1n accordance with the shad-
ing correction data for the focus detection pixel which has
been read out from the ROM 113.

In step S510, 1t 1s determined 11 the image data subjected to
the shading correction processing in step SS09 corresponds to
the last pixel read out from the 1image sensor 101. If the image
data corresponds to the last pixel (“YES” 1n step S510), the
processing 1s completed. If not (“NO” 1n step S510), the
processing returns to step S501, and again moves to deter-
mimng 1f the next image data 1s mput.

Third Embodiment

The third embodiment provides, as compared to the first
embodiment, a method 1n which shading correction data for
tocus detection 1s calculated from shading correction data for
a normal pixel. The camera according to the third embodi-
ment has the same configuration as that in FIG. 1 of the first
embodiment.

FI1G. 7 1s a block diagram illustrating 1n detail some func-
tions of a digital signal processing unit 108 1n the third
embodiment. Processing 1s described below with reference to
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FIG. 7, in which a shading correction coefiicient for a focus
detection pixel 1s calculated from shading correction data for
a normal pixel.

Retference numeral 300 denotes a shading correction unit
for carrying out shading correction. The shading correction
unmt 300 carries out calculation for shading correction, for
image data read out from the normal pixels or signals for
focus detection (focus detection data) read out from the focus
detection pixels on the image sensor 101 and mnput from an
A/D conversion unit 105. Reference numeral 301 denotes a
shading correction coellicient generation unit, which deter-
mines the position of a pixel of the image sensor 101 {from a
timing signal from a timing generator 106, and then generates
a request signal for reading out shading correction data to a
ROM address generation unit 302 described below. The
request signal 1s transmitted as a signal indicating that all of
shading correction data read from the ROM 113 1s intended
for normal pixels.

Retference numeral 302 denotes the ROM address genera-
tion unit. The ROM address generation unit 302 reads out
shading correction data from the ROM 113, based on the
request signal generated by the shading correction coelficient
generation unit 301. The shading correction data for
addresses read out at this point includes only data for some
pixels of the image sensor 101. In addition, the read shading
correction data corresponds to shading correction data for
normal pixels. Accordingly, even 1f the image data input from
the A/D conversion umt 105 1s data from a focus detection
pixel, shading correction data optimized for a normal pixel
will be read out from the ROM 113.

The shading correction coellicient generation unit 301 cal-
culates a shading correction coellicient S_norm for a normal
pixel from the shading correction data read out from the ROM
113, and transmits the shading correction coetlicient S_norm
to a focus detection pixel shading correction coelficient gen-
eration unit 303 and a selector 304. Then, the shading correc-
tion coelficient for each pixel i1s calculated 1n the shading
correction coelficient generation unit 301 and the focus detec-
tion pixel shading correction coefficient generation unit 303.

Retference numeral 303 denotes the focus detection pixel
shading correction coellicient generation unit for generating,
a shading correction coellicient for a focus detection pixel
from the shading correction coelficient S_norm for the nor-
mal pixel. The focus detection pixel shading correction coet-
ficient generation unit 303 can generate four types of shading
correction data, S_a_up, S_a_low, S_b_up, and S_b_low.
Reference numeral 304 denotes the selector for selecting as a
selection signal an address value output by the shading cor-
rection coellicient generation unit 301 from the five types of
shading correction coelflicients S_norm, S_a_up, S_a_low,
S_b_up, and S_b_low. Reference numeral 305 denotes an
image processing unit for carrying out digital signal process-
ing other then the shading correction processing.

A method 1n the third embodiment 1s described, for calcu-
lating a shading correction coetficient for a focus detection
pixel from a shading correction coeflicient for a normal pixel
by the focus detection pixel shading correction coefficient
generation unit 303. In the third embodiment, as 1n the second
embodiment, the image sensor 1 FIG. 16 1s used, and an
enlarged view of a portion of the image sensor 1s as shown 1n
FIG. 17. In FIG. 17, the upper leit pixel and the lower right
pixel are respectively referred to as an A pixel and a B pixel.
Details of the pixels are described 1n the second embodiment,
and are thus omitted here. Luminance shading in a general
digital camera has shading characteristics of decrease in the
amount of light with distance from the optical axis of a pho-
tographing lens. As for the A pixel, the upper leit pixel with
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respect to the center of the image sensor 101 1n FIG. 16 has an
opening oilfset in the direction toward the optical axis of a
photographing lens. On the other hand, the lower right A pixel
has an opening apart from the optical axis of a photographing
lens. Furthermore, as for the B pixel, the upper left pixel with
respect to the center of the image sensor 101 1n FIG. 16 has an
opening apart from the optical axis of a photographing lens.
On the other hand, the lower nght B pixel has an opening
offset 1n the direction toward the optical axis of a photograph-
ing lens.

Accordingly, in the third embodiment, when a shading
correction coellicient for a focus detection pixel 1s obtained,
the method for calculating the shading correction coefficient
tor the focus detection pixel 1s varied dependmg onthe typeof
pixel, that 1s, whether 1t 1s a pixel ofiset toward the center of
a photographing lens or a pixel apart from the center.

Furthermore, the normal pixels on the one hand, and the
focus detection pixels as the A pixels and the B pixels on the
other, are different from each other in the aperture of the
opening of the image sensor 101. The aperture of the focus
detection pixel 1s smaller than that of the normal pixel. There-
fore, 1n the third embodiment, for calculating a shading cor-
rection coellicient for a focus detection pixel, a shading cor-
rection coellficient for a normal pixel 1s multiplied by the ratio
of the aperture of the focus detection pixel to the aperture of
the normal pixel.

Here, the opening of the normal pixel 1s represented by a.,
whereas the aperture of the focus detection pixels (both the A
pixel and the B pixel) 1s represented by . In addition, a
coellicient value apphed to a focus detection plxel offset
toward the optical axis of the photographing lens 1s repre-
sented by m, whereas a coelficient value applied to a focus
detection pixel apart from the optical axis of the photograph-
ing lens 1s represented by n. Further, a shading correction
coellicient for the upper left A pixel with respect to the optical
axis ol the photographing lens is represented by S_a_up,
whereas a shading correction coetlicient for the upper leit B
pixel with respect to the center of the lens 1s represented by
S_b_up. Furthermore, a shading correction coetlicient for the
lower right A pixel with respect to the optical axis of the lens
1s represented by S_a_low, whereas a shading correction
coellicient for the lower right B pixel with respect to the
center of the lens 1s represented by S_b_low. Then, the shad-
ing correction coellicients are expressed by the following
formula.

S_a_ up=S_nomx{c/P)xm
S__a_low=S_normx{c/P)x#
S__ b up=S_normx{a/[3)x#

S__b_low=S_normx{c/P)xm

In the third embodiment, the A pixels and the B pixels are
assumed to have the same aperture. However, 11 the A pixel
and the B pixel have openings of different shapes, the aperture
3 for the focus detection pixel may be independently provided
for each of the A pixel and the B pixel. In a similar way, the
coellicient m or n may be separately provided for the A pixel
and the B pixel.

Further, in the third embodiment, the shading correction
coellicient for the focus detection pixel 1s obtained by the
focus detection pixel shading correction coellicient genera-
tion unit 303. However, the shading correction coelficient for
the focus detection pixel may be calculated by the CPU 109 in
FIG. 7.
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Next, shading correction processing in the third embodi-
ment will be described with reference to a tlowchart of FIG. 8.

In step S600, 1t 1s determined whether or not image data (of
one pixel) 1s input from the A/D conversion unit 105.

When the image data 1s mput (“YES” 1n step S600), 1t 1s
determined in step S601 whether or not shading correction
data for the pixel to which the image data has been input 1s to
be read out from the ROM 113.

In a case 1 which it 1s determined 1n step S601 that the
shading correction datais to beread out (“YES” 1n step S601),
the shading correction data 1s read out from the ROM 113 in
step S602. The shading correction data 1n this case 1s shading,
correction data optimized for a normal pixel, for all of the
pixels of the image sensor 101.

In step S603, it 1s determined if the pixel to be now sub-
jected to shading correction 1s the A pixel.

In a case 1n which it 1s determined 1n step S603 that the
pixel of interest 1s the A pixel (“YES” 1n step S603), it 1s
determined 11 the pixel of interest 1s an upper left pixel with
respect to the optical axis of the photographing lens 1n step
S604.

In step S605, the shading correction coefficient S_a_up for
the upper left A pixel with respect to the optical axis of the
photographing lens 1s calculated from the shading correction
data for the normal pixel which has been read from the ROM
113. In this case, as described above, the shading correction
coellicient S_a_up 1s calculated by the shading correction
coellicient generation unit 301 and the focus detection pixel
shading correction coellicient generation unit 303.

In step S606, the shading correction coeftlicient. S_a_low
for the lower rlght A pixel with respect to the optical axis of
the photographing lens 1s calculated as described above from
the shading correction data for the normal pixel which has
been read from the ROM 113.

Alternatively, 1n a case 1n which the pixel to be now sub-
jected to shading correction 1s not the A pixel, 1t 1s determined
in step S607 11 the pixel of interest 1s the B pixel.

In a case 1 which it 1s determined 1n step S607 that the
pixel of interest 1s the B pixel (“YES” 1n step S607), it 1s
determined 1n step S608 1 the pixel of interest 1s an upper lett
pixel with respect to the optical axis of the photographing
lens.

In step S609, the shading correction coellicient S_b_up for
the upper leit B pixel with respect to the optical axis of the
photographing lens 1s calculated as described above from the
shading correction data for the normal pixel which has been
read from the ROM 113.

In step S610, the shading correction coellicient S_b_low
tor the lower right B pixel with respect to the photographing
lens 1s calculated as described above from the shading cor-
rection data for the normal pixel which has been read from the
ROM 113.

On the other hand, since the pixel to be now subjected to
shading correction 1s a normal pixel in step S611, the shading,
correction coelficient S_norm for the normal pixel 1s calcu-
lated from the shading correction data read out from the ROM
113. In this case, the shading correction coefficient S_norm 1s
calculated by the shading correction coelilicient generation
unit 301.

As described above, any of step S603, step S606, step
S609, step S610, and step S611 15 executed depending on the
type and position of the pixel of the input 1image data.

In step S612, the shading correction coelficient generated
by the shading correction coetlicient generation unit 301 or
the focus detection pixel shading correction coellicient gen-
eration unit 303 1s used to apply shading correction process-
ing to the image data iput 1n step S600.
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In step S613, 1t 1s determined 11 the image data subjected to
the shading correction processing in step S612 corresponds to
the last pixel read out from the 1image sensor 101. If the image
data corresponds to the last pixel (“YES” 1n step S613), the
processing 1s completed. If not (“NO” 1n step S613), the
processing returns to step S600, and again moves to deter-
mimng 1f the next image data 1s mput.

Fourth Embodiment

In the fourth embodiment, the difference between 1t and the
first embodiment 1s described. FIG. 9 1s a diagram 1llustrating
a flowchart according to the fourth embodiment. Since each
step of the processing shown in FIG. 9 1s substantially the
same as that 1 the tflowchart of FIG. 4, the same steps of the
processing are denoted by the same reference numerals to
omit the details of each step of the processing. However, the
tourth embodiment 1s different in that, after reading out shad-
ing correction data for a focus detection pixel from the ROM
113 1n step S406, a shading correction coelficient 1s calcu-
lated 1n the same way as for the normal pixel 1n step S405. In
the first embodiment, the shading correction coellicient 1s
stored 1n the ROM 113 as the shading correction data for
focus detection pixels. Therefore, the data read from the ROM
113 1s used as the shading correction coelficient without
processing the data. By contrast, in the fourth embodiment,
shading correction data 1s stored in a form from which a
shading correction coellicient needs to be calculated even for
focus detection pixels. Therefore, the shading correction
coellicients are calculated. The shading correction coeflicient
for the focus detection pixels may be calculated 1n the same
way as for the normal pixels, or may be calculated by different
calculation methods.

While the present invention has been described with refer-
ence to exemplary embodiments, it 1s to be understood that
the invention 1s not limited to the disclosed exemplary
embodiments. The scope of the following claims 1s to be
accorded the broadest mterpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application Nos. 2008-061842, filed on Mar. 11, 2008, and
2009-043150, filed on Feb. 25, 2009, which are hereby incor-

porated by reference herein 1n their entirety.

The mvention claimed 1s:

1. An 1mage capturing apparatus comprising:

an 1mage sensor that 1s configured to include photoelectric
transier portions which output a first pixel signal for
focus detection and a second pixel signal for image
recording;

a timing generation unit configured to output timing infor-
mation for driving the image sensor;

a correction unit configured to sequentially determine
whether a signal which 1s output from the 1mage sensor
and 1nput to the correction unit 1n accordance with the
timing information output by the timing generation unit
1s the first pixel signal or the second pixel signal, perform
shading correction using a shading correction coeill-
cient for a first image sensing pixel in a case where the
iput signal 1s determined as the first pixel signal 1n
accordance with the timing information output from the
timing generation unit, and perform shading correction
using a shading correction coetlicient for a second image
sensing pixel 1n a case where the mput signal 1s deter-
mined as the second pixel signal in accordance with the
timing mformation output from the timing generation
unit.
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2. The 1mage capturing apparatus according to claim 1,
further comprising a storage unit configured to store correc-
tion data for the signal,

wherein the correction unit calculates a shading correction

coellicient for the second pixel signal based on correc-
tion data for the second pixel signal and uses the correc-
tion data for the first pixel signal as-1s as shading cor-
rection coelficients for the first pixel signal.

3. The image capturing apparatus according to claim 1,
turther comprising a determination unit configured to deter-
mine whether a pixel intended for shading correction 1s the
first pixel signal or the second pixel signal, and, 1n a case 1n
which the pixel intended for shading correction 1s the first
pixel signal, determines a position of the pixel intended for
shading correction in the 1image sensor,

wherein the correction unit performs shading correction

depending on the determination result by the determi-
nation unit.

4. The 1mage capturing apparatus according to claim 1,
turther comprising a storage unit configured to store correc-
tion data for the first pixel signal and correction data for the
second pixel signal as correction data for carrying out the
shading correction,

wherein the correction unit corrects the second pixel signal
based on the correction data for the second pixel signal,
and corrects the first pixel signal based on the correction
data for the first pixel signal.

5. The 1mage capturing apparatus according to claim 1,

further comprising:

a calculation unit configured to calculate a defocus amount
from an 1n-focus position, from the first pixel signal; and

a moving unit configured to move an optical system of the
image capturing apparatus to the in-focus position, 1n
accordance with the defocus amount.

6. An 1mage processing method for signals output from an
image sensor including photoelectric transter portions which
output a first pixel signal for focus detection and a second
pixel signal for image recording, the image sensor included in
an 1mage capturing apparatus that also includes a correction
unit and a timing generation unit configured to output timing
information for driving the 1mage sensor, said method com-
prising;:

a determination step of sequentially determining, with the
correction umt, whether a signal which 1s output from
the 1mage sensor and input to the correction unit in
accordance with the timing information output by the
timing generation unit 1s the first pixel signal or the
second pixel signal;

a correction step of performing shading correction using a
shading correction coelficient for a first image sensing
pixel in a case where the mnput signal 1s determined as the
first pixel signal 1n accordance with the timing informa-
tion output from the timing generation unit, or performs-
ing shading correction using a shading correction coet-
ficient for a second 1mage sensing pixel 1 a case where
the input signal 1s determined as the second pixel signal
in accordance with the timing information output from
the timing generation unit.

7. The 1image capturing apparatus according to claim 1,
wherein the correction unit 1s configured to correct the signal
by multiplying 1t by a shading correction coetlicient, wherein
the shading correction coellicients vary between the first
pixel signal and the second pixel signal.

8. The image capturing apparatus according to claim 7,
wherein the shading correction coefficients vary in accor-
dance with a position of the photoelectric transier portion.
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9. The 1image capturing apparatus according to claim 1,
turther comprising an image processing unit configured to
perform 1image processing on the signal for image recording
having undergone the shading correction by the correction
unit. 5

10. The image capturing apparatus according to claim 1,
turther comprising a focus detection unit configured to detect
a Tocus state from the first pixel signal.
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