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1
REBOOTING INFINIBAND CLUSTERS

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates in general to Infinitband net-
works, and 1n particular, to rebooting Infiniband clusters.

2. Description of the Related Art

Infin1iBand 1s an industry standard architecture that may be
used for interconnecting systems 1n cluster configurations, by
providing a channel-based, switched-fabric technology. In
such a configuration, data may be transmitted via messages
which are made up of packets. Each device, whether proces-
sor or I/O, may include a channel adapter. The messages are
typically transmitted from one device’s channel adapter to

another device’s channel adapter via switches. The Infini-
Band architecture 1s described i “InfiniBand Architecture

Specification Vol. 1-2.” October 2004, Release 1.2, which 1s
herein incorporated by reference in 1ts entirety.

An InfimBand network may also include a number of man-
agement entities, such as a Subnet Managers (SM). Typically,
the Subnet Manager 1s an entity that runs on one of the nodes
in the Infintband network and 1s responsible for configuration
of the network. For example, a Subnet Manager handles the
dynamic addition and removal of nodes from the network.

SUMMARY OF THE INVENTION

Generally, the subnet manager uses management datagram
(MAD) packets sent via direct route to discover nodes, assign
local identifier addresses, and configure routing tables on
switches. Nodelnfo and Portlnfo MAD packets are sent to
discover new or lost endpoints. If a new endpoint 1s discov-
ered, a new LID is chosen, a set LID command 1s sent to the
new endpoint. Then, a switch routing table update 1s sent, and
the switch port and the new endpoint are requested to go to
ARMED and ACTIVE logical state. If a lost endpoint 1s
discovered, a switch routing table update 1s sent, and the
switch port 1s requested to switch to INIT logical state.

After reboot of an Infiniband cluster, the above described
discovery and setup of each node may take a relatively sig-
nificant amount of time. For example, because the subnet
manager wants to discover the every destination endpoint in
Infiniband network to configure routine tables, such discov-
ery may delay routing table updates and set link ACTIVE for
the switch port and discovered endpoints. Additionally, inter-
nal architecture of existing implementations assumes sending,
a number of discovery commands and waiting for an answer
(or timing out) before configuration. Such actions may 1nad-
vertently block on ports which have not become physically
active or are in the process of loading driver services. More-
over, selecting a node to be a master and to act as subnet
manager may be relatively time consuming when communi-
cations timeout.

Methods, systems, and physical computer-readable stor-
age media are now provided that reduce latency and improve
elliciency of a system after reboot of an Infiniband cluster. In
an embodiment, by way of example only, a method of reboo-
ting an Infiniband cluster 1s provided and includes preserving
routing table configurations of each switch of the Infiniband
cluster, rebooting endpoints of the Infiniband cluster, activat-
ing physical links at each endpoint, setting local i1dentifier
(LID) locally at each endpoint of the Infimband cluster, and
activating logical links locally at each endpoint of the Infini-
band cluster.

In another embodiment, by way of example only, an Infini-
band cluster system includes a plurality of nodes including,
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2

endpoints and at least one switch connecting at least two
nodes, wherein each endpoint 1s adapted to reboot and to set
a corresponding local identifier, and each endpoint 1s config-
ured to activate a corresponding logical link.

In still another embodiment, by way of example only, a
physical computer-readable storage medium 1s provided
comprising a computer program product method for reboot-
ing an Infiniband cluster. The physical computer-readable
storage medium includes computer code for preserving rout-
ing table configurations of each switch of the Infiniband clus-
ter, computer code for rebooting endpoints of the Infiniband
cluster, computer code for activating physical links at each
endpoint, computer code for setting local identifier (LID)
locally at each endpoint of the Infiniband cluster, and activat-
ing logical links locally at each endpoint of the Infiniband
cluster.

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the advantages of the invention will be readily
understood, a more particular description of the imvention
briefly described above will be rendered by reference to spe-
cific embodiments that are illustrated 1n the appended draw-
ings. Understanding that these drawings depict only typical
embodiments of the mvention and are not therefore to be
considered to be limiting of 1ts scope, the mvention will be
described and explained with additional specificity and detail
through the use of the accompanying drawings, 1n which:

FIG. 1 illustrates a Infiniband network, according to an
embodiment; and

FIG. 2 1s a flow diagram of an endpoint reboot process,
according to an embodiment.

DETAILED DESCRIPTION OF THE DRAWINGS

The illustrated embodiments below provide methods, sys-
tems, and physical computer-readable storage media that
reduce latency and improve efficiency of a system aiter reboot
of an Infiniband cluster. Generally, the method includes pre-
serving routing table configurations of each switch of the
Infiniband cluster, rebooting endpoints of the Infiniband clus-
ter, activating physical links at each endpoint, and setting
local identifier (LID) locally, and activating logical links
locally at each endpoint of the Infiniband cluster.

InfiniBand implementations may be found in servers,
server clusters, embedded computing systems and in both
block and file based storage systems. FIG. 1 illustrates an
exemplary InfiniBand implementation 100. Switches 102-
114 and a router 116 form the subnet 120. Multiple processor
nodes 122-126 may be connected to switches within the sub-
net 120 through InfiniBand host channel adapters 128-136 to
form a cluster. Although a single cluster 1s shown, multiple
clusters, each including multiple processor nodes similar to
nodes 122-126, can be connected to switches within the sub-
net 120 1n other embodiments. One of the nodes of subnet 120
hosts a subnet manager node. For example, end node 108
includes a subnet manager 130 and subnet admimistrator and
its database 132. Subnet manager 130 1s used for discovery,
configuration, and 1nitialization of the fabric. In an embodi-
ment, subnet manager 130 configures host channel adapters
128-136 with the local addresses for each associated physical
port, 1.e., the port’s LID. Although the subnet manager 130 1s
generally depicted, in some embodiments 1t may be contained
within a server, a console, a processor node, a storage sub-
system, an I/O chassis or in another device connected to the

subnet 120.
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As 1llustrated by processor Node 122, a processor node
may contain multiple CPUs 140-144 and may have a single
InfiniBand host channel adapter 128. As depicted, the host
channel adapter 128 may be connected to both switch 102 and
switch 108. As 1llustrated by processor node 124, a processor
node may contain more than one host channel adapter 130 and
132 connected to different switches 102 and 104.

Each host channel adapter 128-136 may have a globally
unique identifier (GUID) that 1s assigned by the channel
adapter vendor. According to an embodiment, local identifi-
cation numbers assigned by the subnet manager are static
(1.e., they do not change from one power cycle to the next).
Additionally, each port may have a port GUID assigned by the
manufacturer. Each port or node may be referred to herein as
an “endpoint.”

Every destination within the subnet 120 may also be con-
figured with one or more umque local identifiers (LIDs),
which are statically assigned to each destination endpoint. In
an embodiment, 1n order to maintain static assignment of the
LIDs to each destination endpoint, the subnet manager 130 1s
provided with a mapping table including a mapping of GUIDs
to corresponding L.IDs. In another embodiment, the mapping,
table includes a mapping of LID assignments based on switch
and port locations that are discoverable by both the subnet
manager 130 and the destination endpoints. In still another
embodiment, software logic defines a predetermined process
for assigning L.IDs and corresponding GUID:s.

Packets may contain a destination address that specifies the
LID of the destination. From the point of view of a switch, a
destination LID may represent a path through the switch.
Switches 102-114 may be configured with routing tables and
an individual packet may be forwarded to an output port based
on the packet’s destination LID and the switch’s forwarding
table.

Switches 102-114 may primarily pass packets along based
on a destination address within the packet’s local route
header. Switches 102-114 may also consume packets
required for managing the switches 102-114 themselves.
Optionally, a switch port may incorporate the properties of a
physical InfiniBand host channel adapter. Switches 102-114
may also support delivery of a single packet to a single des-
tination as well as the delivery of a single packet to multiple
destinations.

Various types of storage devices may also be connected to
switches within the subnet 120. A storage subsystem 146
containing a storage capacity 150, a controller 148 and an
InfiniBand host channel adapter 160 may be connected to
switches 104 and 106. A RAID storage subsystem 162 may
also be connected via InfimBand host channel adapter 164 to
switches 108 and 102 within the subnet 120. As well as the
storage subsystems 146 and 162, I/O chassis 166 and 168 may
be connected to switches 112 and 114 respectively.

During operation, one or more of the clusters may reboot.
In such case, the subnet manager 130 may mitiate endpoint
discovery on the cluster. FIG. 2 1s a flow diagram of an
endpoint reboot process 200, according to an embodiment. To
begin, all subnet manager instances are instructed to stop
changes 1n routing table configurations, step 202. As noted
above, routing tables are associated with the switches (e.g.,
switches 102-114), and thus, the subnet manager terminates
changing entries (e.g., deleting, updating, adding) 1n the rout-
ing table. As a result, the routing table at each switch 1is
preserved at a given instance. Additionally, a present state of
fabric 1s temporarily stored, step 204. In an embodiment, the
present state of fabric includes all endpoints discovered by the
subnet manager at the given instance and can be stored 1n a
local memory of the node acting as the subnet manager. The
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state of fabric includes a mapping to each GUID with a
corresponding LID. For example, the local memory can com-
prise a random access memory (RAM) or file systems.

Next, the endpoints are rebooted, step 206. According to an
embodiment, all of the endpoints that were discovered by the
subnet manager are rebooted. In an example, the cluster
undergoes a re-boot process by which firmware prepares the
cluster for operation by 1dentifying and setting up/initiating
endpoints in the cluster. During the re-boot process, the firm-
ware recognizes the presence ol the IB HCA and one or more
IB-end node devices. Additionally, the firmware describes
user configuration choices and contains firmware device driv-
ers for hardware devices and support routines for use by those
drivers. In any case, loading of subnet manager services are
delayed on rebooted endpoints, step 208.

While the subnet manager services remains suspended,
cach rebooted endpoint loads the drivers, step 210. After the
drivers are loaded by a node, a physical link 1s established. In
an embodiment, the nodes can include ports that may be in a
number of physical states, including LinkDown, Sleep, Poll-
ing, Disabled, Port Configuration Traiming, LinkUp, LinkFEr-
rorRecovery and Physical Test. The physical state of a port
may be represented by PortPhysicalState, which 1s an archi-
tected state that reflects whether the port 1s physically con-
nected to the subnet. The LinkUp state represents an “elec-
trically connected” state and all other states represent an
“electrically disconnected or connecting” state, LinkDown.
The LinkUp state typically indicates a port of the node 1s
available to transmit packets, while a LinkDown state typi-
cally indicates the port 1s not available to transmit packets.
When the port 1s 1n a LinkUp state, the physical link between
the node and the subnet becomes active.

Next, each endpoint will set 1ts LID, step 212. In these
regards, the driver instructs the node to send out a local MAD
packet to set the LID. As alluded to above, the LID may have
been previously assigned by the subnet manager, and hence,
the node may have a pre-determined LID, 1n an embodiment.
In another embodiment, the driver may include logic that 1s
similar to that of the subnet manager for assigning LIDs.
Consequently, the driver can predict 1ts own LID assignment.
Then, each endpoint will configure its logical link state to
active, step 214. In an embodiment, the driver may instruct the
node to send MAD packets requesting that a switch port and
an endpoint connected to the switch port go to an ARMED
logical state. After the switch port and endpoint are ARMED,
MAD packets are sent to change the switch port and the
endpoint to an ACTIVE logical state. Physical and logical
activation allows the endpoint to communicate with other
activated endpoints.

Subnet manager services are resumed, step 216. In an
embodiment, subnet manager services are delayed for a pre-
determined duration. For example, the predetermined dura-
tion can be a few seconds to minutes. In any case, when
services resume, the subnet manager 1s provided with the
fabric state saved previously and operate 1n a special upgrade
mode. The special upgrade mode allows the subnet manager
to update the previously preserved routing table only 1f 1t
identifies missing or new endpoints. In another embodiment,
the special upgrade mode allows additional time for the sub-
net manager to discover missing or new endpoints before
timing out. According to another embodiment, routing
updates for newly discovered nodes are performed such that
other nodes are not erased.

By performing the above process, the time required to
reboot an Infimband network 1s decreased as compared to
employing conventional reboot processes. In particular, pre-
serving the routing table prior to endpoint reboot, delaying
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subnet manager service starts, and performing LID assign-
ment and link activation locally improves the reboot process.

As will be appreciated by one of ordinary skill in the art,
aspects ol the present invention may be embodied as a system,
method, or computer program product. Accordingly, aspects
of the present mvention may take the form of an entirely
hardware embodiment, an entirely software embodiment (in-
cluding firmware, resident soitware, micro-code, etc.) or an
embodiment combining software and hardware aspects that
may all generally be referred to herein as a “circuit,” “mod-
ule,” or “system.” Furthermore, aspects of the present inven-
tion may take the form of a computer program product
embodied in one or more computer-readable medium(s) hav-
ing computer readable program code embodied thereon.

Any combination of one or more computer-readable medi-
um(s) may be utilized. The computer-readable medium may
be a computer-readable signal medium or a physical com-
puter-readable storage medium. A physical computer read-
able storage medium may be, for example, but not limited to,
an electronic, magnetic, optical, crystal, polymer, electro-
magnetic, inirared, or semiconductor system, apparatus, or
device, or any suitable combination of the foregoing.
Examples of a physical computer-readable storage medium
include, but are not limited to, an electrical connection having
one or more wires, a portable computer diskette, a hard disk,
RAM, ROM, an EPROM, a Flash memory, an optical fiber, a
CD-ROM, an optical storage device, a magnetic storage
device, or any suitable combination of the foregoing. In the
context of this document, a computer-readable storage
medium may be any tangible medium that can contain, or
store a program or data for use by or 1n connection with an
instruction execution system, apparatus, or device.

Computer code embodied on a computer-readable medium
may be transmitted using any appropriate medium, including,
but not limited to wireless, wired, optical fiber cable, radio
frequency (RF), etc., or any suitable combination of the fore-
going. Computer code for carrying out operations for aspects
of the present invention may be written 1n any static language,
such as the “C” programming language or other similar pro-
gramming language. The computer code may execute
entirely on the user’s computer, partly onthe user’s computer,
as a stand-alone software package, partly on the user’s com-
puter and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, or communication system, including,
but not limited to, a local area network (LAN) or a wide area
network (WAN), Converged Network, or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described above with
reference to tlow diagrams and/or block diagrams of meth-
ods, apparatus (systems) and computer program products
according to embodiments of the invention. It will be under-
stood that each block of the flow diagrams and/or block
diagrams, and combinations of blocks in the flow diagrams
and/or block diagrams, can be implemented by computer
program 1instructions. These computer program instructions
may be provided to a processor of a general purpose com-
puter, special purpose computer, or other programmable data
processing apparatus to produce a machine, such that the
instructions, which execute via the processor of the computer
or other programmable data processing apparatus, create
means for implementing the functions/acts specified 1n the
flow diagram and/or block diagram block or blocks.

These computer program instructions may also be stored in
a computer-readable medium that can direct a computer,
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other programmable data processing apparatus, or other
devices to function i1n a particular manner, such that the
instructions stored in the computer-readable medium produce
an article of manufacture including instructions which imple-
ment the function/act specified 1n the flow diagram and/or
block diagram block or blocks. The computer program
instructions may also be loaded onto a computer, other pro-
grammable data processing apparatus, or other devices to
cause a series of operational steps to be performed on the
computer, other programmable apparatus or other devices to
produce a computer implemented process such that the
instructions which execute on the computer or other program-
mable apparatus provide processes for implementing the
functions/acts specified 1n the flow diagram and/or block
diagram block or blocks.

The flow diagrams and block diagrams 1n the above figures
illustrate the architecture, functionality, and operation of pos-
sible implementations of systems, methods and computer
program products according to various embodiments of the
present invention. In this regard, each block 1n the flow dia-
grams or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). It should also be noted that, 1n some alternative 1mple-
mentations, the functions noted in the block may occur out of
the order noted 1n the figures. For example, two blocks shown
1n succession may, in fact, be executed substantially concur-
rently, or the blocks may sometimes be executed 1in the reverse
order, depending upon the functionality mvolved. It will also
be noted that each block of the block diagrams and/or flow
diagrams, and combinations of blocks in the block diagrams
and/or tlow diagram, can be implemented by special purpose
hardware-based systems that perform the specified functions
or acts, or combinations of special purpose hardware and
computer nstructions.

What 1s claimed 1s:

1. An Infimband cluster system comprising:

a plurality of nodes including endpoints; and

at least one switch connecting at least two nodes,

wherein:

cach endpoint includes a processor, and

during an Infiniband cluster system reboot, each endpoint

locally sets a corresponding local identifier and activates
a corresponding logical link.

2. The IB cluster system of claim 1, wherein the at least one
switch mncludes a routing table.

3. The IB cluster system of claim 1, wherein at least one
node of the plurality of nodes comprises a subnet manager
provided with a mapping table including LIDs assigned to
corresponding GUIDs.

4. A method of rebooting an Infiniband cluster, the method
comprising:

preserving routing table configurations of each switch of

the Infiniband cluster;

rebooting endpoints of the Infinitband cluster;

activating physical links by each rebooted endpoint;

setting local 1dentifier (LID) locally by each endpoint; and

activating logical links locally by each endpoint.

5. The method of claim 4, further comprising storing a
present state ol fabric before the step of rebooting.

6. The method of claim 4, further comprising nitiating
subnet manager services on the rebooted endpoints, after the
steps of setting LID and activating logical links locally.

7. The method of claim 4, further comprising loading driv-
ers on the rebooted endpoints, after the step of rebooting.
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8. The method of claim 4, wherein the step of activating
logical links locally comprises sending a local MAD packetto
set the LID.

9. The method of claim 8, wherein the step of activating
logical links locally further comprises sending MAD packets
to switch a port and corresponding endpoint connected to the
port to ARMED logical state.

10. The method of claim 9, wherein the step of activating
logical links locally further comprises sending MAD packets
to switch a port and corresponding endpoint connected to the
port to ACTIVE logical state.

11. The method of claim 4, further comprising 1nitiating
subnet manager services aiter the steps of setting LID and
activating logical links.

12. The method of claim 11, further comprising storing a
present state of fabric before the step of rebooting, and pro-
viding the present state of fabric to the subnet manager after
the steps of setting LID and activating logical links.

13. The method of claim 11, further comprising updating
the routing table of the switch after discovering one of a new
endpoint and a previously-known endpoint.

14. The method of claim 4, further comprising locally
predicting a LID associated with a global umique 1dentifier of
a corresponding endpoint, before the steps of setting LID and
activating logical links.

15. The method of claim 4, further comprising providing a
mapping table to the subnet manager, the mapping table
including global unique 1dentifiers of each endpoint to a cor-

responding LID.
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16. A non-transitory physical computer-readable storage
medium comprising a computer program product method for
rebooting an Infiniband cluster, the physical computer-read-
able storage medium comprising;

computer code for preserving routing table configurations

of each switch of the Infiniband cluster;

computer code for rebooting endpoints of the Infiniband

cluster:

computer code for activating physical links by each end-

point; and

computer code for setting local identifier (LID) locally by

cach endpoint of the Infinmband cluster; and

computer code activating logical links locally by each end-

point of the Infinitband cluster.

17. The non-transitory physical computer-readable storage
medium of claim 16, further comprising computer code for
storing a present state of fabric before the step of rebooting.

18. The non-transitory physical computer-readable storage

>0 medium of claim 16, further comprising computer code for

initiating subnet manager services on the rebooted endpoints.
19. The non-transitory physical computer-readable storage
medium of claim 16, further comprising computer code for
loading drivers on the rebooted endpoints.
20. The non-transitory physical computer-readable storage
medium of claim 16, further comprising computer code for
initiating subnet manager services.
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