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SYSTEMS AND METHODS FOR MANAGING
QUEUES

FIELD OF THE INVENTION

The present invention relates generally to an electronic
communication environment, and more specifically, to an
aggregation system at an electronic communication environ-
ment having one or more queues that store data records.

BACKGROUND

Data centers are generally centralized facilities that pro-
vide Internet and/or intranet services supporting businesses
and organizations. A typical data center can house various
types of electronic equipment, such as computers, domain
name system (DNS) servers, network switches, routers, and
data storage devices. A typical data center can have thousands
ol interconnected servers communicating with each other
and/or with external devices via a switching architecture
comprising the electronic equipment. Conventional data cen-
ters can also be configured for virtualization, permitting serv-
ers and the like to share network intertace cards (NICs), hard
disk drives, or other hardware. A complex switch fabric can
facilitate communications between the servers.

BRIEF SUMMARY OF EMBODIMENTS

In one aspect, there 1s provided a computer-implemented
method for transmitting data at an aggregation device, com-
prising: receiving, at the aggregation device, data from an
clectronic device; placing a record of the recerved data 1n a
record queue; and responsive to the record queue 1s at or
higher than a first threshold, outputting a plurality of other
records from locations in the record queue to a memory
whereby a number of available locations at the record queue
1s 1ncreased.

In another aspect, there 1s provided a computer-imple-
mented method for transmitting data at an aggregation
device, comprising: receiving data from an electronic device
in communication with the aggregation device; generating a
record of the recerved data; placing a record of the recerved
data 1n a record queue; and responsive to the record queue 1s
blocked transferring the blocked record from the record
queue to an output bypass queue.

In another aspect, there 1s provided an aggregation device
that interconnects at least two server nodes, comprising: a
record queue to temporarily stores a plurality of records gen-
erated from data received at the aggregation device from a
source server node of the at least two server nodes prior to an
output of the data to a destination server node of the at least
two server nodes; and at least one output bypass queue that
temporarily stores records that are blocked from output to the
destination server node.

In another aspect, there 1s provided a computer program
product, comprising: a computer readable storage medium
having computer readable program code embodied therewith.
The computer readable program code comprises computer
readable program code configured to receive data from an
clectronic device; computer readable program code config-
ured to generate a record of the recerved data; computer
readable program code configured to place the record in a
record queue; computer readable program code configured to
determine that the record in the record queue 1s at or higher
than a first threshold; and computer readable program code
configured to transfer a plurality of other data records from
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locations 1n the record queue to a memory for increasing a
number of available locations at the record queue.

In another aspect, there 1s provided a computer program
product, comprising: a computer readable storage medium
having computer readable program code embodied therewith.
The computer readable program code comprises computer
readable program code configured to include a record queue
and an output bypass queue; computer readable program code
configured to receive data from an electronic device; com-
puter readable program code configured to generate a record
of the received data; computer readable program code con-
figured to place the record 1n the record queue; computer
readable program code configured to determine that the
record 1n the record queue 1s blocked; and computer readable
program code configured to transter the blocked record from
the record queue to the output bypass queue.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The above and further advantages of this invention may be
better understood by referring to the following description in
conjunction with the accompanying drawings, in which like
numerals indicate like structural elements and features in
various figures. The drawings are not necessarily to scale,
emphasis instead being placed upon illustrating the principles
of the invention.

FIG. 1 1s a block diagram of a data center including a
plurality of server nodes coupled to an interconnect fabric
device;

FIG. 2 1s a block diagram of a computing infrastructure
including a plurality of server nodes 1n communication with
an aggregation system, 1n accordance with an embodiment;

FIG. 3 1s a block diagram of an interconnect device, 1n
accordance with an embodiment;

FIGS. 4A and 4B are flow diagrams of methods for trans-
mitting data at an aggregation system, 1n accordance with
embodiments;

FIGS. 5A-5G are illustrations of a record queue processing,
datarecords 1n various stages of a data transfer operation at an
aggregation system, 1n accordance with an embodiment;

FIG. 6 15 a flow diagram of a method for transmitting data
at an aggregation system, 1n accordance with an embodiment;

FIG. 7 1s a flow diagram of a method for transmitting data
between bypass metadata queues and a record queue, in
accordance with an embodiment; and

FIG. 8 15 a state diagram 1llustrating operating states of an
aggregation system, in accordance with an embodiment; and

DETAILED DESCRIPTION OF EMBODIMENTS

In the following description, specific details are set forth
although 1t should be appreciated by one of ordinary skill that
the systems and methods can be practiced without at least
some of the details. In some 1nstances, known features or
processes are not described 1n detail so as not to obscure the
present invention.

FIG. 1 1s a block diagram of a data center 10 including a
plurality of server nodes 112_1 through 112_N (N 1s an
integer greater than 1) coupled to a conventional interconnect
device 120. The interconnect device 120 can replace a num-
ber of aggregation switches and rack switches by aggregating
the server nodes 112_1 through 112_N (generally, 112) at a
single device.

The server nodes 112 can be single socket servers, proces-
sor nodes, or other low-power devices. Each server node 112
can 1nclude a processor 102. The processor 102 can include
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one or more microprocessors, central processing units
(CPUs), graphics processing units (GPUs), digital signal pro-
cessors (DSPs), application-specific integrated circuits
(ASICs), memory controllers, multi-core processors, or other
types of data processing devices, or portions and combina-
tions of these and other devices.

A server node 112 can also include alocal memory 104 and
an I/0 logic 106. The local memory 104 can be a non-volatile
or volatile memory, for example, DRAM or static RAM
(SRAM). The I/O logic 106 can be configured to include a
southbridge or related I/O controller for managing data trans-
ters between the server node 112 and the interconnect device
120, and for performing other computer 1/O functions. The
I/0 logic 106 can include an Ethernet device driver, a Periph-
eral Component Interconnect Express (PCle) connector, or
other network connector for establishing a communication
path 114 with the interconnect device 120.

The 1nterconnect device 120 includes a multi-port switch
tabric 122 that provides a plurality of data interconnections
between the server nodes 112. In particular, the switch fabric
122 includes a plurality of 1mnput ports, a plurality of output
ports and a crossbar 124 that can route variable or fixed length
data packets, cells, and the like between the mput and output
ports, facilitating communication via one or more communi-
cation paths 114 between the server nodes 112 and/or shared
devices such as a physical NIC 142. The NIC 142 can
exchange data to/from the imnterconnect device 120 and a user
computer 152 via a router 144, or an intelligent switch or
related device, i1n communication with a network 26.

The crossbar 124 1s constructed and arranged to include a
plurality of conductive rows and columns that intersect each
other so that data can be exchanged between rows and col-
umns. The mput ports can place data on the rows, and the
output ports can receive data from the columns. Several input
ports can each place data on a corresponding row.

To reduce the effects of congestion at the interconnect
device 120, an 1mput butler 126 can be provided at the mput
ports of the crossbar 124 to temporarily store data received
from the server nodes 112 until the crossbar 124 can deliver
the data to an available output port. An output butler 128 can
be provided at the output ports for temporarily storing data
received from one or more 1input ports until the desired output
port 1s available for receiving data for transmission to a net-
work bus 148, for example, an Ethernet bus.

The interconnect device 120 can be prone to congestion-
related problems such as head-of-line (HOL) blocking, where
a data packet at the head of a bufler queue waits for available
resources at a destination server node, for example, due to
unavailable receive buflers 1n a memory 104 at the server
node 112, preventing data packets behind the packet at the
head of the queue from being forwarded to their destinations
until the packet at the head of the queue 1s cleared from the
queue. A related 1ssue 1s the ielfficient use of bandwidth
between the server nodes 112 and the interconnect device
120, which can occur from overrun or underrun conditions.
For example, data can be “pushed” from a server node 112 to
the interconnect device 120 regardless of the state of the input
buffer 126. The data 1s typically dropped 1f the mput butler
126 1s saturated. Large port configurations are particularly
vulnerable, where the 1input and output buifers 126, 128 are
often unable to keep up with the receipt of data from multiple
input ports, resulting 1 undesirable latency, jitter, or packet
loss.

Flow control and arbitration techniques can be imple-
mented for mitigating network congestion at the data center
20. However, such techniques are typically complex and
expensive to implement, and often have drawbacks. For
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example, Ethernet-based retransmissions consume valuable
bandwidth at the switch. Some flow control techniques can be
applied to an upstream device, requesting 1t to stop passing
packets to the switch fabric 122. Complex scheduling algo-
rithms and bus arbitration techniques are often implemented
to manage data traific through the crossbar 124 in order to
turther reduce congestion-related 1ssues. Although such tech-
niques are effective at reducing buifer overflow, they do not
alleviate network congestion completely. Another approach
1s to couple the interconnect device 120 to an external or
“out-of-box” memory device for queuing packets during
operation. However, this approach requires additional ofl-
chip pins at the interconnect device 120 and silicon-occupy-
ing “copper’” connections to the external memory device,
resulting 1n additional footprint constraints and scaling limi-
tations. Additional I/O ports at the switch fabric 122 also
increases the risk of contention for shared resources 1n addi-
tion to complexities arising from managing traific flows
through the crossbar 124.

Embodiments of the present inventive concepts include an
aggregation device for interconnecting a plurality of server
nodes. The aggregation device includes a plurality of queues
that store data records comprising metadata, header informa-
tion, and the like corresponding to data payloads transmitted
in packets, cells, frames, or related units through a switch
tabric of the aggregation device. The queues are constructed
and arranged to output the data records to each other 1n a
manner that prevents or reduces problems related to butler
overflow, head of line blocking or other congestion-related
issues. A first queue of the arrangement of queues can be
referred to as arecord queue. The other queues can be referred
to as bypass queues. Data 1s recerved at the input ports of the
switch fabric from one or more server nodes, and/or other
clectronic devices via a network, and 1s temporarnly stored 1n
a memory at the aggregation device or an external storage
device in communication with the aggregation device. A
record 1s generated of the received data and placed into the
record queue. The record can include an origin of the data, a
destination of the data, and a pointer to the location of the data
at the memory. That 1s, the record queue does not, in the
exemplary embodiment, include the data received at the input
ports; only a record related to the received data and a pointer
to the location of the recerved data.

The record queue preferably processes data records 1n a
predetermined order, for example, 1n a first-in first-out (FIFO)
order. In an embodiment, the record queue includes a head
region where records are output from the record queue, a tail
region where records are input to the record queue, and a
central region between the head region and the tail region. In
the event that the record queue approaches a full state or a
predetermined capacity 1dentified by a high threshold point,
also referred to as a high water mark, in the queue, the records
at the central region can be temporarily transferred to a sepa-
rate storage device, for example, a memory that also butlers
the corresponding data payloads. The records can be
returned, 1n proper order, to the record queue when the record
queue has sullicient capacity to receive the removed records.
This feature 1n accordance with embodiments of the present
iventive concepts can reduce the risk of an interconnect
device experiencing overrun and/or underrun conditions.

Other features can prevent or reduce head-of-line blocking
issues. For example, a data record at the head of the record
queue may be prevented from output due to an unavailable
destination, for example, 1f an intended destination has 1nsui-
ficient resources to receive the data payload corresponding to
the data records. Other records behind this blocked record
may likewise be blocked from output, even when destinations
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are available to receitve and process data related to these
records. Here, the blocked data record at the head of the
record queue can be redirected to one of the bypass queues. In
this manner, the record queue 1s unblocked, and can resume
the output of records. The bypass queues can communicate
with each other and/or the record queue to output data records
previously blocked that become available when the destina-
tion device becomes available, whereby the data payload can
be retrieved by the processor for output to the destination.
Here, the bypass queue storing this data record, and option-
ally, other data records for the destination, can be prepended
to the head of the record queue. A bitmap 1s provided that
includes status or notification bits that are set when records
are transierred to a bypass queue for tracking the destination
of the records. Subsequent records destined for the same
unavailable destination as a blocked record at the head of the
queue can likewise be output to the bypass queue according to
the bitmap.

If a data record at a head of a first bypass queue 1s blocked
from output, for example, due to unavailable resources at the
destination device, then the data record can be moved to a
second bypass queue, thereby permitting subsequent data
records at the first bypass queue to become unblocked, and
output and processed. The second bypass queue can assume
the role of the first bypass queue when the first bypass queue
1s empty. In a similar manner, the second bypass queue can be
moved from the second bypass queue to the first bypass queue
when data records are determined to block the second bypass
queue. Although two output bypass queues are described,
other embodiments include three or more output bypass
queues constructed and arranged to interact with each other in
a similar manner.

FI1G. 2 1s a block diagram of a computing infrastructure 20
including a plurality of server nodes 212-1 through 212-N
(generally, 212) and 213-1 through 213-N (generally, 213) 1n
communication with an aggregation system 200, 1n accor-
dance with an embodiment. The computing infrastructure 20
can 1nclude a large-scale data center, cloud computing envi-
ronment, and the like.

The server nodes 212, 213 can include single socket serv-
ers, microservers, processor nodes, or other micro-processor
devices known to those of ordinary skill in the art. The server
nodes 212, 213 can communicate with the aggregation sys-
tem 200 over data paths 214 via a PCle bus or other network
connector. The server nodes 212, 213 can be similar to the
server nodes 112 described with reference to FIG. 1. The
server nodes 212, 213 can include a hypervisor, virtual
machines, guest operating systems, and/or related compo-
nents required for virtualization.

The server nodes 212, 213 can be formed on a different
chip or other hardware device than the aggregation system
200, where the aggregation system 200 can include a plurality
of package pins or related interfaces and metal interconnects
providing the data paths 214 with the servernodes 212,213 in
accordance with PCle or other communication protocol.
Some or all of the aggregation system 200 can be configured
at a chip-level, for example, on-die. In another embodiment,
the aggregation system 200 and the server nodes 212, 213 are
co-located at a same chip or other physical device.

The aggregation system 200 can include an interconnect
device 202, an I/O processor 204, and a controller 206. The
interconnect device 202 includes a plurality of inputports 216
for recerving data, more specifically, cells, frames, packets, or
other units of data arriving via one or more lanes of a data path
214 from one or more server nodes 212, 213, or from aremote
device via a NIC (not shown). The interconnect device 202
includes a plurality of output ports 218 for providing data,
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more specifically, cells, frames, packets, or other units of data
received at the mput ports 216, to one or more server nodes
212, 213, or to a remote device via a NIC (not shown).
Accordingly, the interconnect device 202 can switch data
between the mput ports 216 and the output ports 218. The
input ports 216 and/or the output ports 218 can be umdirec-
tional or bidirectional, 1.e., exchange 1n the mput and/or out-
put of data. Thus, the mput ports 216 can be constructed and
arranged to input and/or output data, and the output ports 218
can likewise be constructed and arranged to mnput and/or
output data. One or more server nodes 212, 213, or other
electronic devices, can share, or otherwise be in communica-
tion with, a same mput port 216 or a same output port 218.

The I/O processor 204 can process data transierred
between the interconnect device 202 and the server nodes
212, 213 and/or remote computing devices accessible via a
NIC (not shown). The I/O processor 204 can examine 1ncom-
ing data packets directed to a server node 212, 213 via the
interconnect device 202 and the like and route them to their
destination based on destination address information or other
identification fields. The I/O processor 204 can include a
packet processor that examines data packets to determine
whether they should be filtered or forwarded.

The controller 206 can manage a switching control plane
(not shown) for data delivery between the server nodes 212,
213 and the interconnect device 200 by operating network
routing protocols, participating in the forwarding of data
packets, frames, cells, and the like that are recerved by the
aggregation system 200. The controller 206 can maintain
local tables that include classification, forwarding, or routing
information, or profiles, rules, or policies regarding data
received by the interconnect device 200.

The controller 206 can coordinate a transter of data at the
interconnect device 202, for example, between one or more
server nodes 212, 213 and/or external electronic devices, for
example, a remote computer via a NIC or related device 1n
communication with the aggregation system 200.

The controller 206 can process data record contents, for
example, metadata, header information, or related informa-
tion, which can be extracted by the interconnect device 202
from data received at the mput ports 216. For example, the
controller 206 can process a destination address to determine
an output port 218 for a data packet recerved by the aggrega-
tion system 200.

The aggregation system 200 can include a plurality of
record queues 222 for recerving data records generated by the
interconnect device 202 from data recerved at the mput ports
216. In an embodiment, the aggregation system 200 can
include one record queue 222 for each output port 218. In
another embodiment, the aggregation system 200 can include
a record queue 222 for multiple output ports 218 of the inter-
connect device 202. A record queue 222 1s distinguished from
a conventional output buller 128 described with reference to
FIG. 1 m that a record queue 222 stores data records, which
are significantly smaller than the data payloads stored at the
output buiier 128. Data record contents stored at the record
queues 222 are determined from data packets, and can include
metadata, header information, and the like. A data record can
include a source device physical or virtual address and/or a
destination physical or virtual address. A data record can
include additional information, such as a pointer to a memory
location at the switch fabric 306 shown in FIG. 3, where the
data payload corresponding to a record can be placed after
being recerved by an 1nput port 216. The controller 206 can
process the data corresponding to the records, for example, to
determine the location of the data at the interconnect device
202 for retrieving the data. The metadata and the like 1n the
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data record can be used to designate a record queue 222 for
receiving the record. The data record can include routing
hints, for example, related to a state for maintaining legacy
protocol transparency. A designated output queue 222 prei-
erably corresponds to the output port 218 identified for out-
putting the payload corresponding to a recerved record to its
destination, for example, a target server node 212, 213 or an
external device via a NIC (not shown). The controller 206 can
move records into and/or out of the record queues 222 in
accordance with methods described herein.

FI1G. 3 15 a block diagram of an interconnect device 202, in
accordance with an embodiment. The interconnect device
202 can be part of the aggregation system 200 described with
reference to FIG. 2. The interconnect device 202 can include
a record generator 302, a switch fabric 306, a threshold detec-
tion module 310, a bitmap management module 312, and a
timer 314. In a preferred embodiment, the interconnect device
202 includes at least one record queue 222, and at least one
output bypass queue 324 A, 324B (generally, 324). Although
one record queue 222 and two output bypass queues 324A
and 324B are shown, 1n other embodiments, the interconnect
device 202 include any number of record queues 222 and/or
output bypass queues 324, for example, a record queue and
three output bypass queues.

The record generator 302 can create a record of a unit of
data received at an input port 216. The unit of data can be a
frame, a cell, a packet, and the like. The record can include
metadata or other information related to the source and/or
destination of the data. The record can include other relevant
information, such as a pointer to the location of the data in a
memory 308 at the switch fabric 306. The metadata or other
information can be extracted by the record generator 302
from a header or other field of the unit of data.

The switch fabric 306 can exchange data between the input
ports 216 and the output ports 218. For example, the switch
tabric 306 can receive a data packet via one or more 1mput
ports 216 and output the data packet to a destination via one
or more output ports 218. The switch fabric 306 can be con-
figured as part of an interposer, a 3D mtegrated circuit (IC), or
related silicon, for communicating with the server nodes 212,
213.

The switch fabric 306 can include crossbars or related
switch devices for exchanging data between the input ports
216 and the output ports 218. The switching devices can be 1n
communication with the memory 208, which can include
butlers for storing data corresponding to the record data. The
memory 308 can store data received from the mput ports 216
and provide the stored data to the output ports 218. The switch
fabric 124 can 1include a switching configuration, for
example, a crossbar, for moving data between the I/O ports. In
another embodiment, the switch fabric 306 can include
memory switch, for example, described at U.S. patent appli-
cation Ser. No. 13/526,973 filed Jun. 19, 2012 entitled
“Devices and Methods for Interconnecting Server Nodes™
and U.S. patent application Ser. No. 13/529,452 filed Jun. 21,
2012 enfitled “Memory Switch for Interconnecting Server
Nodes,” the contents of each of which 1s incorporated by
reference herein 1n 1ts entirety.

The record queue 222 can be part of the memory 308, or
can be positioned at a separate memory device. The record
queue 222 can have a fixed size. Alternatively, the size of the
record queue 222 can be variable. The record queue 222 can
be constructed and arranged to include a FIFO mechanism,
where data 1s input to a location at the input end of the queue
222 and data 1n the queue 222 1s output from the queue 222 at
another location at the output end of the queue 222. The
record queue 222 can include a head region 334, a tail region
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332, and a central region 336 between the head region and the
tail region. Data records are input to the record queue 222 at
the tail region 332 and are output from the record queue 222
at the head region 334. Data records at the central region 336
can be moved to the memory 308 in response a high threshold
point (shown 1n FIGS. 5A-5F), also referred to as a capacity
threshold or high water mark, detected in the record queue
222, indicating that the record queue 222 1s near or at capac-
ity. The timer 314 can be applied to a head of a bypass queue
324.

The record queue 222 can be constructed and arranged to
have two logical queues, also referred to as sub-queues, as
shown 1n FIG. 5. The first sub-queue 1s an input queue, which
includes the tail region 332 of the record queue 222. The
second sub-queue 1s an output queue, and includes the head
region 334 of the record queue 222. The records at the central
region 336 can be removed from the record queue 222 at an
output of the logical input queue, and can be returned to the
record queue 222. The addition and removal of records at the
logical input queue can be managed independently from the
addition and removal of records at the logical output queue,
for example, shown 1n FIGS. 4A and 4B.

The threshold detection module 310 can detect a high
threshold level and/or a low threshold level at the record
queue 222, for example, shown in FIG. 5. The high threshold
level can establish that that a fill rate for the record queue 222
exceeds the empty rate of the queue 222, 1.e., that records are
being mput to the record queue 222 at a faster rate than the
removal of records from the record queue 222, and that the
queue 222 is near or at a predetermined capacity. Here, the
controller 206 can remove records from the queue 222 1n
accordance with the methods described herein.

The low threshold level indicates that the record queue 222
1s empty or has an excessively small number of records. The
low threshold level can establish that records are being output
from the record queue 222 at a faster rate than the input of
records to the record queue 222. Here, the threshold detection
module 310 can generate a signal indicating that records
previously removed during an operation and stored in the
memory 308 can be returned to the record queue 222, for
example, described at FIGS. 4 and 5. The controller 206 can
read a block of memory 308 that stores a record previously
removed from the record queue 222, and return the record to
the queue 222.

FIG. 4A 1s a flow diagram of a method 400 for transmitting
data at an aggregation system, in accordance with embodi-
ments. In describing the method 400, 410, reference 1s made
to the server nodes 212, 213 and the aggregation system 200
described with reference to FIGS. 2 and 3.

At block 402, one or more records are provided to the
record queue 222. The records can be created at the record
generator 302, which provides the record contents from data
packets and the like received at one or more mput ports 216.
The record generator 302 can obtain information from the
data records related to the source and destination of the data,
for example, pointers to locations in memory for a data pay-
load.

At decision diamond 404, a determination 1s made whether
the number of records 1n the record queue 222 exceeds a high
threshold level. The high threshold level can be user-defined,
or automatically determined, for example, according to the
s1ze of the record queue 222. When a new record 1s received
at the record queue 222, the location of the new record is
compared to the high threshold level. For example, the thresh-
old detection module 310 can compare a high threshold loca-
tion at the tail region 334 of the record queue 222 to the
location of a received record to determine whether the high
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threshold level has been reached. If the new record 1s lower in
the queue 222 than the high threshold level, this indicates that
the high threshold level 1s not exceeded, and the method 400
returns to block 402, where new records can be added to the
record queue 222. If the new record 1s at or higher than the
high threshold level, this indicates that the record queue 222
1s at or close to capacity, and the method 400 proceeds to
block 406, where a get block state 1s set. Here, one or more
records at the central region 336 of the record queue 222 are
moved to the memory 308, or other data storage device,
providing additional locations for subsequently received data
records by the record queue 222.

FIG. 4B 1s a flow diagram of a method 410 for transmitting,
data at an aggregation system, in accordance with embodi-
ments. In describing the method 410, reference 1s made to the
server nodes 212, 213 and the aggregation system 200
described with reference to FIGS. 2 and 3. The methods 400,
410 can be performed independently of one another. The
method 410 can be performed after the method 400 of FIG.
4A.

Atblock 412, new records can be provided to an input at the
tail region 332 of the record queue 222 due to the removal of
the records from the central region 336.

Atdecision diamond 414, a determination 1s made whether
the number of records 1n the record queue 222 1s at or 1s below
a low threshold. The low threshold can be user-defined, or
automatically determined according to the size of the record
queue 222. When a new record 1s received at the record queue
222, the threshold detection module 310 can compare a low
threshold location at the tail region 334 of the record queue
222 to the location of a recetved record to determine whether
the low threshold has been reached. If the new record 1s higher
in the queue 222 than the low threshold level, this indicates
that the number of records 1n the queue 222 1s not lower than
the low threshold level, and the method 400 returns to block
412, where new records can be provided to the record queue
222. If the new record 1s at or below the low threshold level,
then the method 400 proceeds to block 416, where a get block
state 1s set. Here, records previously removed at block 406
and stored at the memory 408 or other storage device can be
returned to the record queue 222.

Accordingly, the methods 400, 410 1n accordance with an
embodiment can prevent or reduce the risk of overrun condi-
tions from occurring in a data center or other computing
infrastructure environment.

FIGS. SA-5G are illustrations of a record queue 222 pro-
cessing data records 1n various stages of a data transier opera-
tion at an aggregation system, in accordance with an embodi-
ment. In describing the data transier operation, reference 1s
made to elements of FIGS. 2-4.

As shown at FIG. 5A, a record queue 222 can be con-
structed and arranged to include a head region 334, a tail
region 332, and a central region 336 between the head region
and the tail region. The record queue 222 can be constructed
and arranged as a ring buffer or the like, where the head region
334 and the tail region 332 are adjacent each other.

Data records can be input to the record queue 222 at the tail
region 332 and output from the record queue 222 at the head
region 334. The record queue 222 can be further constructed
and arranged to include a high threshold level indicator 502
and a low threshold level indicator 504. The high threshold
level indicator 502 and/or the low threshold level indicator
504 can be user-configurable, or automatically generated, for
example, according to the size of the record queue 222. The
high threshold level indicator 502 can be at the tail region 332
of the queue 222, indicating when the record queue 222 is
filled, or nearly filled, with data records. The low threshold
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level indicator 504 can be at the output end of the queue 222,
indicating when the record queue 222 1s empty, or nearly
devoid, of records. The low threshold level indicator 504 can
indicate that the record queue 222 i1s ready to recerve data
records previously transferred from the queue 222 to an exter-
nal memory, described herein.

As shown at FIG. 5B, the record queue 222 1s populated
with data records. Each data record includes information
related to a data packet, frame, and the like having a payload
that 1s destined for a destination device via one or more output
ports 218 to which the record queue 222 1s designated. The
information can be in the form of metadata and the like. The
information can include pointers to locations 1n memory for
storing the data after receipt at the aggregation system 200.
The information can include destination data or other relevant
data for transmitting the data to a destination. The data packet
can be stored at the memory 308 of the switch fabric 306 until
the destination device 1s available for receiving the data
packet. The record queue 222 can receive records until the
high threshold level indicator 502 1s reached.

In preventing or otherwise reducing a risk of an overtlow
condition, data records can be removed from the central
region 336 of therecord queue 222, as shown at FIG. 5C. The
removed records can be transferred to a location separate
from the record queue 222, for example, stored at memory
308. The records at the central region 336 can be removed
from the record queue 222 in response to a determination that
the number of records are at or exceed the high threshold level
indicator 502.

As shown at F1G. 5D, the record queue 222 can be arranged
as a logical representation that includes two sub-queues. The
first sub-queue 222 A 1ncludes the tail region 334 of the record
queue 222, for example, at the tail region 332. The second
sub-queue 222B i1s at a bottom region of the record queue 222,
and includes the head region 334. New records can be input at
the first sub-queue 222A. Original records OR1 1n the first
sub-queue 222 A can be output from the first sub-queue 222A
at a location 3506, and mnput to the second sub-queue 222B.
Original records OR1 below the region 336 of the removed
records OR2 can be referred to as original records OR3. The
original records OR3 can be removed from the queue 222. In
doing so, the empty queue locations where records OR2 are
removed can be maintained between the records OR1 and
OR3.

At FIG. 5E, new records are added to the record queue 222
and original records OR3 are removed from the record queue
222, I1 the fill rate exceeds the empty rate, as shown in FIGS.
5B and 5C, another set of data records OR4 can be removed
from the central region 336 of the record queue 222. The
removed records OR4 can be transferred to a location sepa-
rate from the record queue 222, for example, stored at
memory 308. The records OR4 at the central region 336,
similar to the records OR2, can be removed from the record
queue 222 in response to a determination that the number of
records are at or exceed the high threshold level indicator 502.
A linked list can be generated between the records OR2 and
the records OR4, which includes pointers to the memory
locations of the records OR2. In an embodiment, a next set of
data records can be prewritten to the memory 308, for
example, by the controller 306 1n anticipation of an allocation
of data records to the memory 308.

At FIG. 5F, the original records OR3 are at or below the low
threshold indicator 504, indicating that suificient empty
queue locations are available to permit the return of data
records OR2 to the record queue 222. This can be achieved by
the addition of new records to the queue 222 occurring at a
slower rate than the removal of original records OR3 from the
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queue 222. Accordingly, the high threshold indicator 502 1s
not triggered; however, the low threshold indicator 504 1s
triggered. Two logical queues 222A, 2228 can be provided in
a similar manner as shown in FIG. 5D.

At FIG. 5G, the previously removed records OR2 are
returned to the head region 334 of the record queue 222. In
this manner, records removed from the central region 336 can
be reinserted at the record queue 222 1n a proper order when
suificient space becomes available. Although not shown, the
removed records OR4 can be subsequently returned to the
queue 222 1n a similar manner.

Returning to FIG. 3, the bitmap management module 312
of the interconnect device 202 can keep track of data records.
A status bit can be provided for each data record to establish
whether a data record 1s at a bypass queue 324.

FIG. 6 1s a flow diagram of a method 600 for transmitting,
data at an aggregation system, 1n accordance with an embodi-
ment. In describing the method 600, reference 1s made to the

server nodes 212, 213 and the aggregation system 200
described with reference to FIGS. 2-5. Although the server

nodes 212, 213 are shown and described, remote electronic
devices 1n commumnication with the aggregation system 200
can equally apply

At block 602, a determination 1s made that a first record at
the output of the record queue 222 1s prevented, or blocked,
from being output from the record queue 222. This can occur
because the destination server node 213 1n communication
with the output port 218 1s unavailable for receiving and
processing the data corresponding to the first record. Even
though the first record blocks other records in the record
queue 222 from being output, the record queue 222 can con-
tinue to receive records generated from the data destined for
transmission via the output port 218, and thus, the record
queue 222 can quickly fill with records. Data corresponding
to the records can be stored at the memory 308 of the switch
tabric 306 until the port 218 1s available.

At block 604, to reduce the risk of an overflow condition at
the record queue 222, the first record can be output from the
record queue 222 to a first bypass metadata queue 324A. The
alleviation of the blockage at the record queue 222 caused by
the first record permits other records behind the first record in
the record queue 222 to be output from the record queue 222.

At block 606, a bypass status 1s generated, indicating that
the first record 1s at the first bypass metadata queue 324A. The
bypass status can be 1n the form of a bit having different states,
depending on whether records are at a particular bypass meta-
data queue 324. A bitmap can be marked for tracking the
location of records moved between the record queue 222 and
the first bypass metadata queue 324A. The bypass status can
be maintained by the bitmap management module 312 even
when the server node 213 becomes available between the time
the first record destined for the server node 213 1s moved to
the first bypass metadata queue 324A and the time that a
subsequent record destined for the same destination, e.g.,
server node 213, 1s added to the record queue 222. A bitcan be
set for each record at the first bypass metadata queue 324A. A
bitmap can be provided for each output bypass metadata
queue 324 A. The bypass status can be used for establishing
that all records corresponding to data destined for the desti-
nation server node 213 after the first record are moved to the
first bypass metadata queue 324A. So long as this bit 1s set,
data records corresponding to data payloads destined for the
server node 213 are output to the first bypass metadata queue
324 A. Accordingly, atblock 608, a second record destined for
the server node 213 1s output to the first bypass metadata
queue 324 A according to the set bypass status bit.
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At block 610, the availability of the destination 1s deter-
mined. For example, the controller 206 can determine
whether the destination server node 213 has suificient
resources to process data recerved from the switch fabric 306
for example by exchanging messages, descriptors, and the
like with the destination server node 213. Here, the destina-
tion server node 213 can send a notification that 1t has avail-
able bulfers for receiving data from the aggregation system
200. The bitmap management module 312 can be checked to
determine 11 the bit for the destination server node 213 1s set
or cleared. The bitmap can be cleared when the determination
1s made that a destination server node 213 is available to
receive the bypassed records.

At block 612, the first bypass metadata queue 324A 1s
prepended to the output of the record queue 222. In this
manner, the first bypass metadata queue 324 A can be recon-
figured as an extension to the head region of the record queue
222. Here, data records at the first bypass metadata queue
324 A are output to their respective destinations, for example,
server node 213-1. Even 1f another destination node, for
example, node 213-2, 1s available for other data records 1n the
record queue 222 during activation of the first bypass meta-
data queue 324 A, the other destination node 213-2 can wait
until the first bypass metadata queue 324 A outputs its records
tor the destination server node 213-1.

At block 614, the first record can be written to a memory at
the destination server node 213-1. Other records at the first
bypass metadata queue 324 A directed at the destination
server node 213-1 can likewise be written to the destination
server node 213-1. The records in the bypass metadata queue
324 A can be cleared from the first bypass metadata queue
324 A. When the first bypass metadata queue 324 A 1s emp-
tied, for example, all records at the first bypass metadata
queue 324 A are output, the record queue 222 can return to a
previous state, where records are not output to the prepended
first bypass metadata queue 324 A, but are instead output for
processing by one or more destination nodes 213 1dentified by
the records output from the record queue 222.

FIG. 7 1s a flow diagram of a method 700 for transmitting,
data between output bypass queues and a record queue, 1n
accordance with an embodiment. In describing the method
700, reference 1s made to the server nodes 212, 213 and the
aggregation system 200 described with reference to FIGS. 2
and 3. Although the server nodes 212, 213 are shown and
described, remote electronic devices 1n communication with
the aggregation system 200 can equally apply. The method
700 1s preferably performed when the first bypass metadata
queue 324 A 15 active, and when one or more records are 1n the
first bypass metadata queue 324 A.

At step 702, a determination 1s made that a record at an
output of the first bypass metadata queue 324 A 1s prevented,
or blocked, from being output from the first bypass metadata
queue 324A. This can occur for reasons similar to those
described at step 602, e.g., because the destination server
node 213 in communication with the output port 218 1s
unavailable for recerving and processing the data correspond-
ing to the record.

At block 704, the blocked record 1s output from the first
bypass metadata queue 324 A to a second bypass metadata
queue 324B. The alleviation of the blockage at the record
queue 324 A permits records behind the blocked record in the
first bypass metadata queue 324 A to be subsequently output
from the record queue 222.

At block 706, a bypass status 1s generated, indicating that
the record 1s at the second bypass metadata queue 324B. The
bypass status can be maintained by the bitmap management
module 312 even when the server node 213 becomes avail-
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able between the time the first record destined for the server
node 213 1s moved to the second bypass metadata queue 324B
and the time that a subsequent record destined for the same
destination, e.g., server node 213, 1s added to the first bypass
metadata queue 324 A. The bitmap status can be a bit gener-
ated by the bitmap management module 312 set for each
record at the second bypass metadata queue 324B. The
bypass status bit 1s also important because all records corre-
sponding to data destined for the destination server node 213
alter the record are likewise moved to the second bypass
metadata queue 324B. So long as this bit 1s set, data records
corresponding to data payloads destined for the server node
213 are output to the second bypass metadata queue 324B.
Accordingly, at block 708, a second record destined for the
server node 213 1s output to the second bypass metadata
queue 324B according to the set bypass status bit.

At block 710, the destination of the data corresponding to
the blocked records 1s determined to be available. For
example, the controller 206 can establish that the destination
server node 213 has suflicient resources to process data
received from the switch fabric 306 by exchanging messages,
descriptors, and the like with the destination server node 213.
During such an exchange, the destination server node 213 can
send a notification that it has available buifers for receiving
data from the aggregation system 200. The bitmap manage-
ment module 312 can determine if the bit for the destination
server node 213 1s set. As described above, the bit indicates
that the record 1s 1n the second bypass metadata queue 324B
and has not been sent to the destination server node 213. The
bit can be set when the first bypass metadata queue 324A 1s
emptied of records.

At block 712, the bitmap can be cleared when the determi-
nation 1s made that a destination server node 213 1s available
to receive at least one bypassed record. The second bypass
metadata queue 3248 1s prepended to the output of the record
queue 222. The first bypass metadata queue 324 A 1s removed
from the record queue 222. In an embodiment, the roles of the
first and second bypass metadata queues 324A, 324B
described 1n at least block 704 can be reversed, namely, a
blocked record at the second bypass metadata queue 324B,
now prepended to the record queue 222, can be output from
the second bypass metadata queue 324B to the first bypass
metadata queue 324A.

At block 714, the record originally blocked at the first
output bypass queue 324A and subsequently moved to the
second output bypass queue 324B can be written to a memory
at the destination server node 213-1 1n response to a determi-
nation that the destination server node 213-1 has suificient
resources to recerve and process data. Other records at the
second bypass metadata queue 324B directed at the destina-
tion server node 213-1 can likewise be written to the destina-
tion server node 213-1. In this manner, the records in the
bypass metadata queue 324 A are cleared from the second
bypass metadata queue 324 A. When the second bypass meta-
data queue 324B 1s emptied, for example, all records at the
second bypass metadata queue 324B are output, other records
can be output from the record queue 222 for processing.

Method 700 describes the interaction between two bypass
metadata queues. In other embodiments, method 700 can
apply to any number of bypass metadata queues. For
example, 1n another embodiment, a third bypass metadata
queue (not shown) 1s provided if arecord at the second bypass
metadata queue 1s blocked. Here, the blocked record can be
output to the third bypass metadata queue, which can be
prepended to the record queue when the destination of the
blocked record becomes available, where one or more steps of
method 700 can be applied.
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FIG. 81s a state diagram 800 that illustrates operating states
of an aggregation system, in accordance with an embodiment.
In describing the state diagram 800, reference 1s made to
clements of FIGS. 2-7.

At state 802, the aggregation system 200 1s in a normal
mode of operation. Here, records can be added to and/or
removed from the record queue 222. In an embodiment, the
record queue 222 operates according to the method 400
described herein.

At state 804, the aggregation system 200 1s 1n a first bypass
mode of operation. The transition to state 804 can occur when
a record at the head 334 of the record queue 222 cannot be
processed because the destination of the record, for example,
destination node 213-1, has insufficient resources. This
record and/or other records 1dentified for output to the desti-
nation node 213-1 are queued at a bypass metadata queue, for
example, the first bypass metadata queue 324A. Alterna-
tively, records can be queued at the second bypass metadata
queue 324. Other records targeted for other destinations in the
record queue can be output from the record queue 222 due to
the removal of the blocked records to the first bypass metadata
queue 324 A. A bit can be set that corresponds to the blocked
output port, for tracking purposes as described herein. The bat
can provide a virtual notification that data can be forwarded
from a queue to another location.

At state 806, the aggregation system 200 1s 1n a first bypass
output mode. Here, the destination server node 213-1 1s avail-
able for receiving data, for example, suilicient resources are
available at the destination server node 213-1 for receiving
and processing the data related to the record 1n the first bypass
metadata queue 324-A. The bitmap can be cleared indicating
that 1t 1s available for use by another bypass metadata queue,
for example, the second bypass metadata queue 324B. The
clearing of the bitmap can also indicate that the first bypass
metadata queue 324 A 1s no longer recerving records targeted
for the server node 213-1 from the record queue 222. The first
bypass metadata queue 324 A can be prepended to the head
region 334 of the record queue 222. The previously blocked
records in the first bypass metadata queue 324 A can be output
from the prepended first bypass metadata queue 324 A to the
destination server node 213-1. When the first bypass meta-
data queue 324 A 1s emptied, 1.e., devoid ol records, the aggre-
gation system 200 can transition from state 806 to state 802,
where records 1n the record queue 222 are output in accor-
dance with the normal operation mode.

I1 a determination 1s made at state 806 that a record at the
head of the first bypass metadata queue 324 A cannot be
processed, the aggregation system 200 can transition to a
second bypass mode of operation at state 808. At state 808,
the blocked record at the head of the first bypass metadata
queue 324A can be output to the second bypass metadata
queue (27 BMQ) 324B. Other records identified for output to
the same destination node, e.g., node 213-1, as the blocked
record at the head of the first bypass metadata queue 324A can
be likewise added to the second bypass metadata queue 324B.
A bit can be set that corresponds to the blocked output port,
for tracking purposes as described herein. Other records in the
first bypass metadata queue 324 A targeted for available des-
tinations can be output from the first bypass metadata queue
324 A due to the removal of the blocked records at the head of
the first bypass metadata queue 324A.

The aggregation system 200 can transition from state 808
to state 806 in response to a determination that the first bypass
metadata queue 324A 1s emptied, 1.e., devoid of records.
Here, a notification bit indicates that resources are available at
a destination node for data corresponding to one or more
records 1n the second bypass queue 324B. At state 806, a
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destination server node 213 corresponding to a blocked
record at the head of the second bypass metadata queue 324B
can be determined to be available for receiving data. The
bitmap can be cleared indicating that it 1s available for use by
another bypass metadata queue, for example, the first bypass
metadata queue 324A. The second bypass metadata queue
324B can be prepended to the head region 334 of the record
queue 222. The previously blocked records in the second
bypass metadata queue 324B can be output from the
prepended second bypass metadata queue 324B.

The aggregation system 200 can transition from state 808
to state 804 1n response to a determination that the first bypass
metadata queue 324A 1s emptied, 1.e., devoid of records.
Here, a notification bit 1s not set, indicating that resources are
not available at a destination node for data corresponding to
one or more records 1n the second bypass queue 324B. At
state 804, a record and/or other records identified for output to
a destination node 213 are queued at the second bypass meta-
data queue 324B. A bit can be set that corresponds to the
blocked output port, for tracking purposes as described
herein. The bit can provide a virtual notification that data can
be forwarded from a queue to another location.

As described above, one or more of the methods described
herein can be applied to a virtualized environment, where a
source server node 212 and/or a destination servernode 213 1s
constructed and arranged to include a plurality of virtual
machines, guest operating systems, and related elements
required for virtualization. Accordingly, a plurality of virtual
machines can execute at one or more processors of a server
node 212, 213. Here, one or more bufifers can be created for
input data, which can be posted at the interconnect device
202. However, the virtual machine corresponding to the
posted builers may become inactive, for example, swapped
out due to other processes executing at the processor. As the
builers are consumed, the high threshold level indicator 502
can be triggered, whereby some or all of the methods
described with reference to FIGS. 4-8 can be performed. This
1s particular beneficial since an mterrupt may be provided to
the server node processor, requesting more butlers. However,
since the virtual machine corresponding to the consumed
buffers 1s 1nactive. When the virtual machine 1s reactivated,
the virtual machine will post additional butiers. The methods
described with reference to FIGS. 4-8, when performed, can
be applied to prevent builer overruns or underruns that may
otherwise occur.

As will be appreciated by one skilled 1n the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module™ or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in one
or more computer readable medium(s) having computer read-
able program code embodied thereon.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of
the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
tollowing: an electrical connection having one or more wires,
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a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory ), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
store a program for use by or 1n connection with an instruction
execution system, apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that 1s not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or 1n connection with an 1nstruction execution system,
apparatus, or device. Program code embodied on a computer
readable medium may be transmitted using any appropriate
medium, including but not limited to wireless, wireline, opti-
cal fiber cable, RF, etc., or any suitable combination of the
foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written 1n any com-
bination of one or more programming languages, including
an object oriented programming language such as Java,
Smalltalk, C++ and the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone soiftware package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the tlow-
chart illustrations and/or block diagrams, can be 1mple-
mented by computer program instructions. These computer
program instructions may be provided to a processor of a
general purpose computer, special purpose computer, or other
programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-
tions/acts specified 1n the flowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored 1n
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function 1n a particular manner, such that the instructions
stored 1n the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified 1n the flowchart and/or block diagram
block or blocks. The computer program instructions may also
be loaded onto a computer, other programmable data process-
ing apparatus, or other devices to cause a series of operational
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steps to be performed on the computer, other programmable
apparatus or other devices to produce a computer 1imple-
mented process such that the istructions which execute on
the computer or other programmable apparatus provide pro-
cesses for implementing the functions/acts specified in the
flowchart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block in the flowchart or block
diagrams may represent a module, segment, or portion of
code, which comprises one or more executable instructions
for implementing the specified logical function(s). It should
also be noted that, 1n some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, i1n fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality mvolved. It will also be
noted that each block of the block diagrams and/or tlowchart
illustration, and combinations of blocks 1n the block diagrams
and/or tlowchart illustration, can be implemented by special
purpose hardware-based systems that perform the specified
functions or acts, or combinations of special purpose hard-
ware and computer 1nstructions.

While the invention has been shown and described with
reference to specific embodiments, 1t should be understood by
those skilled in the art that various changes 1n form and detail
may be made therein without departing from the spirit and
scope of the invention.

What 1s claimed 1s:

1. A computer-implemented method for transmitting data
at an aggregation device, comprising:

receiving, at the aggregation device, data from an elec-

tronic device;

placing a record of the recerved data 1n a record queue; and

responsive to the record queue 1s at or higher than a first

threshold, outputting a plurality of other records from
locations 1n the record queue to a memory whereby a
number of available locations at the record queue 1is
increased; and

responsive to a number of records 1n the record queue 1s at

or lower than a second threshold, transferring the other
records to the record queue, the computer-implemented
method further comprising:

dividing the record queue 1into two sub-queues that operate

independently of each other, each sub-queue having an
input and an output, the first sub-queue including an
indicator of the first threshold, the second sub-queue
including an indicator of the second threshold.

2. The computer-implemented method of claim 1, further
comprising;

transferring the other records from the memory to the input

of the second sub-queue in response to a number of
records 1n the second sub-queue 1s at or lower than the
second threshold and 1n response to a number of records
in the first sub-queue is at or lower than the first thresh-
old.

3. The computer-implemented method of claim 1, wherein
the record includes metadata indicating at least one of an
origin of the data, a current location of the data at the inter-
connect device, and a destination of the data.

4. The computer-implemented method of claim 1, further
comprising;

constructing and arranging the record queue to include a

head region, a tail region, and a central region between
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the head region and the tail region, wherein first data
records are mput to the tail region, wherein second data
records are output from the head region, and wherein
third data records in the central region between the first
and second data records are transferred to the memory
from the central region.

5. The computer-implemented method of claim 4, further
comprising;

inputting the first data records to the tail region;

determining that a fill rate of the first data records to the tail

region 1s less than an empty rate of the third data records
from the head region; and

transterring the third data records from the memory to the

record queue.

6. The computer-implemented method of claim 1, further
comprising:

determining that the record 1n the record queue 1s blocked;

and

transierring the blocked record from the record queue to a

first output bypass queue.

7. The computer-implemented method of claim 6, wherein
determining that the record in the record queue 1s blocked
includes determiming that a destination electronic device has
isuificient resources to recerve and process the data.

8. The computer-implemented method of claim 7, further
comprising:

generating a bypass status indicating that the record 1s at

the first output bypass queue.

9. The computer-implemented method of claim 8, turther
comprising;

determining that the destination electronic device has sui-

ficient resources to receive and process the data;
clearing the bypass status;

prepending the first output bypass queue to the record

queue; and

outputting one or more records from the first output bypass

queue.

10. The computer-implemented method of claim 1,
wherein the record queue 1s in communication with at least
one of an input port and an output port of the aggregation
device.

11. The computer-implemented method of claim 1,
wherein the record queue 1s linked with one or more other
record queues for exchanging records with the other record
queues.

12. A computer-implemented method for transmitting data
at an aggregation device, comprising;:

recerving data from an electronic device in communication

with the aggregation device;

generating a record of the received data;

placing a record of the recerved data 1n a record queue;

responsive to the record queue 1s blocked transierring the

blocked record from the record queue to an output
bypass queue; and

generating a bypass status at a bitmap indicating that the

record 1s at the output bypass queue.

13. The computer-implemented method of claim 12, fur-
ther comprising determining that the record in the record
queue 1s blocked, including determining that a destination
clectronic device has insufficient resources to receive and
process the data.

14. The computer-implemented method of claim 12,
wherein the record includes metadata indicating at least one
of an origin of the data, a current location of the data at the
interconnect device, and a destination of the data.

15. The computer-implemented method of claim 12, fur-
ther comprising:
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determining that the destination electronic device has sui-
ficient resources to receive and process the data;

clearing the bitmap; and

prepending the output bypass queue to the record queue;
and

outputting one or more records from the output bypass
queue.

16. The computer-implemented method of claim 12, fur-

ther comprising:

determining that a record at a head of the output bypass
queue 1s blocked; and

transferring the blocked record from the output bypass
queue to another output bypass queue.

17. The computer-implemented method of claim 16, fur-

ther comprising;:

generating a bypass status at a bitmap indicating that the
record 1s at the other output bypass queue;

determining that the destination electronic device has sui-
ficient resources to receive and process the data;

determining that the output bypass queue 1s devoid of
records clearing the bitmap;

prepending the other output bypass queue to the record
queue; and

outputting one or more records from the other output
bypass queue.

18. The computer-implemented method of claim 16, fur-

ther comprising;:

constructing and arranging the record queue to include a
head region, a tail region, and a central region between
the head region and the tail region, wherein first data
records are input to the tail region, wherein second data
records are output from the head region, and wherein
third data records 1n the central region between the first
and second data records are transferred to the memory
from the central region.

19. The computer-implemented method of claim 18, fur-

ther comprising:

inputting the first data records to the tail region;

determining that a fill rate of the first data records to the tail
region 1s less than an empty rate of the third data records
from the head region; and

transferring the third data records from the memory to the
record queue.

20. An aggregation device that interconnects at least two

server nodes, comprising:

a record queue to temporarily stores a plurality of records
generated from data recerved at the aggregation device
from a source server node of the at least two server nodes
prior to an output of the data to a destination server node
of the at least two server nodes; and

at least one output bypass queue that temporarily stores
records that are blocked from output to the destination
server node,

wherein the aggregation device divides the record queue to
include a head region, a tail region, and a central region
between the head region and the tail region, wherein first
data records are input to the tail region, wherein second
data records are output from the head region, and
wherein third data records in the central region between
the first and second data records are transferred to the
memory from the central region in response to the
threshold detection module determining that the record
in the record queue 1s at or higher than the first threshold,
wherein the threshold detection module determines that
a 111l rate of the first data records to the tail region 1s less
than an empty rate of the third data records from the head
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region, and wherein the third data records are transferred
from the memory to the record queue.
21. The aggregation device of claim 20, further compris-
ng:
a switch fabric;
a plurality of input ports at the input of the switch fabric;

a plurality of output ports at the output of the switch fabric;

and

a record generator that generates a record of a unit of data

received at an input port of the plurality of mput ports.

22. The aggregation device of claim 21, further comprising,
a threshold detection module that determines when a record
in the record queue is at or higher than a first threshold or 1s at
or lower than a second threshold, wherein records are
removed from the record queue 1n response to the threshold
detection module determining that a number of records in the
record queue 1s at or higher than the first threshold, and
wherein the records are returned to the record queue in
response to the threshold detection module determining that a
number of records 1n the record queue 1s at or lower than the
second threshold.

23. The aggregation device of claim 22, wherein the aggre-
gation device divides the record queue into two sub-queues
that operate independently of each other, each sub-queue
having an input and an output, the first sub-queue including
an 1ndicator of the first threshold, the second sub-queue
including an 1ndicator of the second threshold.

24. The aggregation device of claim 20, further comprising,
a bitmap management module that maintains a bitmap com-
prising a status bit for each record, the status bit establishing
whether a record 1s at the at least one output bypass queue.

25. The aggregation device of claim 24, wherein the bitmap
management module clears the bitmap 1n response to deter-
mining that the destination server node has resources to pro-
cess the data.

26. The aggregation device of claim 235, wherein the at least
one output bypass queue includes a first output bypass queue
and a second output bypass queue, and wherein a record 1s
transterred from the first output bypass queue to the second
output bypass queue 1n response to a determination that the
record 1s blocked.

277. The aggregation device of claim 26, wherein the bitmap
management module generates a status bit indicating that the
record 1s 1n the second output bypass queue.

28. The aggregation device of claim 27, wherein the aggre-
gation device prepends the second output bypass queue to the
record queue and clears the bitmap in response to a determi-
nation that the destination server node has resources to pro-
cess data related to the record 1n the second output bypass
queue and that the first output bypass queue 1s devoid of
records.

29. A computer-implemented method for transmitting data
at an aggregation device, comprising:

recewving, at the aggregation device, data from an elec-

tronic device;

placing a record of the recerved data 1n a record queue;

responsive to the record queue 1s at or higher than a first

threshold, outputting a plurality of other records from
locations 1n the record queue to a memory whereby a
number of available locations at the record queue 1s
increased:

constructing and arranging the record queue to include a

head region, a tail region, and a central region between
the head region and the tail region, wherein {first data
records are input to the tail region, wherein second data
records are output from the head region, and wherein
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third data records in the central region between the first
and second data records are transferred to the memory
from the central region;

inputting the first data records to the tail region;

determining that a {ill rate of the first data records to the tail
region 1s less than an empty rate of the third data records
from the head region; and

transferring the third data records from the memory to the
record queue.

30. A computer-implemented method for transmitting data

at an aggregation device, comprising:

receiving, at the aggregation device, data from an elec-
tronic device;

placing a record of the received data 1n a record queue;

responsive to the record queue 1s at or higher than a first
threshold, outputting a plurality of other records from
locations 1n the record queue to a memory whereby a
number of available locations at the record queue 1s
increased:;

determining that the record in the record queue 1s blocked,
wherein determining that the record in the record queue
1s blocked includes determining that a destination elec-
tronic device has isuilicient resources to recerve and
process the data;

transterring the blocked record from the record queue to a
first output bypass queue; and

generating a bypass status indicating that the record 1s at
the first output bypass queue.

31. A computer-implemented method for transmitting data

at an aggregation device, comprising:

receiving data from an electronic device 1n communication
with the aggregation device;

generating a record of the received data;

placing a record of the recerved data 1n a record queue;

responsive to the record queue 1s blocked transferring the
blocked record from the record queue to an output
bypass queue;

determining that a record at a head of the output bypass
queue 1s blocked;

transferring the blocked record from the output bypass
queue to another output bypass queue;

generating a bypass status at a bitmap indicating that the
record 1s at the other output bypass queue;

determining that the destination electronic device has sui-
ficient resources to receive and process the data;
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determiming that the output bypass queue 1s devoid of
records clearing the bitmap;

prepending the other output bypass queue to the record
queue; and

outputting one or more records from the other output
bypass queue.

32. A computer-implemented method for transmitting data

at an aggregation device, comprising:

recerving data from an electronic device in communication
with the aggregation device;

generating a record of the received data;

placing a record of the recerved data 1n a record queue;

responsive to the record queue 1s blocked transierring the
blocked record from the record queue to an output
bypass queue;

constructing and arranging the record queue to include a
head region, a tail region, and a central region between
the head region and the tail region, wherein first data
records are input to the tail region, wherein second data
records are output from the head region, and wherein
third data records 1n the central region between the first
and second data records are transferred to the memory
from the central region;

inputting the first data records to the tail region;

determining that a fill rate of the first data records to the tail
region 1s less than an empty rate of the third data records
from the head region; and

transterring the third data records from the memory to the
record queue.

33. An aggregation device that interconnects at least two

server nodes, comprising;:

a record queue to temporarily stores a plurality of records
generated from data recerved at the aggregation device
from a source server node of the at least two server nodes
prior to an output of the data to a destination server node
of the at least two server nodes;

at least one output bypass queue that temporarily stores
records that are blocked from output to the destination
server node, and

a bitmap management module that maintains a bitmap
comprising a status bit for each record, the status bit
establishing whether a record 1s at the at least one output
bypass queue.
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