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tion retrieval system that uses a cell phone as the mput and
output device. The invention 1s not limited to gender and such
secondary information can include, for example, any of infor-
mation concermng the speaker’s age, socioeconomic status,
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METHOD AND APPARATUS FOR
AUTOMATICALLY DETERMINING
SPEAKER CHARACTERISTICS FOR
SPEECH-DIRECTED ADVERTISING OR
OTHER ENHANCEMENT OF
SPEECH-CONTROLLED DEVICES OR
SERVICES

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a Continuation-in-Part of U.S. patent
application Ser. No. 10/699,543, filed Oct. 30, 2003 now U.S.
Pat. No. 7,519,534, which claims priority to U.S. provisional
patent application Ser. No. 60/422,561, filed Oct. 31, 2002,

cach of which 1s incorporated herein in its entirety by this
reference thereto.

BACKGROUND OF THE INVENTION

1. Technical Field

The mvention relates to speech recognition. More particu-
larly, the mvention relates to a method and apparatus for
automatically determining speaker characteristics {for
speech-directed advertising or other enhancement of speech-
controlled devices or services.

2. Description of the Prior Art

While speech recognition and control of various systems
and devices 1s progressing, such technology 1s still quite
primitive. For example, the output of a speech recognition
system, comprising recognized text and/or meaning, oiten
provides no isight into context or personal qualities or char-
acteristics of the speaker. It would be advantageous to make

use of speaker characteristics, as well as recognized text
and/or meaning, 1 processing user utterances.

SUMMARY OF THE INVENTION

The mvention relates to computer systems or electronic
devices that process human speech, as a means of controlling
or otherwise interacting with those systems or devices. (How-
ever, spoken commands need not be the sole mode of input to
such systems or devices. It 1s not unusual for such systems to
accept other forms of mnput, such as typing on a keyboard,
using an e¢lectronic pointing device or mouse, or pressing
buttons, when the physical apparatus allows such operations. )

Typical device examples include a mobile telephone (also
known as a cell phone), a personal digital assistant (PDA), a
portable music player, or a voice-enabled television remote
control. Typical system examples comprise a voice-enabled
website, a telephone-based interactive voice response system
(IVR), or some other automatic source of information, assis-
tance, or vehicle for commerce.

In such devices and systems, human speech 1s used as a
means of specitying a needed input, such as the name of a city
or airport (viz, “Denver International™), or a desired action
(“purchase ticket™). The recognized text that corresponds to
the spoken utterance (thus, the nominal output of the speech
recognition system), and its associated meaning or interpre-
tation, 1s referred to herein as the primary information con-
veyed by the utterance.

However, 1n addition to conveying such primary informa-
tion, human speech may also convey information concerning,
the speaker’s gender, age, socioeconomic status, accent, lan-
guage spoken, emotional state, or other personal characteris-
tics. This 1s referred to herein as secondary information.

10

15

20

25

30

35

40

45

50

55

60

65

2

While not entirely reliable, there exist automatic means to
deduce these characteristics, with varying degrees of success,
from a speech sample.

The invention concerns both the means of automatic dis-
covery and use of such secondary information to direct other
aspects ol the behavior of the controlled system. For example,
one embodiment of the imvention comprises an 1mproved
method to determine, with high reliability, the gender of an
adult speaker. A further embodiment of the mvention com-
prises the use of this information to display a gender-appro-
priate advertisement to the user of, say, an i1nformation
retrieval system that uses a cell phone as the input and output
device. The mvention 1s not limited to gender and such sec-
ondary information can include, for example, any of infor-
mation concerming the speaker’s age, socioeconomic status,
accent, language spoken, emotional state, or other personal
characteristics.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block schematic diagram of a system architec-
ture showing an application mode according to the invention;

FIG. 2 1s a block schematic diagram of a system architec-
ture showing a learning mode according to the invention;

FIG. 3 1s a graph showing an adult spectral pdf p , accord-
ing to the mvention; and

FI1G. 4 1s a graph showing a child spectral pdf, p~ according
to the invention.

DETAILED DESCRIPTION OF THE INVENTION

The mvention relates to computer systems or electronic
devices that process human speech, as a means of controlling
or otherwise interacting with those systems or devices. (How-
ever, 1t should be noted that spoken commands need not be the
sole mode of input to such systems or devices. It 1s not
unusual for such systems to accept other forms of input, such
as typing on a keyboard, using an electronic pointing device
Oor mouse, or pressing buttons, when the physical apparatus
allows such operations.)

Typical device examples include a mobile telephone (also
known as a cell phone), a personal digital assistant (PDA), a
portable music player, or a voice-enabled television remote
control. Typical system examples comprise a voice-enabled
website, a telephone-based interactive voice response system
(IVR), or some other automatic source of information, assis-
tance, or vehicle for commerce.

In such devices and systems, human speech 1s used as a
means ol specifying a needed iput, such as the name of a city
or airport (viz, “Denver International”), or a desired action
(“purchase ticket™). Text that corresponds to the spoken utter-
ance, and 1ts associated meaning or interpretation, 1s referred
to herein as the primary information conveyed by the utter-
ance.

However, 1n addition to conveying such primary informa-
tion, human speech may also convey information concerning
the speaker’s gender, age, socioeconomic status, accent, lan-
guage spoken, emotional state, or other personal characteris-
tics. This 1s referred to herein as secondary information.
While not entirely reliable, there exist automatic means to
deduce these characteristics, with varying degrees of success,
from a speech sample.

The invention concerns both the means of automatic dis-
covery and use of such secondary information to direct other
aspects of the behavior of the controlled system. For example,
one embodiment of the mvention comprises an improved
method to determine, with high reliability, the gender of an
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adult speaker. A further embodiment of the invention com-
prises the use of this information to display a gender-appro-
priate advertisement to the user of, say, an information
retrieval system that uses a cell phone as the input and output
device. The invention 1s not limited to gender and such sec-
ondary information can include, for example, any of infor-
mation concerning the speaker’s age, socioeconomic status,
accent, language spoken, emotional state, or other personal
characteristics.

General System Architecture

FIG. 1 1s a block schematic diagram of a system architec-
ture showing an application mode according to the mnvention.
In FIG. 1, an input or data capture device, such as a speech
input device 14 or a non-speech mput device 12 1s shown. In
the presently preferred embodiment of the invention, the
input device must iclude audio, but may also include other
input means, such as a mouse, buttons, etc. I the mput 1s
non-speech input, such as button, mouse, etc. user actions 13,
then such input 1s provided to a controlled system 19 (dis-
cussed 1in greater detail below). ITthe input1s speech input, 1.¢.
user speech 16, then the speech information is first presented
to a module 15 that performs audio digitization and/or pre-
processing. The output of the audio digitization and/or pre-
processing module 15 1s provided to both a primary informa-
tion extraction module 18 and a secondary information
extraction module 22 (both of which are discussed in greater
detail below).

The system also includes an output or data rendering
device 10, which may comprise, for example, a telephone
handset display, a television set, or an audio output only
device.

The primary mformation extraction module 18 typically
comprises an automatic speech recognition system module
(ASR), and may optionally include a meaning extraction/
semantic analysis/natural language understanding (NLU)
module. The primary information extraction module may
also contribute to 20, or make use of 21, secondary informa-
tion. For example, the primary information extraction module
may be used to identily the language that 1s being spoken. The
ASR system may also be used to identity the gender of the
speaker (by a means other than the procedure discussed
below).

The secondary information extraction module 22 1s
denoted herein as the automatic speech characteristics mod-
ule (ASC). The ASC module estimates or extracts explicit or
implicit indicators of interest 23, such as, for example, gen-
der, age, phone rate (speech rate), and power spectral density
estimates. Such secondary information may be either cat-
egorical or continuous, may include merely presumed or pos-
sible informants of desired personal characteristics, and may
also contribute to, or make use of, primary information. For
example, the ASC may advise the ASR system that it 1s better
to decode the speech using male-specific or female-specific
acoustic models.

Those skilled in the art will appreciate that both the ASR
and ASC may be used to extract other information, and may
be arranged to pass additional information there between.

The controlled system 19 makes use of the primary and
secondary information extracted, respectively, by the ASR
and ASC, to produce a system action or response 17 as a
system output 10. For example, the controlled system may
use such information to perform searches, vend products or
services to customer, and/or report independent sources of
customer information. For example, 1f customer has enrolled
in some subscriber aifinity program, such as a frequent-flyer
or frequent-traveler program, then an independent source of
socioeconomic data, such as annual household income, may
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4

be available. The controlled system may also be used to
generate reports of final behavior or the activity of users for
later analysis. In keeping with the preferred embodiment of
the invention, there 1s an explicit lack of commitment regard-
ing where processing takes place. For example, all such pro-
cessing can occur in a data capture terminal, such as a mobile
phone handset, remote control, etc., in a remote system, such
as a central IVR system, etc., or such processing can be
distributed between or among several distinct functional
units.

Modes of Operation

Learning Mode

FIG. 2 1s a block schematic diagram of a system architec-
ture showing a learning mode according to the invention. The
learning mode provides for system learning based around the
notion of a session. That 1s, learning results from a series of
queries or interactions, mcluding at least some conducted by
speech, followed by user behavior, e.g. the purchase of a
plane or train ticket, download of a ring tone, start of video-
on-demand playback, eftc.

For purposes of the discussion herein, secondary informa-
tion 1s notated S1, S2, S3, . . . ; and behavioral aspects or
independent user characteristics aspects are notated Bl,
B2, . ... The system comprises a learning module 30 that
records both secondary information and user behavior 31,
yielding a large collection of examples, which are denoted E.
The learming module analyzes this information to determine
economically valuable relationships between speech and
behavior, and/or speech and speaker’s personal characteris-
tics, e.g. discovering speech characteristics that indicate high
propensity to purchase, or high socioeconomic status.

In the presently preferred embodiment of the invention,
typical (although not exclusive) means of analysis comprise:

Multivariate correlation analysis and linear regression, as

described 1n ntroduction to Mathematical Statistics,
Fifth Edition, by Paul G. Hoel, John Wiley and Sons
publishers, © 1984, ISBN 0-471-89045-6;

Mutual information statistics, as described 1in Elements of
Information Theory, by Thomas M. Cover and Joy A.
Thomas, John Wiley and Sons publishers, © 1991, ISBN
0-471-06259-6;

Clustering and decision trees, as described in Data Mining:
Practical Machine Learning Tools and Technigues, Sec-
ond Edition, by Ian H. Witten and Eibe Frank, Morgan
Kauiiman publishers, © 2005, ISBN 0-12-088407-0;
and

Perceptrons, neural networks, support vector machines,
and linear classifiers, as described in The Elements of
Statistical Learning,by'l. Hastie, R. Tibshirani and J. H.
Friedman, Springer publishers © 2001, ISBN 0-387-
05284-3.

In accordance with the presently preferred embodiment of
the invention, typical examples of known methods for extract-
ing secondary information comprise:

Automatic Estimation of Speaker Age using CART, Sus-

anne Schotz,

Age-related acoustic changes in voiceless English frica-
tives, R. A. Fox and S. Nissen, Proceedings from the
Meikar Linguistics and Phonetics Conference, Meikai
University, Japan; and

Acoustic and spectral characteristics of young children’s
fricative productions: A developmental perspective,
Shawn L. Nissen, Robert Allen Fox, The Journal of the
Acoustical Society of America—October 2005—Vol-
ume 1138, Issue 4, pp. 2570-2578.
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Application Mode

Application mode uses secondary information, and possi-
bly (but not necessarily) also the results of the learning mode,
to guide or vary behavior of a controlled system. For instance,
the application mode can use secondary information to give
advertisers access only to female or male users. The applica-
tion mode can also use secondary information to give adver-
tisers access to those whose speech shows a high propensity
to purchase. Further, the application mode may use secondary
information such that the learning module may simulta-
neously continue learning. Thus, the system continues to
perform previously described learming functions while 1n the
application mode.

Improved Means of Gender Classification

Typical techniques for gender classification in connection
with the invention mvolve computing pitch on voiced speech
by autocorrelation methods, then comparing pitch with a
threshold to decide 11 1t 1s male or female.

A summary of basic techniques for pitch estimation can be
found in Rabiner, L. R., M. J. Cheng, A. E. Rosenberg, and C.
A. McGonegal, 4 comparative performance study of several
pitch detection algorithms, IEEE Transactions on Acoustics,
Speech and Signal Processing, 24, 1976, pp. 399-417.

A summary of the method used to estimate pitch 1s as
follows:

1. The utterance (utt) 1s processed as a sequence of frames.
Each frame typically consists of 205 samples. Succes-

stve frames typically overlap. Typically, each successive

frame contains 10 ms of new speech data. At an 8 kHz
sampling rate, this corresponds to 80 new samples.

2. The autocorrelation algorithm 1s used to extract a pitch
estimate for every frame 1n the utterance. This 15 a time
domain algorithm that produces an estimate for the pitch
period. Because we are working with raw signals
sampled at 8 kHz, the natural resolution for the pitch
period estimates 1s one sampling period, or 4ooo sec.
Pitch frequency (F,) 1s equal to 1/(pitch period). We can
only obtain F, estimates lying at the points 8000/m Hz,
where m 1s some 1nteger=pitch period in # samples.

3. To obtain an estimate for the utt’s pitch frequency (F,),
we histogram the F, values for the frames in the utt, and
select the greatest peak, or the mode of the histogram.
We have used constant-width bins 1n the histogram, each
being 20 Hz wide. The utt’s F, estimate 1s taken as the
center-frequency of the mode bin. So, by this procedure,
we measure the utt’s F, with a resolution equal to the
histogram bin widths, or 20 Hz.

4. Only voiced frames have an F, estimate. Unvoiced or
sitlence frames do not have any pitch associated with
them. So all unvoiced/silence frames are excluded from
the histogram, and therefore from the computation of the
utt’s F, estimate.

It 1s possible to substitute an FFT-based algorithm for the
time-domain autocorrelation algorithm described above. This
yields improved computational efficiency. A brief summary
of the FFT-based algorithm 1s as follows:

1. Perform center-clipping on each signal frame (frame

length=205 samples).

2. For a typical FFT size of 256 samples, keep half the
FFT-s1ze, 1.e. 128 samples, of the center-clipped frame,
and zero out the second hallf.

The reason for this step 1s as follows: Taking the squared
magnitude of the spectrum of a signal frame 1s equiva-
lent to taking a circular auto-correlation of that frame
in the time domain. The pitch extraction algorithm
needs a plain, linear auto-correlation. It can be shown
casily that circular autocorrelation done on a frame
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butfer that 1s half or less full contains exactly the
linear autocorrelation function of the frame 1n it. So

we obtain the linear autocorrelation for the frames via

the FF'T approach by keeping only the first half of the
FFT-s1ze butifer tull before the transform.

3. Take the forward Fast Fourier Transform.
4. Compute squared magnitude of the Fourier Transform.

5. Take the mverse FF'T of the squared magnitude spec-
trum—this 1s the frame autocorrelation.

6. Search for the highest peak in the autocorrelation.
Decide 11 the frame 1s voiced by comparing the peak
amplitude with all samples of lags from 15 samples,
corresponding to a pitch of 533 Hz, to 128 samples
(pitch of 62.5 Hz) for a point exceeding 1n 1ts value a
voicing threshold of 0.32*(autocorrelation at 0 lag). I
such a point 1s found, the frame 1s designated voiced.
Otherwise 1t 1s designated unvoiced, and that frame 1s
1gnored.

7. If voiced, find the pitch for the frame from the peak’s
position. Incorporate the pitch 1n the histogram.

8. Determine the pitch for the entire utt by employing the
histogram method, as described earlier.

With the pitch estimate in-hand, the typical method for
gender classification 1s as follows: speech with pitch below
threshold classified as male, that with pitch above threshold 1s
classified as female. The best threshold on test corpus was 140
Hz, yielding accuracy of 91.7%.

The improved method 1s based upon the following obser-
vation: the first formant, speech cavity resonance, in male
speech may be falsely i1dentified as the pitch. Because this
frequency typically lies above the threshold just mentioned,
in such cases male speakers are erroneously identified as
females.

To compensate for this problem, the new decision criterion
1s as follows: speech with a pitch below 155 Hz or above 285
Hz classified as male, otherwise classified as female. This
yields an accuracy of 93.5%, which 1s a more than 20%
reduction in the error rate.

Means of Age Classification

In this section we describe a method for discriminating
between adults and children, by spoken utterances. The tech-
nique developed here classifies the speaker with an accuracy

of about 60%.

The basic method 1s to analyze a given utterance on a
frame-by-frame basis, akin to the gender determination
method described above. Also as above, each frame of speech
1s classified as voiced (V), unvoiced (U), or silence (S), with
unvoiced and silence frames discarded. The method assumes
the existence of two probability distribution functions (pdis)
of the distribution of spectral peaks, one for adults, one for
children, denoted p , and p ~. We also refer to these as the adult
spectral pdf and the child spectral pdi, respectively. A discus-
s1on ol how to construct these pdifs appears at the end of this
section.

Let us assume then that the utterance in question has
already been divided up into frames, and that unvoiced and
silence frames have been discarded. Let 1, . . ., I, constitute
the sequence of frames. For each frame, compute 1ts Ham-
ming-windowed FFT, and then compute the squared magni-
tude of each FFT coellicient. Find the index of the maximum
of these within the FFT. This 1s the spectral peak. Let z, denote
the spectral peak of frame {..
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From the sequence of spectral peak indices, compute the
two quantities

IDgPHI‘I‘E'FﬂHE:E (Eldlllt) — (1)

l08Puerance (hild) = > logpc(z), (2)

1=i=N

Next, from these two values, compute their difference

A=log P ierance(child)=10g P 1eranc(adult). (3)

Finally, compare this quantity with an experimentally
determined threshold to classity the utterance: child if the
quantity A exceeds this threshold, adult 1f it does not. Experi-
ments have shown that the value 4.4 gives correct classifica-
tion about 60% of the time.

To develop the required adult spectral pdf and child spec-
tral pdf, p, and p., 1t sullices to process a large corpus of
utterances, with each utterance labeled as adult or child as the
case may be. By computing the spectral peak of each voiced
frame of all adult utterances, and histogramming these values,
we may determine an empirical estimate of the pdf p ,. Pro-
ceeding likewise with the child utterances, we obtain p .. The
p , and p . used in the development of this invention are exhib-
ited as FIGS. 3 and 4, respectively.

Although the invention 1s described herein with reference
to the preferred embodiment, one skilled 1n the art will readily
appreciate that other applications may be substituted for those
set forth herein without departing from the spirit and scope of
the present invention. Accordingly, the invention should only
be limited by the Claims included below.

The mvention claimed 1s:

1. An apparatus for automatically determining desired
speaker characteristics, configured to operate in an applica-
tion mode or a learning mode or 1n both an application mode
and a learming mode, comprising:

a speech input device comprising a mobile device having
an put and output, wherein said input comprises a
means for recerving speech mputs in the form of one or
more utterances and for recewving non-speech inputs,
wherein said mobile device 1s configured for transmit-
ting and receiving data over a network;

a primary information extraction module for recerving one
or more utterances from said speech input device, said
primary information extraction module comprising an
automatic speech recognition module for collecting pri-
mary information in the form of: transcribed text, sym-
bolic representation of associated meaning, or a combi-

nation of transcribed text and symbolic representation of

associated meaning;

a secondary information extraction module for recerving
utterances from said speech input device, said secondary
information extraction module comprising an automatic
speech characteristics module that estimates or extracts
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secondary information comprising explicit or implicit
speech 1ndicators of interest, corresponding to desired
speaker characteristics; and

a controlled system for using primary and secondary infor-
mation extracted by said automatic speech recognition
system module and said automatic speech characteris-
tics module to produce a system action or response as a
system output;

a learning module configured to record both secondary
information and user behavior, said learning module
configured to analyze said information to determine any
of economically valuable relationships between speech
and behavior, and economically valuable relationships
between speech and speaker’s personal characteristics,
wherein said economically valuable relationships 1ndi-
cate any of a high propensity to purchase and a high
socloeconomic status;

said learning module analyzing either said secondary
information and user behavior or said secondary infor-
mation and speaker personal characteristics, for the dis-
covery of relations between said secondary information
and user behavior or said secondary information and
speaker personal characteristics, by application of any
of:

multivariate correlation analysis and linear regression;

mutual information statistics;

clustering and decision trees; and

perceptrons, neural networks, support vector machines,
and linear classifiers;

wherein, during said application mode, said controlled sys-
tem presents one or more advertisements to said user in
addition to producing said system action, wherein the
content of said advertisement i1s based on factors
selected from among a group of factors consisting of:
primary information;
secondary information; and
a combination of primary mnformation and secondary

information;

wherein, during said learning mode, learning results from
a series of queries or interactions, including at least some
conducted by speech, followed by user behavior.

2. The apparatus of claim 1, said secondary information

comprising at least one of:

gender, age, socioeconomic status, accent, language spo-
ken, emotional state, propensity to execute a purchase,
phone rate (speech rate), or power spectral density esti-
mates.

3. The apparatus of claim 1, said primary information

extraction module further comprising:

a means for natural language understanding of said pri-
mary information.

4. The apparatus of claim 1, further comprising:

a non-speech mnput that 1s provided to said controlled sys-
tem.
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