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1

METHOD AND APPARATUS FOR
IMPROVING TRANSMISSION OF DATA ON A
BANDWIDTH EXPANDED CHANNEL

The present disclosure relates generally to data transmis-
s10n on a communication network and, more particularly, to a
method and apparatus for improving data transmission on a
bandwidth mismatched channel in a network, e.g., a wireless
network.

BACKGROUND

Digital coding schemes based on source-channel separa-
tion principle are sensitive to channel condition. If the chan-
nel condition 1s worse than what a code 1s designed for, the
decoder fails to completely decode a code that has traversed
the channel. On the other hand, 1f the channel condition 1s
better than what the code 1s designed for, the code fails to
provide any performance improvement. Thus, the digital cod-
ing scheme suifers from a threshold effect.

One approach 1s to design the coding scheme to achieve an
optimal performance for a given channel condition. However,
the resulting code offers performance improvement either
when the channel condition 1s worse or when the channel
condition 1s better, but not both.

SUMMARY

In one embodiment, the present disclosure provides a
method and an apparatus for providing transmission of data
on a channel 1n a network, e.g., a wireless network. For
example, the method determines a ratio of a number of chan-
nel uses of the channel to a number of source samples, divides
a channel bandwidth into a plurality of subbands of equal
bandwidth 1n accordance with the ratio, receives a source
sample block, determines a channel mput for each of the
plurality of subbands from the source sample block 1n accor-
dance with a hybrid coding scheme, and transmits, for each of
the plurality of subbands, the channel input that 1s determined
over the network.

BRIEF DESCRIPTION OF THE DRAWINGS

The teaching of the present disclosure can be readily under-
stood by considering the following detailed description 1n
conjunction with the accompanying drawings, in which:

FI1G. 1 illustrates an exemplary transmission system related
to the present disclosure;

FIG. 2 1llustrates a flow chart of a method for providing
transmission of data on a channel 1n a network, wherein a ratio
ol a number of channel uses of the channel to a number of
sources samples 1s an integer value greater than one;

FIG. 3 illustrates a flowchart of a method for determining,
of a channel mput for each of a plurality of subbands 1n
accordance with a hybrid coding scheme; and

FI1G. 4 1llustrates a high level block diagram of a general
purpose computer suitable for use in performing the functions
described herein.

To facilitate understanding, identical reference numerals
have been used, where possible, to designate identical ele-
ments that are common to the figures.

DETAILED DESCRIPTION

The present disclosure broadly describes a method and
apparatus for improving the transmission of data on a band-
width mismatched channel 1n a network, e.g., a wireless net-
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2

work and the like. Although the teachings of the present
disclosure are discussed below i1n the context of wireless

networks, the teaching 1s not so limited. Namely, the teach-

ings of the present disclosure can be applied for other types of
networks, wire-based networks, etc.

Digital communication systems have been widely
deployed in modern communication networks. However,
these digital communications systems are based on Shan-
non’s source-channel separation principle. Digital coding
schemes based on source-channel separation principle are
sensitive to channel conditions. For example, a code may be
designed for a specific channel condition. However, 1i the
channel condition 1s worse than what the code 1s designed for,
the decoder may fail to completely decode a code that has
traversed the channel. In another scenario, if the channel
condition 1s better than what the code 1s designed for, the code
may fail to provide any performance improvement. Thus, the
digital coding scheme based on source-channel separation
principle sullers from a threshold etfect.

In one embodiment, the present disclosure provides a
hybrid analog and digital coding scheme that 1s capable of
improving decoding performance when the channel condi-
tion 1s worse and when the channel condition 1s better, simul-
taneously. The hybrid analog and digital coding scheme 1s
also referred to as a hybrid coding scheme. Namely, the
coding scheme of the present disclosure 1s able to achieve a
performance improvement for both the better and the worse
channel conditions, while keeping the performance optimal
for a given target channel condition.

FIG. 1 1llustrates an exemplary transmission system 100
related to the present disclosure. The transmission system 100
comprises a source 101 (broadly a data source), an encoder
103, a transmission channel 105, a decoder 107, and a sink
109 (broadly a data destination). The transmission channel
105 traversed the network 110. The network 110 comprises a
wireless network. It should be noted that each of the modules
discussed above in the transmission system 100 may be
implemented in one or more hardware devices, e.g., one or
more hardware computing devices having one or more pro-
cessors and the like.

In one embodiment, the source 101 transmits samples (e.g.,
broadly data samples) to the encoder 103. The encoder 103
performs the coding, 1.e., applying a coding to the recerved
samples. The resulting (encoded) output of the encoder 1s
then transmitted to the decoder 107 via the transmission chan-
nel 105. The decoder 107 performs reconstruction of the
source samples and forwards the decoded samples to the sink
109. It should be noted that the transmission system 100 may
comprise many other network elements (not shown), e.g.,
transmitters, receivers, base stations, routers, switches, gate-
ways, and the like.

The problem of providing transmission of data on a band-
width mismatched channel may be formulated as a lossy
source broadcast problem with two users. In one embodi-
ment, the source and the additive noise of the channel are both
(Gaussian. The measure used to evaluate the performance of a
code 1s the reconstruction mean squared error. In order to
more clearly illustrate the problem, the source and channel
conditions are mathematically defined as follows:

First, the source 1s a memoryless zero-mean (Gaussian
source with unit variance S~ N (0,1). Similarly, the channel
1s a memoryless channel given by: Y=X+N , wherein X 1s the
channel 1nput subject to an average power constraint P, and
N ~ X (0, N) 1s amemoryless additive Gaussian noise. Then,
the transmission signal to noise ratio (P/N) 1s denoted by

SNR.
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In order to clearly 1llustrate the teachings of the current
disclosure, the concept of channel use 1s introduced. Channel
use refers to a channel’s ability to transmit a sample. For
example, 11 there are ten source samples generated per second
and there are thirty channel uses per second, then there are
three channel uses available for transmitting each source
sample. IT one channel use 1s available per source sample, the
source bandwidth and the channel bandwidth are said to be
matched. If the source bandwidth and the channel bandwidth
are matched, a linear scaling of the source sample provides an
optimal performance.

However, when the source bandwidth and the channel
bandwidth are not matched, there are no known methods that
provide a complete characterization for both worse and better
channel conditions, simultaneously. The present disclosure
provides a hybrid coding scheme for transmitting on a band-
width mismatched channel that provides performance
improvement for both worse and better channel conditions.

First consider two other receivers—a recerver with a worse
channel condition and another receiver with a better channel
condition. The recetver with a worse channel condition has a
transmission signal to noise ratio of SNR™ and the receiver
with a better channel condition has a transmission signal to
noise ratio of SNR™. Hence, SNR"=SNR and SNR™<SNR.
The channel output for the channel with the worse channel
condition 1s denoted by Y™. The channel output for the chan-
nel with the better channel condition 1s denoted by Y.

For example, 1f there are three users and the users are
designated as a good user, a median user and a bad user, the
respective transmission signal to noise ratios for the three
users may be designated by SNR™, SNR, and SNR™, respec-
tively.

The bandwidth of the source (source bandwidth) and the
bandwidth of the channel (channel bandwidth) may not be
matched. For example, for each m source samples, a total of
n channel uses may be available. The ratio of the number of

channel uses to the number of source samples 1s referred to as

a bandwidth expansion factor. The bandwidth expansion fac-
tor 1s defined as:

b2

it
- .

If b<1, the bandwidth 1s said to be compressed. If b>1, the
bandwidth 1s said to be expanded. If b=1, the bandwidth 1s
said to be matched.

Using Shannon’s source channel separation theorem,
while 1gnoring all other receivers, the optimal distortion for a
receiver with transmission signal to noise ratio of SNR 1s
given by:

fl
D*(SNR) = D(ac) = D(bO),

wherein D(R) 1s a Gaussian distortion rate function and C 1s a
Gaussian channel capacity per channel use. The Gaussian
channel capacity per channel use may also be referred to as

simply as a Gaussian channel capacity.
Then, substituting for the Gaussian distortion-rate function

and the Gaussian channel capacity, the optimal distortion
(described above) may be determined as follows: D*(SNR)=
exp(-b log(1+SNR))=(1+SNR)~?, wherein the natural loga-
rithm function (log) 1s used.
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For the case in which the bandwidth 1s expanded (1.e. b>1),
a method described by Reznic, Feder and Zamir may achieve
an 1mproved distortion behavior for either a recerver with
worse channel condition or better channel condition—but not
both.

For example, for the channel conditions SNR™, SNR and
SNR™, respectively, Reznic, Feder and Zamir may achieve
either a distortion triple (DT(SNR™), D*(SNR), D*(SNR)) or
a distortion triple (D'(SNR™), D*(SNR), DT(SNR*)), wherein

1
(1 + SNRY?1(1 + SNRH)’

DT (SNR™) =

DT (SNRT) = = —,
(1 + SNR™)

SNR™
(1 + SNRYL(1 + SNR™)

and D' (SNR™ ) =1 —

However, the Reznic, Feder and Zamir method does not
achieve 1improved distortion behavior for both worse and
better channel conditions, simultaneously. Note that DT has
greater performance gain over D* as compared to the perfor-

mance gain of D' over the D*. In order to achieve the
DY(SNR™) for the bad user, Reznic, Feder and Zamir cannot

provide any performance gain for the good user over the

performance of the median user. Stmilarly, in order to achieve
DT(SNR™) for the good user, Reznic, Feder and Zamir can
only achieve minimal distortion reduction for the bad user
over the median user.

For the case 1n which the bandwidth 1s compressed (1.e.
b<1), a method described by Prabhakaran may be used to
achieve an improved distortion behavior for either a recerver
with worse channel condition or a receiver with a better
channel condition—but not both.

For example, for the channel conditions SNR™, SNR and
SNR™, respectively, Prabhakaran may achieve either a distor-
tion triple (DT(SNR™), D*(SNR), D*(SNR)) or a distortion
triple (D'(SNR™), D*(SNR), D"(SNR ™)), wherein,

SNK

D' (SNR*) = (1 = b)D*(SNR) + b ,
(1 + SNRYPSNR* + SNR — SNR*

1 +SNR = (1 + SNR)!?
SNR(1 + SNR™)

D'(SNR ) =1—-bSNR™

_ _(1+SNRY -1
and D/(SNR™) = 1 — bSNR _
SNR(1 + SNR™)
but not both.
In both the Reznic, Feder and Zamir and the Prabhakaran

approaches (described above), D'(SNR™)=D(SNR™). A cod-
ing scheme used for the above bandwidth expansion and
bandwidth compression examples 1s a coding scheme
designed for sending a Gaussian source on a Gaussian chan-
nel, wherein the bandwidth 1s matched (1.e. b=1), and a side
information 1s available at the recerver but not at the trans-
mitter. The coding scheme 1s referred to as a hybrnid joint
source channel Wyner-Zi1v coding scheme. In order to use the
hybrid joint source channel Wyner-Z1v coding scheme, first
let S, represent the side information, Z represent a Gaussian
random variable independent of S, and S represent the
source. Then, S=S _+7. The coding scheme then operates as
follows:

First, a set of codewords may be generated by an encoder
according to a distribution U=X+kS, wherein X 1s a Gaussian
random variable independent of the source S. The objective of
the encoder 1s to find a codeword u™ such that the codeword 1s
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jointly typical with a source sequence S™. The encoder then
transmits u”'—kS™ on the channel. A decoder receives a chan-
nel output Y. A side information S " 1s available at the
receiver. The decoder uses Y™, S/ and jomt typicality for
decoding. When the rate of the codebook 1s chosen such that
I(U; S, Y)>»>R>I (U;S), then the codeword 1s correctly
decoded. The source estimate 1s formed using S ,, U, Y jointly.
In order to achieve an optimal performance for the channel
condition of SNR an appropriate value 1s chosen for K.

It 1s important to note that other coding schemes may be
used. For example, an encoder may use a distribution U=X+
o T+xS, wherein T 1s a channel state. The encoder may then
transmit the resulting X vector, u”-o’1”-kS™, on the chan-
nel. ITthe rate of the generated U codebook 1s chosen such that
I(U;Y)>R>I(U;T,S), the codeword 1s correctly decoded and
the source estimate 1s formed by using Y, U jointly.

The present disclosure provides a hybrid coding scheme
that achieves the distortion triple (DT(SNR™), D*(SNR),
DT(SNR™)) for the channel conditions SNR™, SNR and SNR*,
respectively, wherein the bandwidth of the channel 1s
expanded.

In one embodiment, the bandwidth expansion factor for the
channel has an integer value. For example, the bandwidth
expansion factor,

b2

Fl
T s
in

tor the channel 1s an integer such that b>1.
In one embodiment, the coding scheme of the present
disclosure 1s based on recursive quantization. When the band-

width expansion factor has an iteger value greater than one,
the method first breaks the channel bandwidth evenly 1nto b
portions, each portion having m channel uses. Each of the
resulting portions (having m channel uses) 1s referred to as a
subband of the channel. For example, 11 there are four source
samples and a total of twelve channel uses, b 1s then equal to
three. Then, the method breaks the channel bandwidth into
three subbands, with each of the three subbands having four
channel uses.

In one embodiment, the method then digitally quantizes the
source with a Gaussian codebook. The method then properly
scales the quantized source to satisly power constraints with
equality. The quantized source 1s scaled such that the scaled
version of the quantized source has a power level that matches
the power level of the channel. The method then uses the
resulting scaled and quantized source as the channel input for
the first subband.

In one embodiment, the method then proceeds to determine
the channel 1nput for the second subband. The channel input
for the second subband 1s based on the source quantization
noise from the coding performed for transmitting 1n the first
subband. Thus, the method determines the source quantiza-
tion noise for the first subband. For example, the method
determines the source quantization noise as the difference
between the source and the quantized source derived above
for the first subband. The method then digitally quantizes the
determined source quantization noise using a Gaussian code-
book. The method then scales the quantized version to use as
the channel input for the second subband.

The method recursively continues until the channel input
for the (b—1)-th subband 1s determined by quantizing and

appropriately scaling the quantization noise from the coding
performed for the (b-2)-th subband.
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6

For the last subband (b-th subband), the method directly
scales the quantization noise from the codeword of the (b-1)-

th subband and uses the scaled (uncoded) quantization noise
as an input for the last subband. The channel input for the last
subband 1s then derived without further quantization of the
quantization noise from the previous (1.e. (b—1)-th) subband.

In one embodiment, the quantization and channel coding
rate for each of the subbands 1, 2, ..., b-11s

1
R = slog(1 +SNR).

Noting that the Gaussian source 1s successively refinable, the
present method achieves optimal results for the median user

and also achieves DT(SNR™) for the good user.

In order to illustrate that DT(SNR™) is achieved for the bad
user, the D(SNR7) 1s dertved as follows. The channel quality
of SNR™ 1s not sufficient for the codewords of the bad user to
be decoded reliably. However, for each subband, the method
of the present disclosure 1s able to extract information to
estimate the source. As described above, each subband
encodes the quantization noise from the previous subband.

Denoting the quantization noises for the subbands 1,
2,...,b=1byS,,S,,...,5, , andtheir respective quantized
versions by S,,S,, ..., S, ;,then S=S,-S,+S,=5S,+5,=...=
> " éi,ﬁwherein S,=S. For convenience, the method also
defines S,=S,. Since Gaussian codebooks are used, the terms
S, S,, ..., S, are mutually independent. The Gaussian
sources are successively refinable. Hence, the vanance for
each S, is given by Var (S,)=(1+SNRY™', fori=1, 2, .. ., b,
wherein Var(.) 1s the variance of the random variable.

The 1-th subband encodes the 1-th quantization noise inde-
pendent of other noises and subbands. Thus, for the bad user,
the channel observation on the 1-th subband is S.. The estimate
of S, may then be formed as: S(SNR™)==._,” E (S, Sg.). h

Then, D(SNR)=E (S-S(SNR))*=>_,’E[S,- E (S,
IS)]?. Since a Gaussian codebook is used, the choice of the
channel coding rates gives:

N
(i3 Si) = 5log(1 +SNR) for i=1,2, ..., b-1.

Then, for the variances,

n SNR
Var(S;) = for

fori=1,2, ...
(1 + SNR)

, b—1.

Then, S. may be taken as a fictitious source that is trans-
mitted on a bandwidth matched system un-coded. Thus,

B SNR
1 +SNR™ (1 +SNRY(1 +SNR™Y’

tori=1,2,... ,b-1.

[E[SI —[E(:S‘;‘E |§1)]2 = VEII‘(EIJ

For the last subband, S,=S,, and

1 1
1+SNR™ (1 +SNRY L1 +SNR™Y

[E[S};. —[E(S}. | 3}.)]2 = Vaf(gb)
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Combining the above results,

b SNR “ 1

DBNR ) = ; (1 +SNR)"(1+SNR‘)H ¥ (1 + SNRY (1 + SNR™)

. Then,

D(SNR™) = — = D" (SNR™).

1 + SNR

Thus, for the integer bandwidth expansion case, the distortion
triple (DT(SNR™), D*(SNR), DT(SNR™)) for the channel con-
ditions SNR™, SNR and SNR™, respectively, 1s achieved.

In another embodiment, the bandwidth expansion factor
may have fractional value. If the bandwidth expansion factor
has a fractional value, the method may encode for transmis-
s1on on the integer portions of the channel uses as described
above. In one embodiment, for the fractional portion of the
channel use, the method may perform digital compression to
fit the sample 1n the fractional portion of the channel use. In
one embodiment, for the fractional portion of the channel use,
the method may simply not transmit the source. For example,
if there are 2.2 channel uses for each source sample, the
method may transmit on two channel uses and 1gnore the 0.2
portion. In another example, the method may send a com-
pressed version of the sample on the remaiming bandwidth (on
the remaining 0.2 channel uses). It should be noted that there
may be other encoding techniques that can be used to fill the
fractional portions of the leftover channel bandwidth.

FI1G. 2 illustrates a tlow chart of a method 200 for providing,
transmission of data on a channel 1n a wireless network,
wherein a ratio of a number of channel uses of the channel to
a number of source samples 1s an integer value, e.g., greater
than one. In one embodiment, one or more steps of method
200 are implemented by an encoder used 1n a transmission
system, €.g., a transmission system used in a wireless net-
work. Method 200 starts 1n step 2035 and proceeds to step 210.

In step 210, method 200 determines a ratio of the number of
channel uses of the channel to the number of source samples.
For example, for a particular channel, 11 the number of source
samples 1s m and the number of channel uses 1s n, the ratio of
the number of channel uses of the channel to the number of
source samples 1s determined as:

=

Fi
m

In step 213, method 200 breaks or divides the channel
bandwidth 1nto a plurality of subbands of equal bandwidth.
For example, the method breaks the channel bandwidth 1n
accordance with the ratio of the number of channel uses of the
channel to the number of source samples as described above,
1.€., to b subbands of equal bandwidth, with each of the b
subbands comprising m channel uses. For example, 1f m=4
and n=12, then b=3. Then, the channel bandwidth of the
particular channel 1s evenly divided into 3 subbands, with
cach subband comprising 4 channel uses. The method then
proceeds to determine the channel input for each of the plu-
rality of subbands.

In step 2135, method 200 receives a source sample block.
For example, method 200 receives source sample block com-
prising m source samples to be encoded and transmitted
across the network.

In step 217, method 200 determines the channel mput for
cach of the plurality of subbands from the source sample
block in accordance with a hybrid coding scheme. For
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8

example, for each of the subbands 1, 2, . . . , b, the method
determines the channel mput recursively 1n accordance with
the hybrid analog and digital coding scheme of the present
disclosure. In one embodiment, FIG. 3 1llustrates a flowchart
of a method for determining of the channel input for each of
the plurality of subbands 1n accordance with the hybrid cod-
ing scheme.

Note that the channel input for the first subband 1s based on
quantizing the source sample block. The channel input for the
second subband 1s based on quantizing the quantization noise
from the coding performed for transmitting 1n the first sub-
band. The channel input for the third subband 1s based on
quantizing the quantization noise from the coding performed
for transmitting 1n the second subband. The process continues
until the channel input for the (b—1)-th subband 1s determined
by quantizing the quantization noise from the coding per-
formed for the (b-2)-th subband. The channel 1nput for the
last subband 1s determined from the quantization noise from
the coding performed for the (b-1)-th subband without fur-
ther quantization. That 1s, for the last subband, the channel
input 1s determined by scaling the quantization noise of the
previous subband without performing further quantization. It
should be noted that scaling 1s performed to satisty a power
constraint with equality.

In step 219, method 200 transmits the channel inputs that
are determined for each of the plurality of subbands over the
channel. For example, the channel inputs determined 1n step
217 for the subbands 1, 2, . . ., b are transmitted towards a
decoder over the network. The decoder may then reconstruct
the source sample block. For example, the decoder may use a
linear mean square estimation technique for reconstructing
the source sample block. The method either proceeds to step
215 to continue receiving source sample blocks or to step 222
to end the current process.

FIG. 3 1illustrates a flowchart of a method 300 for deter-
mining of a channel input for each of a plurality of subbands
in accordance with the hybrid coding scheme. For example,
the method 300 may be used 1n step 217 of FIG. 2 to recur-
stvely determine the channel input for each of the plurality of
subbands. Method 300 starts 1n step 303 and proceeds to step
325.

In step 325, method 300 determines if the channel 1nput
being determined 1s a channel input for a first subband of a
plurality of subbands. If the channel input being determined 1s
for the first subband, the method proceeds to step 327. Oth-
erwise, the method proceeds to step 360.

In step 327, method 300 quantizes a source sample with a
Gaussian codebook. For example, the method quantizes an
analog source sample to obtain a digital quantized source
sample using a Gaussian codebook.

In step 330, method 300 scales the source sample that 1s
quantized. In one embodiment, the scaling of the source
sample that 1s quantized 1s performed by matching a power
level of the source sample that 1s quantized to a power level of
the channel. For example, the source sample that 1s quantized
1s scaled such that the scaled version of the source sample that
1s quantized has a power level that matches the power level of
the channel.

In step 340, method 300 output the source sample that 1s
quantized and scaled as the channel input for the first subband
of the plurality of subbands. The channel mput for the first
subband may then be transmitted as the channel input over the
network, as described 1n step 219 of FIG. 2.

In step 350, method 300 determines a quantization noise
for the first subband of the plurality of subbands. For
example, the method determines the source quantization
noise for the first subband as the difference between the
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source sample and the source sample that 1s quantized (e.g., as
derived above 1n step 327). The method proceeds to step 325.

In step 360, method 300 determines 11 the channel input
being determined 1s a channel input of a last subband. Thus,
steps 325 and 360 cifectively determine a position of a par-
ticular subband relative to the plurality of subbands. If the
channel input being determined 1s that of the last subband, the
method proceeds to step 3835. Otherwise, the method pro-
ceeds to step 365. For example, 11 the channel 1mnput being
determined 1s for the b-th subband, the method proceeds to
step 385. If the channel mput being determined 1s for the
subbands 2, 3, .. ., b-1, the method proceeds to step 365.

In step 3635, method 300 quantizes the quantization noise,
wherein the quantization noise is for a coding performed for
a subband previous to the subband for which the channel
input 1s being determined. For example, 1n order to determine
the channel iput for the second subband, the method quan-
tizes the quantization noise for the coding performed for the
first subband using a Gaussian codebook. In another example,
if the channel input being determined 1s the channel input for
the (b—1)-th subband, the method quantizes the quantization
noise from the coding performed for the (b—2)-th subband.

In step 370, method 300 scales the quantization noise that
1s quantized, wherein the quantization noise 1s for a coding
performed for a subband previous to the subband for which
the channel input 1s being determined. For example, the quan-
tization noise that 1s quantized 1n step 365 1s scaled such that
the power level matches the power level of the channel.

In step 375, method 300 outputs the quantization noise that
1s quantized and scaled as the channel input for the subband
for which the channel input 1s being determined. The channel
input that 1s outputted may then be transmitted on the particu-
lar subband over the network, as described 1n step 219 of FIG.
2.

In step 377, method 300 determines a quantization noise
tor the subband for which the channel 1nput is being deter-
mined (1.e., the current subband). For example, the method
determines the quantization noise for the current subband as
the difference between the quantization noise for coding per-
formed for the subband previous to the current subband and
the quantization noise that 1s quantized, as described above 1n
step 365. For example, the quantization noise for the 3™
subband 1s determined as follows: first, the coding performed
for transmission on the 2”¢ subband is retrieved. The retrieved
quantization noise 1s quantized as described in step 365.
Then, the difference between the quantization noise that 1s
retrieved and the quantized version 1s determined. The differ-
ence that 1s determined 1s then the quantization noise for the
3"? subband. The method proceeds to step 325 where the
process 1s performed iteratively for a plurality of subbands.

In step 385, method 300 scales the quantization noise,
wherein the quantization noise 1s for a coding performed for
a subband previous to the subband for which the channel
input 1s being determined. For the last subband (b-th sub-
band), the method directly scales the quantization noise from
the codeword of the (b-1)-th subband and uses the scaled
quantization noise as an input for the last subband, without
turther quantizing.

In step 390, method 300 outputs the quantization noise that
1s scaled as the channel mput for the subband for which the
channel mput 1s being determined. For example, the method
outputs the scaled version of the quantization noise for the
coding performed for transmaission on the (b-1)-th subband
as the channel input for the last subband (b-th subband). The
channel imnput that 1s outputted may then be transmitted as the
channel put for the last subband over the network, as

described 1n step 219 of FIG. 2. The method either proceeds
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to step 325 to continue determining channel inputs or to step
395 to end the current process.

Note that 1n one embodiment, an encoder and a decoder are
used at both locations. For example, the transmission system
of FIG. 1 may be a bidirectional transmission system. In one

embodiment, the encoder and decoder may be integrated 1n
one device.

It should be noted that although not explicitly specified,
one or more steps of the methods 200 or 300 described herein
may 1nclude a storing, displaying and/or outputting step as
required for a particular application. In other words, any data,
records, fields, and/or intermediate results discussed in the
method can be stored, displayed, and/or outputted to another
device as required for a particular application. Furthermore,
steps or blocks in FIG. 2 or FIG. 3 that recite a determining,
operation, or involve a decision, do not necessarily require
that both branches of the determining operation be practiced.
In other words, one of the branches of the determining opera-
tion can be deemed as an optional step.

FIG. 4 depicts a high level block diagram of a general
purpose computer suitable for use 1n performing the functions
described herein. As depicted 1n FIG. 4, the system 400 com-
prises a hardware processor element 402 (e.g., a CPU), a
memory 404, e.g., random access memory (RAM) and/or
read only memory (ROM), a module 405 for providing trans-
mission of data on a bandwidth mismatched channel, and
various 1nput/output devices 406 (e.g., storage devices,
including but not limited to, atape drive, a tloppy drive, a hard
disk drive or a compact disk drive, a receiver, a transmitter, a
speaker, a display, a speech synthesizer, an output port, and a
user mput device (such as a keyboard, a keypad, a mouse, and
the like)).

It should be noted that the present disclosure can be 1imple-
mented 1n software and/or 1n a combination of software and
hardware, e.g., using application specific integrated circuits
(ASIC), a general purpose computer or any other hardware
equivalents, e.g., computer readable instructions pertaining
to the method(s) discussed above can be used to configure a
hardware processor to perform the steps of the above dis-
closed method. In one embodiment, the present module or
process 405 for providing transmission of data on a band-
width mismatched channel can be loaded mto memory 404
and executed by hardware processor 402 to implement the
functions as discussed above. As such, the present process
405 for providing transmission of data on a bandwidth mis-
matched channel (including associated data structures) of the
present disclosure can be stored on a non-transitory (e.g.,
tangible and physical) computer readable storage medium,
¢.g., RAM memory, magnetic or optical drive or diskette and
the like. For example, the processor 402 can be programmed
or configured with structions (e.g., computer readable
instructions) to perform the steps of methods 200 and 300.

While various embodiments have been described above, it
should be understood that they have been presented by way of
example only, and not limitation. Thus, the breadth and scope
of a preferred embodiment should not be limited by any of the
above-described exemplary embodiments, but should be
defined only in accordance with the following claims and
their equivalents.

What 1s claimed 1s:
1. A method for transmitting data on a channel in a net-
work, comprising;:
determining, by a processor, a ratio ol a number of channel
uses of the channel to a number of source samples,
wherein the number of channel uses refers to an ability
of the channel to transmit the source samples;
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dividing, by the processor, a channel bandwidth into a
plurality of subbands of equal bandwidth 1n accordance
with the ratio;

receiving, by the processor, a source sample block;

determining, by the processor, a channel input for each of
the plurality of subbands from the source sample block
in accordance with a hybrid coding scheme; and

transmitting, by the processor, for each of the plurality of
subbands, the channel input that 1s determined over the
network to a decoder that reconstructs the source sample
block using the channel input for the each of the plurality
ol subbands regardless of whether a channel condition
of a respective subband of the plurality of subbands 1s
worse or better than a target channel condition.

2. The method of claim 1, wherein the ratio 1s a bandwidth
expansion factor that has an integer value that 1s greater than
one.

3. The method of claim 1, wherein the channel input for

cach of the plurality of subbands 1s scaled such that a power

i -

level of the channel input matches a power level of the chan-
nel.

4. The method of claim 1, wherein the determining the
channel input for a particular subband of the plurality of
subbands, comprises:

determining a position of a particular subband relative to

the plurality of subbands.
5. The method of claim 4, wherein the determining the
channel mput for the particular subband, further comprises:
quantizing a source sample associated with the particular
subband with a codebook, 11 the particular subband 1s a
first subband of the plurality of subbands;

scaling the source sample that 1s quantized, when the par-
ticular subband 1s the first subband;

outputting the source sample that1s quantized and scaled as

the channel input for the first subband of the plurality of
subbands; and

determining a quantization noise for the first subband of

the plurality of subbands.

6. The method of claim 4, wherein the determining the
channel mput for the particular subband, further comprises:

quantizing a quantization noise, wherein the quantization

noise 1s for a coding performed for a subband previous to
the particular subband for which the channel nput 1s
being determined, when the particular subband 1s not the
first subband of the plurality of subbands and the par-
ticular subband 1s not the last subband of the plurality of
subbands;

scaling the quantization noise that 1s quantized, when the

particular subband 1s not the first subband of the plural-
ity of subbands and the particular subband 1s not the last
subband of the plurality of subbands;
outputting the quantization noise that 1s quantized and
scaled as the channel input for the particular subband for
which the channel input 1s being determined; and

determining a quantization noise for the particular subband
for which the channel 1nput 1s being determined.

7. The method of claim 4, wherein the determining the
channel mput for the particular subband, further comprises:

scaling a quantization noise, wherein the quantization

noise 1s for a coding performed for a subband previous to
a last subband of the plurality of subbands, when the
particular subband 1s the last subband of the plurality of
subbands; and

outputting the quantization noise that 1s scaled as the chan-

nel input for the last subband of the plurality of sub-

bands.
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8. A non-transitory computer-readable medium storing a

plurality of instructions, which when executed by a processor,

cause the processor to perform operations for transmitting
data on a channel 1n a network, the operations comprising:
determinming a ratio of a number of channel uses of the
channel to a number of source samples, wherein the
number of channel uses refers to an ability of the channel
to transmit the source samples;
dividing a channel bandwidth into a plurality of subbands
of equal bandwidth 1n accordance with the ratio;
receving a source sample block;

determiming a channel input for each of the plurality of

subbands from the source sample block 1n accordance
with a hybrid coding scheme; and

transmitting, for each of the plurality of subbands, the

channel 1nput that 1s determined over the network to a
decoder that reconstructs the source sample block using
the channel 1mput for the each of the plurality of sub-
bands regardless of whether a channel condition of a
respective subband of the plurality of subbands 1s worse
or better than a target channel condition.

9. The non-transitory computer-readable medium of claim
8, wherein the ratio 1s a bandwidth expansion factor that has
an integer value that 1s greater than one.

10. The non-transitory computer-readable medium of
claim 8, wherein the channel input for each of the plurality of
subbands 1s scaled such that a power level of the channel input
matches a power level of the channel.

11. The non-transitory computer-readable medium of
claim 8, wherein the determining the channel input for a
particular subband of the plurality of subbands, comprises:

determining a position of a particular subband relative to

the plurality of subbands.

12. The non-transitory computer-readable medium of
claim 11, wherein the determinming the channel input for the
particular subband, further comprises:

quantizing a source sample associated with the particular

subband with a codebook, 1f the particular subband 1s a
first subband of the plurality of subbands;

scaling the source sample that 1s quantized, when the par-

ticular subband 1s the first subband;

outputting the source sample that 1s quantized and scaled as

the channel input for the first subband of the plurality of
subbands; and

determining a quantization noise for the first subband of

the plurality of subbands.

13. The non-transitory computer-readable medium of
claim 11, wherein the determiming the channel input for the
particular subband, turther comprises:

quantizing a quantization noise, wherein the quantization

noise 1s for a coding performed for a subband previous to
the particular subband for which the channel input is
being determined, when the particular subband 1s not the
first subband of the plurality of subbands and the par-
ticular subband 1s not the last subband of the plurality of
subbands;

scaling the quantization noise that 1s quantized, when the

particular subband 1s not the first subband of the plural-
ity of subbands and the particular subband 1s not the last
subband of the plurality of subbands;
outputting the quantization noise that 1s quantized and
scaled as the channel input for the particular subband for
which the channel input i1s being determined; and

determining a quantization noise for the particular subband
for which the channel 1nput 1s being determined.
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14. The non-transitory computer-readable medium of
claim 11, wherein the determining the channel input for the
particular subband, further comprises:

scaling a quantization noise, wherein the quantization

noise 1s for a coding performed for a subband previous to
a last subband of the plurality of subbands, when the
particular subband 1s the last subband of the plurality of
subbands; and

outputting the quantization noise that 1s scaled as the chan-

nel input for the last subband of the plurality of sub-
bands.

15. An apparatus for providing transmission of data on a
channel 1n a network, comprising:

a processor; and

a computer-readable medium storing a plurality of instruc-

tions which, when executed by the processor, cause the

processor to perform operations, the operations com-

prising:

determining a ratio of a number of channel uses of the
channel to a number of source samples, wherein the
number of channel uses refers to an ability of the
channel to transmit the source samples;

dividing a channel bandwidth into a plurality of sub-
bands of equal bandwidth 1n accordance with the
ratio;

receiving a source sample block;

determining a channel input for each of the plurality of
subbands from the source sample block 1n accordance
with a hybrid coding scheme; and

transmitting, for each of the plurality of subbands, the
channel input that 1s determined over the network to a
decoder that reconstructs the source sample block
using the channel input for the each of the plurality of
subbands regardless of whether a channel condition
of arespective subband of the plurality of subbands 1s
worse or better than a target channel condition.

16. The apparatus of claim 15, wherein the factor has an
integer value that 1s greater than one.
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17. The apparatus of claim 15, wherein the channel input
for each of the plurality of subbands 1s scaled such that a
power level of the channel input matches a power level of the
channel.

18. The apparatus of claim 15, wherein the determining the
channel mput for a particular subband of the plurality of
subbands, comprises:

determinming a position of a particular subband relative to

the plurality of subbands.

19. The apparatus of claim 18, wherein the determining the
channel mput for the particular subband, further comprises:

quantizing a source sample associated with the particular

subband with a codebook, 1f the particular subband 1s a
first subband of the plurality of subbands;

scaling the source sample that 1s quantized, when the par-

ticular subband 1s the first subband;

outputting the source sample that 1s quantized and scaled as

the channel input for the first subband of the plurality of
subbands; and

determining a quantization noise for the first subband of

the plurality of subbands.

20. The apparatus of claim 18, wherein the determining the
channel mput for the particular subband, further comprises:

quantizing a quantization noise, wherein the quantization

noise 1s for a coding performed for a subband previous to
the particular subband for which the channel input 1s
being determined, when the particular subband 1s not the
first subband of the plurality of subbands and the par-
ticular subband 1s not the last subband of the plurality of
subbands;

scaling the quantization noise that 1s quantized, when the

particular subband 1s not the first subband of the plural-
ity of subbands and the particular subband 1s not the last
subband of the plurality of subbands;
outputting the quantization noise that 1s quantized and
scaled as the channel input for the particular subband for
which the channel 1nput 1s being determined; and

determinming a quantization noise for the particular subband
for which the channel input 1s being determined.
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