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EFFICIENT SQUARE-ROOT FREE 2 SYMBOL
MAX-LOG RECEIVER

RELATED APPLICATION INFORMATION

This application claims priority to provisional application
Ser. No. 61/469,240 filed on Mar. 30, 2011, the contents

thereol are incorporated herein by reference.

BACKGROUND

The present invention relates to wireless communications
and, more particularly, to an efficient square-root free 2 sym-
bol max-log receiver.

In several communication scenarios the following receiver
(demodulator) design problem 1s ubiquitous. Consider a
received signal vector z that has 2 complex-valued elements
and can be expressed as:

z=Hs+n (Equation)

where, s 1s the transmit symbol vector having 2 complex-
valued elements, each drawn from a normalized constella-
tion. The matrix H models the channel and the vector n
models the additive independent noise, assumed to have com-
plex Gaussian elements of unit variance. Then given z and H
and the constellation(s) from which the elements of s are
drawn, the recerver (demodulator) design problem 1s to deter-
mine the optimal hard decision about s and/or the optimal soft
decisions (log-likelihood ratios) about the coded bits mapped
to s.

One approach to solving the above problem, the brute-
force way, to determine either the hard or soit decisions 1s to
list out all possibilities of s and compute associated metrics.
This method has a very high complexity which scales as
O(M?), where M is the constellation size and is considered to
be 1mpractical. A better approach was consequently devel-
oped m U.S. patent application Ser. No. 11/857,269, mven-
tors: Prasad et al., entitled “Max_Log Recetver For Multiple
Input Multiple output (MIMQO) Systems”. In this technique,
the demodulator mvolves twice linearly transforming the
received signal vector to obtain new transformed vectors that
can be modeled as 1n the above Equation, but where the
transiformed channel matrices have a triangular structure. The
transformed vectors are then used for metric computations
alter exploiting the mnduced triangular structure 1n the trans-
tformed channel matrices. Determining the matrices used for
these two linear transformations as well as the elements of the
resulting transformed channel matrices involves square-root
operations that are costly to implement.

Accordingly, there 1s aneed for an efficient square-root free
2 symbol max-log receiver.

SUMMARY

A method for a square-root free 2 symbol max-log receiver
includes obtaining linear transformations of a recerved two
stream signal and a channel matrix without implementing
square-root operations, listing out all possibilities for a first
symbol of the recerved two stream signal, building look-up-
tables needed for computing first metrics associated with all
possibilities for a first symbol of the two stream signal, deter-
mimng a second symbol of the two stream si1gnal for each the
first symbol listed out, evaluating said first metrics for each
the first symbol and second symbol pair using the look up
tables, listing out all possibilities for the second symbol 2,
building look-up-tables needed for computing second metrics
associated with all possibilities for a second symbol of said
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2

received two stream signal, determining a first symbol for
cach choice of the second symbol listed out, evaluating the
second metrics for each the second symbol and first symbol
pair using the look up tables, determining an exact max-log
log likelihood ratio for each coded bit using the second met-
rics; and decoding a least one codeword 1n the two stream
signal using the determined exact max-log log likelihood
ratios for all baits.

These and other features and advantages will become
apparent from the following detailed description of 1llustra-
tive embodiments thereof, which i1s to be read in connection
with the accompanying drawings.

BRIEF DESCRIPTION OF DRAWINGS

The disclosure will provide details 1 the following
description of preferred embodiments with reference to the
tollowing figures wherein:

FIG. 1 1s a diagram of an exemplary system schematic in
which the present inventive principles can be practiced.

FIG. 2 1s a block diagram of a receiver configuration 1n
accordance with the ivention.

FIG. 3 1s a flow diagram for an efficient square-root free 2
symbol max-log receiver, in accordance with the ivention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

Referring now in detail to the figures 1n which like numer-
als represent the same or sitmilar elements and imitially to FIG.
1,1s a diagram of an exemplary system schematic in which the
present inventive principles can be practiced. A destination
receiver 10 receives signals of interest 11, 12 as well as
interfering signals. This mvention improves upon the prior
method noted above by employing a new way of linear trans-
formations and metric computations that are square-root free.

The present invention employs alook up table based imple-
mentation for the metric computations which eliminate
redundancy and substantially reduce the number of multipli-
cations. Moreover, inventive method exploits the fact that the
un-normalized constellation symbols are complex integers so
that the product of a real-number and an un-normalized con-
stellation symbol can be implemented by only additions. The
inventive method also enables a greater efficiency for whit-
ening colored noise prior to demodulation, one of which
involves no square-root operation. The ivention results 1n
less complexity, faster operation, lower power consumption,
without sacrificing performance

Referring now to FIG. 2, the block diagram shows a
receiver configuration 1n accordance with the invention. The
block 20 coupled to receive antennas 1 . . . Nr provides
base-band converted output to the inventive elflicient modu-
lator 21 that 1s influenced by a channel and interference cova-
riance matrix estimator 22. The key ingredients of the present
ivention are square-root iree operation and look-up table
based implementation.

Detailed Process
Si1gnal Model:

O 0 AT RO

0 E(”__xm_ _n(l)_
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-continued
A0
o EWD

x+n=Hx+n

Equation 1: Rx Signal Model for Spatial
Multiplexing

Where H is effective channel matrix of size N x2, N_being
the number of receive antennas, n~N (0,I) and x 1s a vector of
un-normalized QAM symbols. E’, E" are normalizing fac-
tors such that E““x© EXPx) have unit average energy. Thus,
x©, x" are un-normalized QAM symbols.

Given

Recetved vector z,

Estimate H= [hD, h .| of effective channel matrix H
Using QR decomposition, H can be factored as

H=0R

Where Q is N, x2 semi-unitary matrix i.e. Q”Q=I and R is 2x2
upper triangular matrix that can be expanded as

Foo Fo,l
0 }"'1?1

Square-Root Free Operation

Referring now to the flow diagram of FIG. 3 showing an
eificient square-root free 2 symbol max-log recerver, in accor-
dance with the mvention, the square-root iree linear transior-
mations of the recerved signal and the channel matrix 100 1s

Equation 2

obtained as described below.
Obtain

~ | / F‘D,{) 0

©= Q[ 0 1/r, }

Yol = ¥o,1/¥0.0

and

2 2
9—**"1,1/*’0,0

Upon multiplying received vector z with Q we have

~ H ~ H - i
=0 7=0 (ORx+n)=Rx+17 Equation 3
i [1 rﬂ,l/rﬂ,ﬂ]xm)
7= — 4

Lo 1

ERFT ORI

il = |
Ne D

Note that since Q“Q=I=>i~N_(0, diag{1/r, ,°, 1/r,_ 12})

To implement the inventive procedure, the term Q Fo1s
r, .~ and 0 needs to be determined. Also note thatr, | 2 and 0
are both real and positive valued, whereas 1, ; 1s complex
valued. The computation of these quantities 1s described in
the following. Note that no square-root operations are
involved.

Obtaining Q,fﬂﬂ 1, I 1~ and 8 via a modified QR decompo-
sition (For any N =2), use H in the following steps
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4
Step 1: Consider H=[h,, h,] and obtain

a=hh,

Step 2: Obtain 8=]||h,|]* and first column of Q=[q,, {, ] as

Go=ho/d

Step 3: Obtain the vector ¥=h, —ad,,; and r, 1 >=|I¥]I* and the
second column of Q=[,.,q,] as

~ o~ 2
1?1_1/’/?”1,,1

Step 4: Obtainr, ; as

F"VDEIZG./(S

Step 5: Obtain O as

GZF"l?lz/E).

Referring now to FIG. 3 and blocks 103 and 106, the

following are denoted:

K™ as number of symbols in modulation constellation
applied to layer v. K" has value 4,16 and 64 if modula-
tion 1s QPSK, 16QAM and 64QAM respectively

S™ as the set containing K" modulation symbols in the
modulation constellation applied to layer v.

B™ as a number of bits per modulation symbol applied to
layer v. B™ has value 2, 4 and 6 if modulation is QPSK,

16QAM and 64QAM respectively
The soft bit k:k=0, 1, . . . B®-1, correspond to transmitted
symbol x*”: v=0, 1 are generated using max-log approxima-
tion of LLR as follows:

2 0 Equation 4
) ~ H| 100 _ ~
Lib,,) = min z—RCJ-) (Z—RCJ')—
=S 2
J'E J'r{,'p’ﬂ CI Fll
2
. H|Too0 0 .
min Z—RC'J') , (z—RCJ,-)
ﬂjESR,F,l 0 Fll
Where

Vector ¢ =[¢ j(D), C j(l)]T with each element Cj(”) being a com-
plex symbol 1n the modulation constellation applied to
layer v.

Si,1andS, |, denote the set contalmng all possible vector
¢, such that bit k of element C, ) is equal to 1 and 0
respectwely

For example, if QPSK is used on layer v=0 and 16QAM 1s
used on layer v=1 then

S04 and S, , o each contains 2x16=32 vectors

S;1.1and S, |  each contains 8x4=32 vectors

Since full computation according to Equation 4 results in

undesirably high complexity, further simplification 1s needed
and 1s explained below. Note that the following simplification
results 1n no loss of optimality when compared to (Equation
4). In other words, the soft bits generated below are 1dentical
respectively to the ones generated using (Equation 4).

Considering soft bit calculation for the second layer (1.e.

v=1), following steps are performed

Step 1: for each ¢/ VeS)j=0, 1, ..., KV-1,

Compute d, (D= Ellz(l) j(l)l (see Equation 3)

Compute soft estimate Z(%'— Ty ,C; (1) (see Equation 3) and

s

then select a symbol ¢, (D)ES(D) that 1s closest to i(ﬂ)—rﬂ
(1)
1C,

Compute d,O=1z-¢, V¢, ¢ I
Compute total dlstance d, TOTA =d, (‘7’)+d (1)
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Step 2:
Determine
~(1) - TOTAL
d — (II)Iqu {dj }5
L'l'J' ES( )
E.(l) — ar . dTGTAL
i T gmin{ i }
Desh

and note that 6j(l)eS(l) i1s the symbol of layer—1 in the maxi-
mum likelithood (ML) decision. Let b, ;: k=0, 1, . . ., BW—1
be the bit-label of 6j(l)eS(l)

Compute each soft bit L(b, ;): k=0, 1, . . ., BW-1 as

~(1)

L(by 1) = raﬂ(d — Equation 5b

min
JTOTALp]

d;GTAL] if by, =0
k

or

min
d;OTAL =0

Libp1) = rﬁ,ﬂ(
&

A1 A
ATOTAL _ i )] if By =1

Where D, and D,” denotes the set containing all distances
djT 1AL correspond to cj(l) that has that bit k equal to 1

and O respectively.

Considering soft bit calculation for the first layer (1.e. v=0),
following steps are performed

Step A: Swapping of symbol vector x and estimate of
cifective channel matrix H as

F A

X0

i’ =y o)

Step B: Perform QR decomposition as shown 1n Equation
2 (using H' instead of H) and multiply receive vector
with Q as shown in Equation 3

Step 1 and Step 2 are similar to description above with
appropriate swapping i.e. S, S K® BW, L(bs ;)
being replaced by S, SV, K@ B®), L(b; o) respec-
tively.

Attention 1s now directed to Look-Up-Table (LUT) based
metric computations denoted in blocks 102 and 105 of FIG. 3.
In this section we simplify the computations involved in
determining dj(ﬂ), dj(l). This 1s particularly important when at
least one of the two constellations 1s 64 QAM. The key 1deas
we use are the following:

1. We look at the max-log LLR expression and after
expanding 4, d ", we drop the terms that do not
influence the LLR.

2. In the model 1n (Equation 1) we pull out normalizing
factors so that the modulation symbols are from un-
normalized QAM constellations which contain integers.
Then we can use the fact that the product of an integer
and a real number can be obtained using just additions.

3. We also form LUTs containing common terms that
mostly depend only on the channel coefficients. The
entries of these LUTs are repeatedly accessed while
computing all dj(D),, d}.(l) and multiplications are avoided.
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6

Consider the step: Compute dj(l):El Ii(l)—c:j(l)l2
Note that we can expand 1t as

d}(l):e |f<1)|2+6(Cj3(1))2+6(Cj,g(1))2—253(1)(:}3(1)6—22"}(1)

C; J(I)EI (Equation 10)

From (Equation 4b), we can conclude that computing
(Equation 10) instead as

dV=0(c; g VY +0(c, ;) =22, Ve, g110-22 e, B (Equation 11)

results in no loss of max-log LLR optimality. Then since ¢,
belongs to the un-normalized QAM constellation SV=8 Rd)+
1S, where S, SV are both identical un-normalized

PAM constellations of size M(l):\/K(l) and given by
MP-1), -MP=3),...,-1,1,...,(MP=3), MP-D}.
Then in a one dimensional (1-D) LUT of length M“*//2 we can
pre-compute and store {(MV-1)20, (M"’-3)?0, ..., 0}. Note
that since the product of any positive integer and any real
number can be determined only by additions, this 1-D LUT
can be determined only by additions and needs to be updated
only if 6 changes. Each ¢, ;" and ¢, ;" should then index the
appropriate entry of this LUT via a pre-defined mapping rule
to obtain (¢, ,R(”)EEI and (c;, 1920, respectively. Further, two
other 1-D LUTs containing {2(M"’-1)z,0,2(M™-3)7, 1
0,...,2%,"0} and {2(MV-1)z,'20,2(M-3)z, 10, . . .,
27,190}, respectively, can be generated via only addition
operations, once the two terms 7,170,700 are computed.
Then all possibilities of the terms -27, "¢, ,0-27, V¢, V6
can be determined using these two 1-D LUTs by accessing the
proper entries followed by anegation if needed. Alternatively,
once the two terms 7,0,7,0 are computed, each -27,"
C; 3(1)6—2,% I(l)cj: D9 can be directly computed using addi-
tions. As a result, all {dj(l)} can be computed with only 2 real
multiplications.
Next, consider the computation of

0)_5(0)_4(0) D2_fz (O _a (O _x 1
d}( )= )_%_( )_PD?IC._( )| _(ZR( )—CJ-,R( )—5‘”0?1,3%-,3( )y

- 12 ~ () pal () it 1 bl 12 .
70.1.1C; J( )) +(zf(/ )—cj J( )—i‘”u,, 1 7€ ﬁ( )—F"D’ 1.RC; J( )) (Equation 12)

Consider the first term 1 (Equation 12) which 1s
(iR(D)—éj,R(D)—fD:I:ch£(1)+i‘0:1,Icﬂ(l))z. Suppose that we have
computed via  smmple  quantizing the  terms
{22 =¢, gV Fo1 zC, 2"+ €70} for all ¢ P=c, M+
ic, . Note that there are K’ such terms and our objective is
to compute the squares of these terms as efficiently as pos-
sible. The obvious method would entail K’ real multiplica-
tions. Here we propose an LUT based efficient method and to
illustrate, we consider 64 QAM so that ¢, ,R(l) and c, J(l) cach
belong to the set -7,
-5,...,=-1,1,...,5,7}. Then, suppose that for any fixed
Cj\.}(l):aﬂ—il we have computed the term w=yg ~C; 2=
71y rand w*, where v5 J:,%R(D)—rgjlj »an. Moreover, suppose
that for any cjzil):aﬂﬁq, q=1-5, -3, ..., 7} we have deter-

mined u=y, ~C, ”+qf,, ;. Then letting d=¢, *'-¢,
we see that u” can be expanded as

=W+ 2(T+q)wio 1 ~2aw+d+((T+q)7o 1 1)~

2d(7+q)7o 1 1 (Equation 13)

Note in (Equation 13) that if w2, 1, | ,, (£, ,)°, Wi, , ;are
available then u® can be determined via only addition (or
subtraction which can be considered equivalent to an addi-
tion) operations since d is an integer and the product of an
integer, say 3, and a real number, say X, 1s equal to x+x+x.

To efficiently determine any such u®, we construct a 2-D
LUT which for a given pair ai q vields 512+((7+q)f'051 J)Z—Za
(7+q)1, , ;- Since all possible d, q are integer pairs, this 2-D
LUT can be constructed using only addition operations and
needs to be updated only i1f r,, , ; changes. Furthermore, for a
given pair w, i, , , the quantities {2(7+q)wf,, , ,} and {2dw}
can either be directly computed using additions or can be
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recursively updated (again using additions) as q 1s varied from
-5to 7 in steps of 2. Thus, for a given f, | ,, (f, ; ,)* only two
real multiplications (i.e., those needed to compute w”, wt, ; ;)
are required to determine all {(Z R(D)—éj ?R(D)—f'gjl =S ,Rmi
fo S0 )} €2 =ag, ¢, x'=q forany fixed a, as q is varied
from -5 to 7 1n steps of 2. It can be similarly shown that given
fo1 g (fo.1.z)° only one more additional real multiplication
(needed to compute wr,, ) 1s required to determine all
{(’%R(D)_éjﬁ(ﬂ)_fﬂ,l,RCJ,R(l)-I-fD,l ,ch,f(l))z}: Cj,R(l):aR: Cj,}'(l):q
for any fixed a, as q 1s varied from -5 to 7 1n steps of 2. Thus,
all {(7z'7-¢, gV =Fo | xC; g +0 4¢,1 )} forall ¢, can be
determined with 10 real multiplications. Similarly all possi-
bilities of the second term in (Equation 12) which are {(Z,'”-
C, =01 €51 o xC,4 )7} be determined with 10 real
multiplications. Consequently all {d,‘"’} can be computed
with only 20 real multiplications.
Detailled Implementation (for 2 RX)

1.1 Second Layer Processing
Set

v=0

Q4—q(1)

QB_qO)

KA=K (1)

B4=RW
Then perform processing as described in subsections below.
After completing processing in 1.1.4, assign L(b, ,)=L(b,)

1.1.1 Process Received Input

(507 Equation 6

&
|
|
WL

&

k)

Obtain f, ;, 1, ; and 0.
1.1.2 Distance Calculation 1
For each chESA:jZO,, 1,..., K*1,
Step 1: Compute

aﬂf‘i =0 Iz“(lj—cf 2 Equation 7

Note that the computation 1n Equation 15 can be simplified
using LUT as described above
Step 2: Compute the soft estimate

5}3:2(0) . A

~70.1C; Equation &

and compute ¢,” which is the symbol in S” closest to a ¢,”

via quantization.
1.1.2 Distance Calculation 2

Step 1: Compute

dP=129-¢P-ry 1/ 17j=0,1, . .., K9-1

' Equation 9

Note that the computation in Equation 17 can be significantly
simplified using LUTs as described above
Step 2: Compute

d " =dP+d =0,1,. .., K*-1 Equation 10

Determine
~TOTAL '
— min {d}OTAL},
=01, ... ,KA-1
A - TOTAL
Jj= ~argmin {d; }
=01, ... K4-1

and let b:k=0, 1, . .., B“~1 be the bit-label of ¢;".
Soft Bit Calculation
Compute each soft bit L(b,): k=0, 1, ..., B*~1 as
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~TOTAL A _
Lib) = rﬁ E{d —  min d;GTAL] it b =0 Equation 11
’ dTOTALg ]
or
~TOTAL .
Liby) = rﬁﬂ[ min  d70TAL _ g ] if by = 1
| 4TOTALE b

Where D,' and D, denotes the set containing all distances
d,"”*** correspond to ¢, that has bit k equal to 1 and 0
respectively.

First Layer Processing
There 1s pre-processing step which involve swapping of sym-
bol vector x and estimate of effective channel matrix H to
obtain as vector x' and matrix H' as follow

DT Equation 20

L X(ﬂ) -

iy 1
R¥

h1.0
foo

Set
v=1
Q4—g©)
Q&g
K=K ©)
B4=R
Then perform processing as described in subsections below.
After completing processing in 1.2.4, assign L(b, ,)=L(b,).
Computations Via QR Decomposition
As described before with H being replaced by H'. Note that
some computations made for dertving the first QR decompo-
sition can be re-used.
Process recerved mput: As 1n 1.1.1 with x being replaced by
X'
Distance Calculation 1: Asin 1.1.2.
Distance calculation 2: As 1n [0037].
Soft bit calculation: Asin 1.1.4
Noise-Whitening
Consider the received signal model at UE of interest having
index 0 and let UE with index 1 be the co-scheduled user.

vo = HoVoxo + HoVix) + 1y

= H{]X{) + Hox| + rovo € Cz}{l, o € Cz}{l,
Hy e sz'{l, V, € C4E2, X € szl

EID - CZ}{Z’ FID - CZ}{Z

Assuming that UE-0 can estimate F,,, H,, we will derive
the whitening process. The whitening process can be done
using a Cholesky decomposition of the noise-plus-interter-
ence covariance matrix.

In particular, we compute the covariance matrix as C=E
[(H.x,+n,)(H,x,+n,)*]=I+H H,* where we have assumed
E[x,x, *]=E[n,n,*]=I. Note that 1 we have estimated H, we
can use 1t to compute C or we can determine C using covari-
ance estimation. We can then determine the Cholesky decom-
position of C as C=LL* where L 1s a lower or upper triangular
matrix with positive diagonal elements. We then determine
[.-'and "'y, which can be expanded as z,=I. 'y =L 'Hx,+
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i and note that E[nn*]|=I. We can use the two-symbol
demodulator derived above on z, with L~'H, being the effec-
tive channel matrix.

In the special case when C1s a 2x2 matrix we can obtain the
following closed form expressions: Let

5 4l

and note that since C 1s positive definite we must have a>0,
d>0 and b=c*. Let L be lower triangular with positive diago-
nal elements. Then we can determine elements of L as

Ly 0
2

b1 b
i =Va,

Iy =b/l,

by =\ d = llal?

The mnverse of L can now be computed as

1 L/l 0
L = .
=l [(1dan) 1/

Square-Root Free Noise-Whitening,
Consider again the received signal model:

Yo =H oXotHo

Effigi*]=C (Equation 21)

and suppose

5 4l

1s a 2x2 positive definite matrix. Note that

Then obtain the following variation of the Cholesky decom-

Ly

position: A= H,*C'H,=L.DL* where letting
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10

-continued
. 4, 0
0 B,
f%l =€,
Iy =f]e,
2

€

Next, we transform the recerved signal in (Equation 21) as
z,=D'L'H,*C 'y, and note that z, can be expanded as

L

_T % ~
Z,=L*Xq+1,

o B /1%1 0 (Equation 22)
E[HDH[}] — "

0 1/5,

"

L1
0 1]

Note that z, modeled as 1n (Equation 22) 1s precisely the
form which allows for square-root-free implementation of
two-symbol demodulator derived above (please see Equation
3).

From the above 1t can be seen that the present invention 1s
advantageous 1n that 1t employs a new way of linear transior-
mations and metric computations that are square-root ree.
The mvention employs a look up table based implementation
for the metric computations which eliminate redundancy and
substantially reduce the number of multiplications. More-
over, inventive method exploits the fact that the un-normal-
1zed constellation symbols are complex integers so that the
product of a real-number and an un-normalized constellation
symbol can be implemented by only additions. The inventive
method also enables a greater efficiency for whitening col-
ored noise prior to demodulation, one of which ivolves no
square-root operation. The ivention results 1n less complex-
ity, faster operation, lower power consumption, without sac-
rificing performance

Having described preferred embodiments of a system and
method (which are intended to be illustrative and not limait-
ing), 1t 1s noted that modifications and variations can be made
by persons skilled 1n the art 1n light of the above teachings. It
1s theretfore to be understood that changes may be made in the
particular embodiments disclosed which are within the scope
of the mvention as outlined by the appended claims Having
thus described aspects of the invention, with the details and
particularity required by the patent laws, what 1s claimed and
desired protected by Letters Patent 1s set forth 1n the appended
claims.

What 1s claimed 1s:

1. A method for a square-root free 2 symbol max-log

receiver comprising;:

1) obtaining linear transformations of arecerved two stream
signal and a channel matrix without implementing
square-root operations;

11) listing out all possibilities for a first symbol of the
received two stream signal;

111) building look-up tables needed for computing first met-
rics associated with all possibilities for a first symbol of
the two stream signal;

1v) determining a second symbol of the two stream signal
for each said first symbol listed out;
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v) evaluating said first metrics for each said first symbol
and second symbol pair using said look-up tables;

v1) listing out all possibilities for said second symbol;

v11) building look-up tables needed for computing second
metrics associated with all possibilities for a second
symbol of said received two stream signal;

viil) determining a first symbol for each choice of said

second symbol listed out;

1X) evaluating said second metrics for each said second
symbol and first symbol pair using the look-up tables;

Xx) determining an exact max-log log likelihood ratio for
cach coded bit using said second metrics; and

x1) decoding at least one codeword 1n the two stream signal
using the determined exact max-log log likelihood ratios

for all bats.
2. The method of claim 1, wherein said step 1) obtaining,
linear transformations of a received signal comprises:
obtaining

- 1/?‘(},{} 0
Q_Q[ 0 1/r }

ro.l =ro1/%0.0

and

2 2
9—’"1,1/*’0,0-

where Q 1s an N x2 semi-unitary matrix,
N 1s the number of receive antennas,
R 1s a 2x2 upper triangular matrix that 1s expanded as

[rﬂ',ﬂ
O

Fi={hy.h,
H=QR.
3. The method of claim 2, wherein said step 1) obtaiming,
linear transformations of a received signal comprises:

multiplying a received vector z with Q” giving

Fo.l
2
F1.1

1s a channel matrix, and

7=0"7=0"(ORx+n)=Rx+7,

where

&
|

_zm) _

kel

|

1 ro1/700
0 1

|

ol

(0) 7

—t

(U') + F‘[} 1 X

D

(1) ]

) ﬁ(ﬂ) _

L ﬁ(l) -

Q" O=I with 7i~N_(0,diag{1/ro o*, 1/¥, ;°}).

4. The method of claim 1, wherein said step 1) obtaiming
linear transformations of a received signal comprises:
obtaining Q, Fo1s Iy .~ and 0 via a modified QR decompo-
sition for any N =2;
using the channel matrix H;
considering H= [hg,, h s and
obtaining a=h,h,.
5. The method of claim 1, wherein said step i) obtaining
linear transfonnatlons of a recewed signal comprises:
Q, fo 1511 > and 0 via amodified QR decomposition for any
N =2;

using the channel matrix H=[h,, h,]; and
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obtaining 8=||h,|]* and a first column of Q=[q,,, §,] as §,=hy/
0.
6. The method of claim 1, wherein said step 1) obtaining
linear transformations of a received signal comprises:
obtaining Q, fo 1, I~ and 6 via a modified QR decompo-
sition for any N =2;
using the channel matrix F=[h,,, h,]; and
obtaining a vector ¥=h, -0, Where a=h,h,, r, ,>=|¥|],
and a second column of Q=q,,q,] as ql—v/rlﬂli.
7. The method of claim 1, wherein said step 1) obtaining
linear transformations of a received signal comprises:
obtaining Q, fo 1, I~ and 6 via a modified QR decompo-
sition for any N =2;
using the channel matrix F=[h,,, hl] and
obtaining r,, | as 1, ;=o./0, where a=h,h, and d=||h,|]*.
8. The method of claim 1, wherein Sald step 1) obtaining
linear transformations of a recewed signal comprises:
obtaining Q, Io1 I * and 0 via a modified QR decompo-
sition for any N =2; o
using the channel matrix H=[h,, h,]; and
obtaining 0 as 0=r, ;%/9, where d={[h,||".
9. The method of claim 1, wherein said step 1v), v) or vii1),
1X) COMPrises:
generating a soft bit k:k=0, 1, .. . B"”-1, corresponding to
transmitted symbol x*?:v=0,1 using max-log approxi-
mation of a likelihood ratio (LLR) as follows:

.\ rﬁrﬂ 01, .
L(bm)xﬂjgﬂﬂ(z—ﬁcj) 0 F‘il (z—Rc_,-)_
- i
' . H| Too 0 . =
ﬂj%i?l(z—ﬁcj) K ril_(Z—Rq)a

wherein a vector ¢ ~[c¢ j(D),, cj(l)] " with each element cj(”) 1S a
complex symbol 1n a modulation constellation applied
to layer v,

S;,1and S, |, ,denoteaset contamlng all possible vector
¢, such that bit k of element C, ) is equal to 1 and 0
respectlvely,

Q 1s an N, x2 semi-unitary matrix,

N, 1s the number of receive antennas,

R 1s a 2x2 upper triangular matrix that 1s expanded as

[rﬂr,o
O

Fo.l

F1,1

ﬁ:[ﬁﬂ, h ,] 1s a channel matrix,
H= =QR,
7=Q"7=Q"(QRx+n)=Rx+il, and

RUR W] [0

= D

(D) +r01x

&
Il

o) _
g _[1 rﬂ,l/ri},ﬂ}
o Tl

L ﬁ(l) .

10. The method of claim 1, wherein said step 1v), v) or viii),
1X) COMPrises:

generating a soft bit k:k=0, 1, .. . B*’=1, corresponding to
transmitted symbol x*’:v=0,1 using max-log approxi-
mation of a likelthood ratio (LLR),

wherein a vector ¢,=[¢ j(ﬂ)j cj(l)] “with each element cj("’) 1S a
complex symbol in a modulation constellation applied
to layer v, and
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S;,1and S, | ,denoteaset contammg all possible vector
¢, such that bit k of element C, ) is equal to 1 and 0O
respectlvely
11. The method of claim 1, wherein said step 1v), v) or vii),
1X) COMPrises:
considering soft bit calculation for a second layer where
v=I;
performing for each c.MeS™:j=0, 1,
computing dj(l =0 i(l{ (1 )2
12. The method of claim 15 wherein said step 1v), v) or viil),
1X) COMPrises:
considering soft bit calculation for a second layer where
v=1;
performmg tor each ¢, MeSW1=0, 1,
computing soft estimate 791, ¢, (1) and
selecting a symbol ¢, ©)eS© that is closest to i(D)—FD i€, )
13. The method of clalm 1, wherein said step 1v), v) or Vlll)
1X) COMPrises:
considering soft bit calculation for a second layer where
v=I;
performing for each c,eS™;;] ] =0, 1,
computing dj([’)— 79 -¢, -, ¢, w2,
14. The method of claim 1, wherein said step 1v), v) or vii),
1X) COMPrises:
considering soft bit calculation for a second layer where
v=l1;
performmg for each ¢ MeS™":j=0, 1, , K4-1; and
computing total dlstance d, g OTAL—d (D)+d (1)
15. The method of claim 1, whereln Sald Step 1V) V) Or vii1),
1X) COMPrises:
a) determining

., K®-1; and

K(l)—l; and

, K4-1: and

~(1)

A — dTOTHL}

min
ﬂ( Jos(D)

El

¢ = argmin{dTOTAL),
D esh

where ¢, WeSW is a symbol of layer-1 n a maximum
hkehhood (ML) decision and bk k=0,1...,B%-1

1s a bit-label ofc (l)ES(l) and
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b) computing each sott bit L(b, ,):k=0,1, ..., BW-1 as

(1)
Libg 1) = f’ﬁ,ﬂ(d -

min
d;GTALE pl

df”ﬁ] if by, =0
k&

ar

. ~(1)
min dTGTHL —

i
4TOTAL . p0

Lib 1) = rﬁ,c{
&

] if by = 1.

¢) where D, and D,” denote a set containing all distances
d, " correspond to ¢, that has that bit k equal to 1
and 0, respectively.

16. The method of claim 1, wherein said step 111) or vii)
COmprises:
looking at a max-log likelihood ratio (LLR) expression;
and
after expanding, dj(ﬂ)j dj(l)j dropping the terms that do not
influence the LLR.
17. The method of claam 1, wherein said step 111) or vii)
COMprises:
pulling out normalizing factors so that modulation symbols
are Irom un-normalized quadrature amplitude modula-
tion (QAM) constellations which contain integers.
18. The method of claim 1, wherein said step 111) or vii)
COmprises:
forming LUT: containing common terms that depend on a
channel coetficient,
wherein entries of the look-up tables (LUTs) are repeatedly
accessed while computing all dj(ﬂ),, dj(l)j and multiplica-
tions are avoided.
19. The method of claim 1, wherein said step 111) or vii)
COmMprises:

computmgd(l) B(CJR(l)) +0(c ,;(l)) 2§R(l)jﬂ(l)9 —2%,

1
;I( )E]

20. The method of claim 1, wherein said step 111) or vii)
COmMprises:
computing d,V=01z"—c, V2,
where all {d (D1 can be computed with only 20 real mul-
tiplications.
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