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1

ANALYZING AN AT LEAST
THREE-DIMENSIONAL MEDICAL IMAGE

FIELD OF THE INVENTION

The mvention relates to analyzing an at least three-dimen-
sional medical image. The invention further relates to visual-
1zing a lesion represented by an at least three-dimensional

medical image.
10

BACKGROUND OF THE INVENTION

The characterization of mass-like breast lesions 1s an
important step in the workup of diagnostic breast images.
Categories for lesion characterization have been defined by 15
the American College of Radiology (ACR) 1n the “Breast
imaging reporting and data system” (Bi-rads). This standard
comprises visually assessable lesion features including
“shape” and “lesion margin”. In addition to these features,
modality-specific features are listed, such as kinetic curve 20
assessment 1n dynamic contrast enhanced MR 1mages.

MR 1mages of breast lesions can be visually ispected
using an image viewer. Such an 1image viewer 1n many cases
allows showing axial slices and multi-planar reformatted
slices (MPR). Other visualization modes, such as volume 25
rendering and surface rendering, may also be supplied.

Dynamic contrast enhanced breast MRI has been emerging
as a diagnostic tool. Also, there has been a demand for com-
puter aided diagnosis tools for this application. In order to
build robust computer-aided detection (CAD) applications 30
yielding understandable and reproducible results, a carefully
selected small set of features 1s preferably used. In the paper
“Robustness of Morphologic Features for the Characteriza-
tion of Mass Lesions in Dynamic, Contrast-Enhanced Breast
MR Images”, by Th. Buelow et al., ISMRM, 2008, three 35
morphologic features are compared with respect to their
robustness against variations 1n the mass lesion segmenta-
tions that are the input to the feature computation step. These
features include “Normalized Mean Distance to Surface”,
“sphericality”, and “compactness™. 40

SUMMARY OF THE INVENTION

It would be advantageous to have an improved way of
analyzing an at least three-dimensional medical 1mage. To 45
better address this concern, 1n a first aspect of the invention a
system 1s presented that comprises

a surface detector for identifying a portion of a surface of
an object represented by the image;

a lesion detector for 1dentifying a lesion comprised 1n the 50
object and represented by the image; and

means for establishing an orientation of the lesion with
respect to the portion of the surface, based on an output of the
lesion detector and an output of the surface detector.

The system thus defined allows for a new way of analyzing 55
a three-dimensional medical image. In particular, the system
allows assessing the orientation of the lesion with respect to at
least part of the surface. The inventors have realized that the
lesion orientation, which 1s one of the parameters to be mea-
sured when analyzing ultrasound breast images according to 60
the above mentioned Bi-rads standard, could theoretically
also be assessed 1n three-dimensional 1mages such as MR
images. This could potentially make the ultrasound acquisi-
tion supertluous, at least for assessing lesion orientation, and
hence increase the overall efficiency of medical imaging 65
equipment. However, with existing medical analysis tools the
lesion orientation cannot be practically assessed, 1n particular

2

because the orientation of the skin surface, which 1s a natural
reference point 1n ultrasound 1images because the position of
the ultrasound probe 1s determined by the skin surface, with
respect to an 1mage acquisition apparatus 1s variable in three-
dimensional 1maging techniques such as MR and CT. The
proposed system automatically identifies at least part of the
surface 1n the medical image by means of the surface detector,
which facilitates establishing the orientation of the lesion
with respect to at least part of the surface.

The lesion detector may comprise a model fitter for fitting
a model to the lesion. This 1s an efficient way of detecting an
object 1n an 1mage. For example, an adaptive shape model
may be used, or a predetermined geometrical model, such as
an ellipsoid, may be fitted to the lesion.

The means for establishing an orientation of the lesion may
comprise a lesion orientation detector for computing an ori-
entation value indicative of an orientation of the model with
respect to the portion of the surface. This orientation value
may be presented to a physician. Alternatively or additionally,
the orientation value may be provided to a decision support
system. The orientation value provides a very compact, repro-
ducible representation of the lesion orientation. The orienta-
tion value may be computed fully automatically.

The surface detector may be arranged for selecting a por-
tion of the surface which 1s substantially closest to the lesion.
The onentation established with respect to the portion of the
surface closest to the lesion may be the clinically most rel-
evant orientation, as this orientation represents the orientation
with respect to the surface behind which the lesion 1s located.
The portion of the surface may comprise or may be a point on
the surface. Also, this portion of the surface may correspond
to a point on the skin on which an ultrasound device 1s posi-
tioned during an ultrasound examination.

The means for establishing the orientation of the lesion
may comprise a view generator for generating a view of the
lesion according to a projection plane or intersection plane
substantially perpendicular to the part of the surface. The
system provides a view of the lesion which 1s highly suitable
for visually assessing the orientation of the lesion inrespect of
the surtace. The projection plane or intersection plane sub-
stantially perpendicular to at least part of the surface helps
visualizing the orientation of the lesion i respect of the
surface.

The view generator may be arranged for generating a
multi-planar reformat of the image corresponding to the inter-
section plane. A multi-planar reformat (MPR) 1s an oblique
slice view of the medical 1image, as 1s known 1n the art. The
multi-planar reformat of the image corresponding to the inter-
section plane substantially perpendicular to at least part of the
surface 1s particularly useful 1n assessing the lesion orienta-
tion with respect to the surface.

The view generator may comprise a three-dimensional
scene renderer for rendering a view of the image visualizing,
at least part of the lesion, a viewing direction of the view being
substantially parallel to at least part of the surtace. This pro-
vides an alternative viewing mode, which provides additional
insight into the lesion orientation.

The view generator may be arranged for generating a view
in which at least part of the surface substantially coincides
with a border of the view. This feature makes the resulting
view resemble a clinically relevant ultrasound 1mage more
closely, which further facilitates reliable assessment by a
clinician of the lesion orientation.

An annotator may be provided for including in the view an
annotation indicating a long axis of the lesion. This indication
may help to increase confidence 1n the system, because 1t
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visualizes which lesion was detected and what dimension
and/or orientation was detected.

The view generator may comprise means for determining,
the orientation of the projection or itersection plane, based
also on an orientation of a model fitted to the lesion by the
model fitter. This allows automatic generation of one or more
standardized views, each view having, for example, a viewing
direction which 1s determined based on at least part of the
surtace and the ornientation of the lesion. Such standardized
views increase efficiency.

The model fitter may comprise means for detecting a lon-
gitudinal direction of the lesion. Moreover, the means for
establishing an orientation of the lesion may comprise a view
generator for generating a view of the lesion according to a
projection plane or intersection plane substantially perpen-
dicular to at least part of the surface and substantially parallel
to the longitudinal direction of the lesion. This shows a view
of the length direction of the lesion with respect to the surface.

The system may comprise a computer aided detection sys-
tem for classitying the lesion according to clinical relevance.
The onientation value may be used as an input to such a
computer aided detection system.

The surface may comprise a surface of a breast represented
in the 1mage, and the lesion may comprise a breast lesion. For
such an application the lesion orientation has particular clini-
cal relevance.

A medical imaging apparatus may comprise the system set
forth and an MRI scanner for providing the at least three-
dimensional image comprising a representation of the surface
and a representation of the lesion. This way, the establishing
of the lesion orientation and 1mage acquisition may be per-
formed on the same device, which allows obtaining a result
quickly.

A method of analyzing an at least three-dimensional medi-
cal image may comprise
identifying a portion of a surface of an object represented
by the 1image;
identifying a lesion comprised 1n the object and repre-
sented by the image; and

establishing an orientation of the lesion with respect to the
portion of the surface, based on an output of the lesion detec-
tor and an output of the surface detector.

A computer program product may comprise instructions
for causing a computerized system to perform the method set
torth.

It will be appreciated by those skilled 1n the art that two or
more of the above-mentioned embodiments, implementa-
tions, and/or aspects of the invention may be combined in any
way deemed usetul.

Modifications and variations of the image acquisition
apparatus, of the workstation, of the system, and/or of the
computer program product, which correspond to the
described modifications and variations of the system, can be
carried out by a person skilled in the art on the basis of the
present description.

A person skilled 1n the art will appreciate that the method
may be applied to multidimensional image data, e.g., to 2-di-
mensional (2-D), 3-dimensional (3-D) or 4-dimensional
(4-D) mmages, acquired by various acquisition modalities
such as, but not limited to, standard X-ray Imaging, Com-
puted Tomography (CT), Magnetic Resonance Imaging
(MRI), Ultrasound (US), Positron Emission Tomography
(PET), Single Photon Emission Computed Tomography
(SPECT), and Nuclear Medicine (NM).

BRIEF DESCRIPTION OF THE DRAWINGS

These and other aspects of the mvention will be further
clucidated and described with reference to the drawing, 1n
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FIG. 1 shows example ultrasound 1mages;

FIG. 2 shows a diagram of a breast lesion in an at least
three-dimensional 1image;

FIG. 3 shows example MR 1mages;

FIG. 4 shows schematically a system for analyzing an at
least three-dimensional medical 1image; and

FIG. 5 shows schematically a method of analyzing an at
least three-dimensional medical 1image.

DETAILED DESCRIPTION OF EMBODIMENTS

The characterization of mass-like breast lesions 1s an
important step in the workup of diagnostic breast images.
Categories for lesion characterization have been defined by

the American College of Radiology (ACR) 1n the “Breast
imaging reporting and data system” (Bi-rads). The clinically
relevant feature “lesion orientation™ 1s only specified in the
standard for ultrasound, since 1n this modality the orientation
of the lesion 1s visually directly assessable. The valuable
information that 1s contained 1n the lesion orientation infor-
mation remains unused 1n breast MR studies since the feature
1s visually less accessible 1n volumetric MR 1mages.

However, by computationally extracting the lesion orien-
tation of a mass lesion from 3D MR 1mages, this quantity can
be made available to aid the classification of the lesion. The
orientation may be presented to the user as a numeric value as
well as through automatically selected oblique multi-planar
reformatted 1mages (MPR’s), which visually clarify the
lesion orientation. The orientation assessment, previously
only available for ultrasound 1mages, thus becomes available
also for MR 1mages.

The systems and methods described 1n this description can
be used as part of a breast CAD system. They can also be used
as part of a medical imaging tool. Such CAD systems and
medical imaging tools can be implemented, for example, on a
dedicated breast MR viewing/CAD workstation, a PACS sys-
tem, or on the scanner console directly.

FIG. 1 1llustrates two breast ultrasound 1mages of different
patients. The upper edge 3 and 3a of each 1mage corresponds
to the skin-line. This 1s where the ultrasound probe was posi-
tioned during acquisition. FIG. 1A 1llustrates an ultrasound
image showing a breast lesion 1 which 1s wider than tall or
“parallel”. FIG. 1B illustrates an ultrasound 1mage showing a
breast lesion 2 which 1s taller than wide or “not parallel”
according to Bi-Rads. In ultrasound imaging, lesion orienta-
tion 1s naturally visible due to the manner 1n which the image
1s acquired: using a hand-held probe which 1s positioned on
the skin surface of the breast. Because of this acquisition
technique, the lesion 1s displayed 1n a fixed orientation with
the surface of the breast, which makes visual and/or auto-
mated mspection of lesion orientation easy.

One of the reasons why lesion orientation has not been used
in clinical practice when analyzing breast MR 1mages 1s that,
from a three-dimensional MR 1mage, the orientation of a
lesion with respect to the skin surface 1s not visible. Conse-
quently, the valuable information that 1s contained in the
lesion orientation information remains unused in breast MR
studies since the feature 1s less accessible 1n volumetric MR
images using current viewing workstations. To overcome
this, a method 1s provided which may help to compute the
lesion orientation of a mass lesion from 3D medical images.
Also, an oblique MPR that visually presents the medical
image information 1n a way the climicians know from ultra-
sound helps clarifying the lesion orientation. Automatic
selection of such an oblique MPR may relieve the clinician
from manually searching for the lesion 1n the image.
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FIG. 2 A illustrates schematically a 2D cross sectional slice
of a 3D medical image, comprising a lesion 4 and a breast skin
surface 5. A number of processing steps may be applied. A
mass lesion 4 may be segmented from a dynamic contrast
enhanced breast MR 1mage, e.g., as described 1n “Segmenta-
tion ol suspicious lesions in dynamic contrast-enhanced
breast MR 1mages™, by T. Biillow et al., in SPIE Medical
Imaging vol. 6514, 200°7. However, other segmentation meth-
ods may be applied as well. An ellipsoid 6 may be fitted to the
segmented mass lesion to find the best-fitting ellipsoid. This
may be done by computing the principal axes of inertia of the
lesion and selecting an ellipsoid having the corresponding
principal axes 7 and 8, a center point 9 of the ellipsoid corre-
sponding to the point of gravity of the lesion, for example.
However, the ellipsoid model 1s only an example. Shape
models of mass lesions are known 1n the art and may be
applied here by means of adaptive model based segmentation.
Accordingly, the steps of model fitting and segmentation may
be combined 1n a single step. Preferably, a model 1s used of
which a principal axis of inertia can be easily extracted.

The skin surface 5 may be extracted from the medical
image, using image processing techniques, such as gradient
estimation, known 1in the art. For example, a contrast
enhanced breast MR 1mage may be used. Preferably, the same
image 1s used for both lesion segmentation and skin surface
extraction, however it 1s also possible to use two distinct
images which are registered to each other. The skin surface
point 10 may be established which 1s closest to (the center of
gravity 9 of) the segmented breast lesion. A numerical value
of the degree of parallelism may be computed as the sine of
the angle a. between the lesion long axes 7 and the direction
vector from lesion center to the closest skin surface point 11.
Consequently, 1n this example, the degree of parallelism may
take values ranging from O to 1, with O being used for a
perfectly non-parallel lesion and 1 for a parallel lesion.

FIG. 2B 1llustrates an alternative orientation estimation.
The height 12 of the lesion in the direction of the closest skin
surface point and the width 13 of the lesion 1n the direction
perpendicular to the direction of the closest skin surface point
can be computed. These figures, or their ratios, are alternative
indications of the orientation of the lesion which may be
tamailiar to the physician. This height and width may be com-
puted in different ways, for example as the height and width
ol a properly positioned bounding box just large enough to
comprise the lesion. Alternatively, 1t may be computed as the
diameter of the ellipsoid 1n the relevant directions.

In addition to the numerical value indicating the degree of
parallelism, one or more oblique MPR’s may be presented to
the user, for example an MPR {for the cross-sectional planes
spanned by the direction vector from the lesion to the surface
and the longest/shortest axis (one plane each) of the lesion.
These views may be reformatted such that the direction vector
to the skin surface points upwards in the image plane. This
way, the obtamned view resembles an ultrasound image
because the orientation of the visualized objects 1s similar to
an ultrasound 1image. This helps to enable a clinician to make
a diagnosis based on the image.

FIG. 3 illustrates two 1images generated 1n this way. FIG.
3 A shows an MPR {for the cross-sectional plane spanned by
the direction vector from the lesion to the surface and the
longest axis of the lesion. FIG. 3B shows an MPR for the
cross-sectional plane spanned by the direction vector from
the lesion to the surface and the shortest axis of the lesion.
Both FIG. 3A and FIG. 3B are MPRs of a 3D dynamic
contrast enhanced MR dataset. The dataset consists of a time
series of 1mage volumes, the first of which shows the non-
contrasted anatomy. After the acquisition of the first volume
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image a contrast agent 1s 1injected intravenously and a time
sequence of 1mage volumes 1s acquired 1n order to 1image the
inflow and outtlow of the contrast agent. For visual assess-
ment of the lesion morphology 1t 1s common to display a
difference 1mage constructed by subtraction of the non-con-
trasted 1mage from one of the contrasted images.

FIG. 4 illustrates schematically a system for analyzing an
at least three-dimensional medical image. The blocks shown
in FIG. 4 represent system components which may be imple-
mented 1 many different ways. For example, electronic cir-
cuitry could be provided 1n an integrated circuit (IC), which
would perform the functionality as described hereinatiter for
cach component. However, 1t 1s also possible to implement
some or all of the components completely or 1n part as soft-
ware modules, which may be stored 1n a memory 71. The
soltware modules may comprise computer instructions suit-
able for being executed by a general purpose processor 72. A
control module 73 may be provided for coordinating the
execution of the several modules. Such a control module 73
may also take the form of a software module stored 1n the
memory 71 and suitable for being executed by the processor
72. As will be understood by the skilled person, the memory
71 and the processor 72 are hardware units, whereas the other
modules of the system may be implemented either 1n software
or 1 hardware, according to the situation at hand. The
memory 71 may also be used for storing image data, recerved
data, intermediate results, and output data. The memory 71
may comprise one or more of a RAM memory, a ROM
memory, a flash memory, a magnetic disc, removable media
such as CD-ROM, CD-RW, DVD. The processor may com-
prise a central processing unit as found 1n a workstation. The
control unit 73 may be responsible for initiating the actions of
one or more of the mdividual modules. Alternatively, the
modules 1nteract without using the control unit 73. The
arrows 1n FIG. 4 indicate data flow between modules.

An mput 63 1s provided for recerving medical image data.
Such an mput may be connected to a medical image scanner
64, such as for example an MRI scanner or a CT scanner or
another imaging equipment capable of generating an at least
three-dimensional 1image. Alternatively, the input 65 may be
connected to a data server, such as a picture archiving and
communications system (not shown) on which data acquired
carlier 1s stored. Data connections may be implemented by
means of a network connection such as a LAN or the Internet,
for example. Pre-processing means may be provided to per-
form 1mage pre-processing of data recerved by the iput 65.
Such preprocessing may comprise image enhancement tech-
niques, for example, known 1n the art as such. The 1image may
comprise a plurality of image elements. In case the 1image 1s
three-dimensional, these 1mage elements are voxels. The
image elements have element values associated therewith.
Different tissues of the body are usually associated with dii-
ferent image values. This allows for segmentation. Segmen-
tation techniques, known 1n the art as such, may be applied to
localize the different tissues 1n the body as represented by the
image. Additionally or alternatively, 1sosurfaces may be pro-
vided 1n the image data. Such an 1sosurface 1s a surface
indicative of locations 1n the image where the element values
are the same. Generating the 1sosurface from the image ele-
ments may be a part of the preprocessing, or 1t may be part of
the functionalities of one or more of the system modules
described hereinafter.

A lesion detector 51 may be provided for identilying a
lesion 4 represented by the image. The lesion 4 may be
detected by using a segmentation techmque, such as thresh-
olding or active model segmentation, or indicated by the user
using a pointing device like a computer mouse. A segmenta-
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tion method 1s described 1n “Segmentation of suspicious
lesions 1n dynamic contrast-enhanced breast MR 1mages™, by
T. Bullow et al., SPIE Medical Imaging vol. 6514, 2007.

A surface detector 52 may be provided for identifying at
least part of a surface (5) of an object represented by the
image. In particular, a portion of the surface may be 1dent-
fied. This surface detection can be performed by using a
known segmentation algorithm. For example, 11 the surface 1s
the skin surface of a patient, the transition from tissue to air
may be detected. However, the object could also be an organ
comprised in the body, for example.

A means 53 may be provided for establishing an orienta-
tion of the lesion 4 with respect to at least part of the surface
5, based on an output of the lesion detector 51 and an output
ol the surface detector 52. Given the 1dentified lesion and the
identified part of the surface, it 1s easier to establish the
orientation of the lesion. As described hereinatter, such an
orientation can be established, for example, by means of a
suitable view of the surface and the lesion, or by means of
turther image processing techniques.

Starting with the latter possibility, the lesion detector 51
may comprise a model fitter 54 for fitting a model 6 to the
lesion 4. This may be performed by means of adaptive shape
modeling, for example. Alternatively, a geometric shape hav-
ing a few degrees of freedom can be fitted to the lesion. Such
a geometric shape could comprise an ellipsoid and the
degrees of freedom could include the radii of the ellipsoid as
well as the direction vectors of the axes of the ellipsoid. The
means 53 for establishing an orientation of the lesion 4 may
comprise a lesion orientation detector 36 for computing an
orientation value o indicative of an orientation of the model
(6) with respect to atleast part of the surface (5). For example,
such an orientation value o corresponds to an angle between
the longitudinal axis of the ellipsoid and the line connecting,
the center point of the ellipsoid and a point 10 on the surface
5. Instead of the latter line, a vector tangent (or normal) to the
surface 5 at a point 10 of the surface 5 could be used. Also, the
height and width of the lesion could be used as orientation
values.

The surface detector 52 may comprise a surface point
selector 61 for selecting a point 10 on the surface 5 substan-
tially closest to the lesion 4. For example, the distance from
the lesion (e.g. the center of the lesion) to each of a plurality
of points on the surface 5§ 1s computed, and the point corre-
sponding to the smallest distance 1s chosen as the substan-
tially closest point 10. A numerical optimization algorithm
may be used for this. The means 53 for establishing an ori-
entation of the lesion 4 may be arranged for establishing the
orientation of the lesion 4 with respect to the point 10 on the
surface 3 closest to the lesion 4. For example, the orientation
value a may be computed 1n respect of the substantially
closest point 10. The lesion detector 51 may be arranged for
detecting a lesion inside the object detected by the surface
detector 52. For example, the object may comprise a body,
and the lesion may be comprised in the body.

The means 53 for establishing the orientation of the lesion
4 may comprise a view generator 37 for generating a view of
the lesion 4 according to a projection plane or intersection
plane substantially perpendicular to at least part of the sur-
face. Such a projection or intersection plane provides a view
more or less along the surface; this allows an observer such as
a clinician to compare the orientation of the lesion with the
orientation of the surface. In such a way, the observer can
visually assess the orientation and make a guess of the orien-
tation value a.

The view generator 37 may comprise a multi-planar refor-
mat generator 38. This multi-planet reformat generator 58 1s

10

15

20

25

30

35

40

45

50

55

60

65

8

arranged for generating a multi-planar reformat of the image
corresponding to the intersection plane. This results 1n a cross
sectional slice view of at least part of the image, wherein the
intersection plane defines the cross sectional slice.

Alternatively or additionally, the view generator 57 may
comprise a three-dimensional scene renderer 59. Such a scene
renderer 39 may be based on direct volume rendering tech-
niques such as ray-casting for example, or the scene renderer
59 may be arranged for surface rendering of one or more
surfaces which may have been generated 1n the preprocessing
stage or by the scene renderer 59 itself The scene renderer 59
may be arranged for rendering a view of the image visualizing,
at least part of the lesion 4, a viewing direction of the view
being substantially parallel to at least part of the surface 5.

The view generator 57 may be arranged for generating a
view 1 which at least part of the surface 5 substantially
coincides with a border 90 of the view. The border 90 of the
view corresponds to a side of the view. For example, if the
view 1s displayed in a window on a display, the border of the
view may correspond to a side of the window. It the view 1s
displayed full screen, the border of the view may correspond
to a side of the screen. The 1image may need to be rotated
and/or translated such that the surface coincides with the
border of the view.

An annotator 62 may be provided for including 1n the view
an annotation indicating a long axis of the lesion. Such a long
axis very clearly 1dentifies the orientation of the lesion. It 1s
also possible to include annotations of the ellipsoid, and/or of
the measured orientation value o.. Other annotations, such as
an output of a clinical decision support system, may also be
provided Annotations may be displayed on a screen, printed,
or stored 1n an electronic patient file.

As discussed above, the lesion detector 51 may comprise a
model fitter 54 for fitting a model 6 to the lesion 4. Moreover,
the view generator 37 may comprise means 60 for determin-
ing the orientation of the projection plane or intersection
plane, based on an orientation of the model 6 fitted to the
lesion 4 and on at least part of the surface 5. The model may
have one or more direction vectors associated with i1t, for
example a direction vector corresponding to the principal axis
of an ellipsoid, 11 the model comprises an ellipsoid. The
means 60 may be arranged for adjusting the projection/inter-
section plane such that said plane has a predetermined orien-
tation with respect to one or more of the direction vectors of
the model. This allows generating reproducible views.

The model fitter 54 may comprise a direction detector for
identifying a longitudinal direction 7 of the lesion 4 (such as
the principal axis of an ellipsoid). The view generator 37 may
be arranged for generating a view of the lesion 4 according to
a projection plane or intersection plane substantially perpen-
dicular to at least part of the surface 5 and substantially
parallel to the longitudinal direction 7 of the lesion 4. This
way the longitudinal axis of the lesion 1s visualized well 1n
relation to the surface.

The output of the means 53 for establishing an orientation
of the lesion 4 can comprise one or more orientation values o
and/or one or more suitable views of the lesion (for example
an MPR showing the lesion and/or the surface in a way
described above). This output may be provided to a computer
aided detection system 63 or a clinical decision support sys-
tem for classitying the lesion 4 according to clinical rel-
evance, based on the orientation of the lesion 4 1n respect of at
least part of the surface 5. Other parameters relating to the
lesion may be used 1n the classification as well. The computer
aided detection system 63 may be arranged for classiiying the
lesion as a bemign lesion or a malicious lesion. For example,
if the height 12 1s smaller than the width 13, this may be used
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by the computer aided detection system 63 as an indicator of
a benign lesion. On the other hand, 11 the height 12 is larger
than the width 13, this may be used by the computer aided
detection system 63 as an indicator of a malignant lesion.

The system described herein may be arranged specifically
for processing breast images. In such a case, surface 5 may
comprise a skin surface of a breast represented 1n the image
(for example a transition between skin tissue and air), and the
lesion 4 may comprise a breast lesion, for example a mass
lesion, which may be either malicious or bemign.

A method of analyzing an at least three-dimensional medi-
cal image may comprise a step of identitying 101 a lesion 4
represented by the 1mage; a step of 1dentifying 102 at least
part of a surface 5 of an object represented by the image; and
a step of establishing 103 an orientation of the lesion 4 with
respect to at least part of the surface 5, based on an output of
the lesion detector 51 and an output of the surface detector 52.

It will be appreciated that the invention also extends to
computer programs, particularly computer programs on or 1n
a carrier, adapted for putting the invention into practice. The
program may be 1n the form of a source code, an object code,
a code intermediate source and object code such as a partially
compiled form, or in any other form suitable for use 1n the
implementation of the method according to the invention. It
will also be appreciated that such a program may have many
different architectural designs. For example, a program code
implementing the functionality of the method or system
according to the mvention may be subdivided into one or
more subroutines. Many different ways to distribute the func-
tionality among these subroutines will be apparent to the
skilled person. The subroutines may be stored together in one
executable file to form a self-contained program. Such an
executable file may comprise computer executable mstruc-
tions, for example processor istructions and/or interpreter
istructions (e.g. Java interpreter instructions). Alternatively,
one or more or all of the subroutines may be stored 1n at least
one external library file and linked with a main program either
statically or dynamically, e.g. at run-time. The main program
contains at least one call to at least one of the subroutines.
Also, the subroutines may comprise function calls to each
other. An embodiment relating to a computer program prod-
uct comprises computer executable mstructions correspond-
ing to each of the processing steps of at least one of the
methods set forth. These mstructions may be subdivided nto
subroutines and/or stored 1n one or more files that may be
linked statically or dynamically. Another embodiment relat-
ing to a computer program product comprises computer
executable instructions corresponding to each ol the means of
at least one of the systems and/or products set forth. These
instructions may be subdivided into subroutines and/or stored
in one or more files that may be linked statically or dynami-
cally.

The carrier of a computer program may be any entity or
device capable of carrying the program. For example, the
carrier may include a storage medium, such as a ROM, for
example a CD ROM or a semiconductor ROM, or a magnetic
recording medium, for example a tloppy disc or hard disk.
Further the carrier may be a transmissible carrier such as an
clectrical or optical signal, which may be conveyed via elec-
trical or optical cable or by radio or other means. When the
program 1s embodied 1n such a signal, the carrier may be
constituted by such a cable or other device or means. Alter-
natively, the carrier may be an integrated circuit in which the
program 1s embedded, the integrated circuit being adapted for
performing, or for use in the performance of, the relevant
method.
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It should be noted that the above-mentioned embodiments
illustrate rather than limit the invention, and that those skilled
in the art will be able to design many alternative embodiments
without departing from the scope of the appended claims. In
the claims, any reference signs placed between parentheses
shall not be construed as limiting the claim. Use of the verb
“comprise’” and 1ts conjugations does not exclude the pres-
ence of elements or steps other than those stated 1n a claim.
Thearticle *“a” or “an” preceding an element does not exclude
the presence of a plurality of such elements. The mvention
may be implemented by means of hardware comprising sev-
cral distinct elements, and by means of a suitably pro-
grammed computer. In the device claim enumerating several
means, several of these means may be embodied by one and
the same 1tem of hardware. The mere fact that certain mea-
sures are recited in mutually different dependent claims does
not indicate that a combination of these measures cannot be
used to advantage.

The invention claimed 1s:

1. A system comprising

a memory storing a set of instructions; and

a processor executing the set of instructions to perform

operations comprising;

identifying a portion of a surface of an object repre-
sented by an at least three dimensional medical image
wherein the portion of the surface 1s 1dentified based
on a relationship with a lesion;

identifying the lesion disposed below the surface of the
object and represented by the image; and

establishing an orientation of the lesion with respect to
the portion of the surface, based on the 1dentification
of the lesion and the portion of the surface, wherein
the establishing the orientation of the lesion com-
prises generating a view ol the lesion according to a
projection plane or intersection plane perpendicular
to the portion of the surface.

2. The system of claim 1, wherein the 1dentification of the
lesion for comprises fitting a model to the lesion and the
establishing the orientation of the lesion comprises comput-
ing an orientation value indicative of an orientation of the
model with respect to the portion of the surface.

3. The system of claim 1, wherein the 1dentifying the por-
tion of the surface comprises selecting the portion of the
surface substantially closest to the lesion.

4. The system of claim 1, wherein the generating the view
comprises generating a multi-planar reformat of the image
corresponding to the intersection plane.

5. The system of claim 1, wherein the generating the view
comprises rendering a view of the image visualizing at least
part of the lesion, a viewing direction of the view being
parallel to the portion of the surface.

6. The system of claim 1, wherein the generating the view
comprises generating a view 1n which the portion of the
surface coincides with a border of the view.

7. The system of claim 1, wherein the generating the view
turther comprises including in the view an annotation indi-
cating a long axis of the lesion.

8. The system of claim 1, wherein 1dentifying the lesion
comprises fitting a model to the lesion, and wherein generat-
ing the view comprises determining the orientation of the
projection or intersection plane, based on an orientation of the
model fitted to the lesion and on the portion of the surface.

9. The system of claim 8, wherein {itting the model com-
prises 1dentifying a longitudinal direction of the lesion, and
wherein generating the view comprises generating the view
of the lesion according to a projection plane or intersection
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plane perpendicular to the portion of the surface and parallel
to the longitudinal direction of the lesion.
10. The system of claim 2, wherein the operations further
comprise classitying the lesion according to clinical rel-
evance, based on the orientation value.
11. The system of claim 1, wherein the surface comprises a
surface ol a breast represented in the 1image, and the lesion
comprises a breast lesion.
12. A medical imaging apparatus comprising the system of
claim 1 and a medical image scanner providing the at least
three-dimensional 1mage.
13. A method of analyzing an at least three-dimensional
medical 1image, comprising
identifying a portion of a surface of an object and repre-
sented by the image wherein the portion of the surface 1s
identified based on a relationship with a lesion;

identifying the lesion disposed below the surface of the
object and represented by the image; and

establishing an orientation of the lesion with respect to the

portion of the surface, based on an output of the lesion
detector and an output of the surface detector, wherein
the establishing the orientation of the lesion comprises
generating a view of the lesion according to a projection
plane or intersection plane perpendicular to the portion
of the surface.

14. A non-transitory computer program product compris-

ing instructions for causing a computerized system to per-
form the method according to claim 13.
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