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TIME-BASED GRAPHIC NETWORK
REPORTING NAVIGATOR

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority to French Patent Applica-
tion No. 0956459, filed on Sep. 21, 2009, the entirety of
which 1s incorporated herein by reference.

BACKGROUND

1. Field of Technology

The presently disclosed embodiments are directed to
encoding network maps with temporal network status infor-
mation.

2. Brief Discussion of Related Art

Network management tools typically provide fault man-
agement, which 1s generally shown graphically on a network
map or topological view. The map or topology view can
include boxes and lines, where the boxes represent network
devices and the lines represent network links or connections
between devices. The maps or topology views can assign a
single color to the boxes and lines to 1dentify a single status,
such as a current status or possibly the highest status previ-
ously achieved by the boxes and links. For example, the color
green may be used to indicate a good state and the color red
may be used to indicate a bad state.

For performance management, the topological views rep-
resenting the performance of devices and links or sub-entities
are often not implemented. If such views are available, 1t
typically only provides an entry point to separate graphs that
can be displayed showing, for example, traffic information
with the time as one coordinate axis and a traific parameter as
another coordinate axis. Using this conventional approach,
the user typically has to perform a step-by-step 1investigation
from traific graphs to text graphs showing the performance
numbers. This approach 1s typically time consuming, error
prone, mnetlicient, and burdensome for users that wish to find
and extract relevant information from these graphs.

SUMMARY

Embodiments disclosed herein are directed to a method,
computer-readable medium, and system for representing net-
work performance mformation using a network map gener-
ated by a performance management tool implemented using
at least one computing device. A graphical affordance repre-
senting a network element in the network map 1s partitioned
into segmented sections 1 accordance with a temporal
encoding scheme to encode temporal information 1n the net-
work map. The segmented sections are encoded using a per-
formance encoding scheme to identify a level of performance
associated with the segmented sections. The network map
depicts a performance of the network element over time.

A length of the segmented sections can be proportional to
a length of time for which the network performance informa-
tion remains within a predefined range associated with the
performance encoding scheme. In some embodiments, the
length of the segmented sections 1s 1dentical to indicate that
cach of the segmented sections represents an 1dentical
amount of time. In some embodiments, the segmented sec-
tions can be grouped according to performance identifiers
associated with the segmented sections so that segmented
sections having a common performance identifier are
arranged adjacently to 1llustrate an amount of time for which
the network device remains associated with the performance
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identifiers 1n a reported time period. In some embodiments,
the segmented sections according to a temporal distribution
associated with the segmented sections so that the segmented
sections are arranged adjacently 1n a sequential and consecu-
tive manner relative to a time at which the performance infor-
mation 1s calculated for each segmented section.

The network element can be a network link represented
using two graphical affordances 1n the network map to 1llus-
trate bi-directional communication over the link and to report
the performance level associated with each commumnication
direction separately. Likewise, the network element can be a
network node device represented using a graphical affor-
dance, 1n which the segmented sections are arranged in one of
a column or a row.

Other objects and features of the present invention waill
become apparent from the following detailed description
considered 1n conjunction with the accompanying drawings.
It 1s to be understood, however, that the drawings are designed
as an 1llustration only and not as a definition of the limits of
the mvention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a computing device used to
implement embodiments of the performance management
tool.

FIG. 2 1s a network map implemented using an embodi-
ment ol a performance management tool to encode perfor-
mance information associated with the network over time.

FIG. 3 1s another implementation of a network map 1n
which graphical atfordances of a link are superposed.

FIG. 4 1s a network map representing a portion of a network
and includes time markers for demarcating time slots.

FIG. 5 illustrates a zoom-1n operation that can be 1mple-
mented on a network map to expand a time slot to display
more detailed information.

FIG. 6 illustrates reporting multiple sets of performance
information for a network element 1n a network map

FIG. 7 1s a graphical atfordance of a node device 1n a
network having performance information associated with the
node device over time encoded thereon.

FIG. 8 1s an exemplary computing system for implement-
ing embodiments of the performance management tool.

DETAILED DESCRIPTION

The presently disclosed embodiments include reporting
variable iformation related to networking or computing
using a network map or topological view of a network. The
terms “network map™ and “topological view” are used inter-
changeably to refers to a graphical representation of a net-
work, 1n which elements or components of the network, such
as routers, hubs, switches, gateways, links, and the like, are
represented using graphical affordances, which can be
graphical objects having geometric shapes include squares,
rectangles, circles, as well as lines. A performance manage-
ment tool 1s used to generate a network map representing a
network. The performance management tool encodes the net-
work map using a performance encoding scheme and a tem-
poral encoding scheme.

The performance encoding scheme depicts the perfor-
mance of the network components or elements using perfor-
mance 1dentifiers, such as colors, patterns, shading, and so on.
The temporal encoding scheme divides the graphical atfor-
dances used to represent the network elements into segments
to encapsulate the performance i1dentifiers with relation to
temporal information, such as a time period being reported on
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the graphical affordances, a time at which the performance
information 1s calculated, and the like. A segment or seg-
mented section 1s a defined and bounded portion of a graphi-
cal affordance to partition the graphical affordance nto dis-
tinct sections, which can be used to encode temporal
information into the graphical affordances. The performance
and temporal encoding schemes report the performance lev-
cls of the network over time. The performance encoding
scheme can use performance identifiers including colors,
shades of grey, hashing, and/or patterns, which can corre-
spond to performance ranges. For example, the performance
encoding scheme can associate colors with performance
ranges.

The temporal encoding scheme encodes temporal informa-
tion associated with performance levels in the network map of
a network based on a position of temporal segments. In some
embodiments, sub information, such as QoS classes of traflic
may also be provided directly on the map. In some embodi-
ments, the type of mnformation shown on an element in the
network map or network map is selectable and can be either
traffic data (onthe link or sub-elements within the link such as
virtual circuits or classes of service), latency, jitter, packet
loss, and/or the like.

Using the network map generated by the performance
management tool, an enhanced user interface can be offered
for performance management. The network map and inter-
esting network information and associated temporal informa-
tion allows the user to easily see and obtain the right infor-
mation. As such, the performance management tool can
create graphical objects in such network map representations
with boxes and links with an encoded time dimension asso-
ciated with network performance information reported using
the generated network map. Performance information refers
to performance metrics that can be calculated and/or mea-
sured 1n a network to 1dentily a performance of the network.
Performance metrics can include Classes of Service (CoS)
and Quality of Service (QoS) metrics, such as latency, jitter,
packet loss, access rate, and the like. A CoS differentiates
high-priority tratfic from lower-priority tratfic and a QoS 1s
used to ensure a network 1s meeting the requirements of a
customer. The elements of the network map mclude informa-
tion 1n time about the evolution of the information associated
with the network elements, such as node devices and/or links.

FIG. 1 depicts an exemplary computing device 100 for
implementing a performance management tool 102. The
computing device 100 can be a mainframe, personal com-
puter (PC), laptop computer, workstation, handheld device,
such as a PDA, or the like. In the 1llustrated embodiment, the
computing device 100 includes a central processing unit
(CPU) 104 and preferably a display device 106. The display
device 106 enables the computing device 100 to communi-
cate directly with an operator through a visual display. The
computing device 100 can further include data entry device(s)
108, such as a keyboard, touch screen, and/or mouse. The
computing device 100 can include storage 110 to store data
and 1nstructions. The storage 110 can include such technolo-
gies as a tloppy drive, hard drive, tape drive, Flash drive,
optical drive, read only memory (ROM), random access
memory (RAM), and the like. The storage 110 can include
applications 112 including instructions for implementing
those embodiments described herein.

Storage 110 can be local or remote to the computing device
100. The computing device 100 preferably includes a network
interface 116 for communicating with the network for which
a network map encoding performance information associated
with the network 1s to be generated. The CPU 104 executes
the applications 112 1n storage 110 by performing instruc-
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tions therein and storing data resulting from the performed
instructions, which may be presented to a user via the display
106 or by other mechanisms known to those skilled in the art,
such as via a printer. The data can include a value for one or
more reliability metrics representing network, service, path,
and/or element reliability.

The performance management tool 102 can generate a
network map of a network and can encode the network map
using a performance encoding scheme and a temporal encod-
ing scheme, as discussed above. The performance manage-
ment tool 102 can interact with the network to calculate
performance metrics to be reported with the generated net-
work map and can be scheduled to calculate the performance
metrics at a fixed time 1nterval or at an arbitrary time interval.
The performance metrics calculated by the performance man-
agement tool 102 at the intervals are encoded into the network
map for display.

FIG. 2 shows a portion of a network map 200 of a commu-
nication network that can be generated using a performance
management tool. The network map 200 can be implemented
using an 1mage format, such as a scalable vector graphics
(SVQG) format, a Graphics Interchange Format (GIF), and so
on. The network map 200 can be interactive to allow the user
to manipulate the topology view 200, for example, by allow-
ing the user click on items in predefined pathways or dynami-
cally generated network maps for further information.

The SVG format 1s an open, Hypertext Transter Protocol
(HT'TP) compatible standard that allows fully interactive
mapping applications, without the need for applets or a round
trip to the server every time the map presentation 1s modified.
The SVG format 1s implemented in an XML language for
describing two-dimensional graphics and allows for three
types of graphic objects including vector graphic shapes (e.g.,
circles, rectangles, and paths consisting of straight lines and
curves); 1mages; and text. These graphical objects can be
grouped, styled, transformed, and 1ncorporated into previ-
ously rendered objects. The display and manipulation fea-
tures of the SVG format can include nested transformations,
clipping paths, alpha masks, filter effects, and template
objects.

For embodiments implemented using the SVG format, the
SVG format of the network map can be implemented to allow
the user to click on 1items 1n predefined pathways or dynami-
cally generated network maps for further information, zoom-

in on element(s) i the network map, zoom-out to view a
larger area of the network map, pan across the network map,
drill down into different views associated with the network
map, select various elements, and so on. Using the SVG
format to represent the network map enhances navigation of
the network map and renders large and complex networks in
a manageable form. The SVG format brings rich, compelling,
interactive, high-resolution graphics to applications and net-
works.

SV(G-based drawings can be interactive and dynamic. For
example, animations can be defined and triggered either
declaratively (1.e., by embedding SVG animation elements 1n
SVG document) or via scripting. Sophisticated client-side
applications for SVG-based drawing are made possible by the
use of a browser-based scripting language, such as JavaScript,
which accesses the SVG Document Object Model (DOM).
Using the SVG format to render network maps generates a
tully interactive, browser-based mapping system. Once a net-
work map, rendered 1n SVG, 1s downloaded to the browser,
the network map can be manipulated without requiring
applets or having to request a new 1image from the server.
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SV G has many advantages over other image formats, and
particularly over JPEG and GIF including the following
advantages:

Plain text format—SVG files can be read and modified by

a range of tools, and are usually much smaller and more
compressible than comparable JPEG or GIF images.
Additionally, since it 1s based on XML and 1s entirely
text-based, maps created in SVG are available for search
engines to idex.

Scalable—Unlike bitmapped GIF and JPEG formats, SVG
1s a vector format, which means SVG 1mages can be
printed with high quality at any resolution, without the
“staircase” eflects seen when printing bitmapped
1mages.

Pan/Zoom—You can pan and zoom very quickly in an
SVG 1mage and not see any degradation of the image,
and the system does not need to go back to the server for
a new 1mage.

Searchable and selectable text—Unlike 1n bitmapped
images, text i SVG text 1s selectable and searchable.
For example, you can search for specific text strings, like
city names 11 a map.

Interaction—S VG enables dynamic and interactive graph-
ics far more sophisticated than bitmapped solutions.
Map features may be made selectable and interactive
from within the browser. The user may theme a map,
select objects, and manipulate layers—all without a net-
work hop back to the server.

Animation—SVG enables animation from within lan-
guage definition 1tself, and through the combination of
JavaScript and the SVG DOM.

The network map 200 1s a graphical representation of net-
work elements and can 1nclude boxes 210, which represent
node devices 1n a network, such as routers, switches, gate-
ways, hubs, terminals, and the like, and links 220, which
represents connections between the node devices. In the
present embodiment, network performance information 1s
encoded 1nto the topology view 200 to indicate a level of
performance of the network elements (e.g., node devices and
links) or a status of the network elements. A level of pertor-
mance refers to a value associated with a performance metric,
where the value 1s quantified with respect to a relative, abso-
lute, or other scale, such as a percentage scale. The network
performance information can be depicted on the boxes 210 or
links 220 using an encoding scheme, which can associate the
network performance information with performance 1denti-
fiers, such as colors, shading, patterns, and so on, to identily
a level of performance or a state associated with the network
clement on which the encoding scheme 1s implemented. In
some embodiments, the encoding scheme can associate a
range ol performance levels with each performance 1dentifier
so that a particular performance identifier 1s used whenever
the level of performance 1s within the corresponding range.

In the present embodiment, the link 220 1s divided into two
directional graphical atffordances 230 and 240 to indicate a
bi-directional operation of the connection represented as link
220 between the node devices represented by boxes 212 and
214. The directional graphical atfordances 230 and 240 of the
link 220 can include directional arrows 232 and 242. The
arrow 232 1s a right pointing arrow associated with graphical
alfordance 230, which delimitates the part of information
related to the transmit data from the node device represented
by box 212 to the node device represented by box 214. The
arrow 242 1s a left pointing arrow associated with graphical
alfordance 242, which delimitates the part of information
related to the transmit data from the node device represented
as box 214 to the node device represented as box 212.
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A temporal scheme can be implemented for depicting tem-
poral dimensions associated with the network status informa-
tion being depicted in the topology view 100. The temporal
scheme facilitates a presentation of the network performance
information at intervals over a period of time, rather than
simply reporting network status imnformation for a discrete
instance in time, such as a current level of performance or a
previous level of performance associated with a network ele-
ment. In the present embodiment, the temporal scheme 1s
used to depict the network performance information of the
link 120 over time by sectioning the graphical atfordances
230 and 240 of the link 220 into segments, where the length
Ls of each of the segments can be proportional to the length of
time being reported by each of the segments. In some embodi-
ments, the segments can be equal 1n length to represent a fixed
and equal time period for each of the segments. In some
embodiments, the segments can be different lengths and can
represent different lengths of time, which can correspond to,
for example, a length of time the link remains 1n an identified
performance range.

A convention can be defined such that the lastreported time
information (i.e., the most recently reported) 1s closest to the
arrow 232 and the earliest reported time information (1.€., the
oldest reported information) 1s closest to the boxes 210. For
example, information being transmitted from the node
device, represented as box 212, to the node device, repre-
sented as box 214, 1s represented by graphical affordance 230,
where a segment 234 represents the earliest reported network
performance information and a segment 236, being closest to
the arrow 232, represents the most recently reported network
performance information. In the present example, the seg-
ment 238 represents the network performance mnformation
reported at a time between the earliest and most recently
reported network performance information.

In some embodiments, the segments can be arranged with-
out regard to the relative time being report such that the order
of the segments may not correspond to an order in which the
level of performances occur. In such embodiments, the length
Ls of the segments can represent a total amount of time each
performance level occurs within the total length L - of time
(e.g., the one-hour period). As an example, the total length L.
of each of the graphical atfordances 230 and 240 of the link
220 can represent an 1dentical one-hour period of time for
which network performance information, such as an access
rate, 1s being reported, where the average traflic being trans-
mitted over the link 1s calculated every ten minutes.

In this example, with reference to graphical affordance
230, the length of the segment 234 1s twenty minutes and 1s
associated with traffic within a range 0 to 25% of the access
rate that corresponds to the performance 1dentifier 254. Thus,
in the present example, the access rate was within the perfor-
mance range of 0 to 25% twice during the one-hour time
period. However, the 1dentified level of performance may not
have occurred consecutively 1n time. Rather, the identified
performance level may have been separated by the occurrence
of other performance levels during the one-hour period. The
length of the segment 238 1s thirty minutes and 1s associated
with traflic within a range 25 to 50% of the access rate that
corresponds to the performance identifier 258. The length of
the segment 236 1s 10 min and 1s associated with traific within
a range 50 to 75% of the access rate that corresponds to the
performance i1dentifier 256. The temporal scheme i1mple-
mented using the segments and the encoding scheme 1mple-
mented using the performance indicators depict the behavior
of the link 220 over a one-hour period in the transmait direction

from box 212 to box 214.
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Likewise, the temporal scheme implemented using the seg-
ments and the performance encoding scheme implemented
using the performance 1dentifiers depict the behavior of the
link 220 over a one-hour period 1n the transmit direction from
the node device represented by box 214 to the node device
represented by the box 212. For example, graphical affor-
dance 240 can include segments 244, 246 and 248, which
respectively represent lengths of thirty, twenty and ten min-
utes. Performance identifier 264 implemented for segment
244 represents traflic having an access rate within the range of
25 to 50%, performance 1dentifier 266 implemented for seg-
ment 246 represents traific represents traflic having an access
rate of 50 to 75%, and performance identifier 268 1mple-
mented for segment 248 represents traific having an access
rate of 0 to 25%.

The time period reported using the temporal scheme can be
user selectable. For example, the user can specily a one hour
time period or a one day time period over which the perfor-
mance information can be reported. If a one hour period 1s
specified, for example, selection of the element 1n the network
map, such as the link, or a button associated with the element,
can allow the user to slide or scroll the display of the perfor-
mance information being reported so that performance nfor-
mation calculated for different hours can be displayed on the
network map. Similarly, when the time period being reported
1s a one day time period, a user can navigate between hourly
performance information, daily performance information or
other time periods for which performance information may
be reported.

For embodiments implemented using the SVG format,
cach of the segments can be a vector on which operations are
possible, such as a zoom-in, drilling-down to another view,
searching similar states, modifying the time scale and range,
and so on. For example, 1n some embodiments a user can
select one of the segments by clicking on the segment with a
mouse pointer. As a result of the selection, the performance
management tool can zoom-in to a more detailed view of the
selected segment. This operation 1s referred to herein as a
“zoom-1n"". The more detailed view can show other informa-
tion related to this link, time, and associated values. This
allows users to directly reach periods of time and perfor-
mance levels that are of interest to the user without having to
scroll on legacy time graphs, one link after another.

FIG. 3 15 a network map 300 that can be generated by the
performance management tool. In the present embodiment,
the link 120 1s divided into the graphical atfordances 230 and
240. The graphical atfordances 230 and 240 are superposed,
one for each communication direction. The graphical atfor-
dance 230 extends from the box 212 to the box 214 with the
directional arrow 232 being adjacent to and pointing towards
the box 214 to indicate transmission of information from the
node device represented by the box 212 to the node device
represented by the box 214. The graphical atfordance 240
extends from the box 214 to the box 212 with the directional
arrow 242 being adjacent to and pointing towards the box 212
to indicate transmission of information from the node device
represented by the box 214 to the node device represented by
the box 212. The segments of the graphical atfordances 230
and 240 can be implemented using embodiments discussed
herein.

FIG. 4 shows a network map 400 generated by the perfor-

mance management tool that adds time markups 400 to the
link 220. The link 220 can be formed from graphical affor-

dances 410 and 420 and can include the arrows 232 and 242,
respectively for indicating a direction 1n which information 1s
transmitted and receirved over the link 220. The graphical
affordances 410 and 420 can include the markups 400 to form
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time slots 430. In the present example, mine timeslots are
created using eight markups over a one-hour time period
corresponding to the length L.~ of the graphical atfordances
410 and 420. In some embodiments, the performance levels
can be grouped without regard to the relative timing of the
performance levels such that the order in which the perfor-
mance levels are displayed on the graphical atfordances may
not correspond to an order in which the level of performances
OCCUL.

It can be useful to group time slots having common perior-
mance ranges within one hour or above to get visible seg-
ments especially when the time scale (1.e., the amount of time
represented by the graphical affordances, 1s long, such as
daily or above). In the present example, there 1s no longer a
notion of time and position of the performance 1dentifiers.
Rather, the time slots are arranged on the link to group time
slots with common performance levels together. For example,
performance levels calculated 1n timeslots 432 and 434 can
have the same performance range, and therefore can be 1den-
tified using the performance identifier. The time slots 432 and
434 can be consecutively and adjacently position on the
graphical affordance 410 so that the time slots 432 and 434
are positioned side-by-side to group the time slots 432 and
434 together.

The time slots 432 and 434 can represent performance level
calculated at non-consecutive time so that intervening and
different performance levels may have occurred between the
performance levels calculated for time slots 432 and 434. The
time slots 432 and 434 can represent a performance level
associated with a range from, for example, 0 to 25% of a
performance metric. The same grouping of time slots can be
performed for all other ranges of the performance metric. In
the present embodiment, even if the performance value
changes every 10 minutes, the graphical atfordances 410 and
420 remain readable and allow the user to 1dentily perfor-
mance levels associated with the time slots 430 so that the
user can identily the most common performance range, the
least common performance range, a frequency of a particular
performance range with the reported time period, and so on.
For example, the user can identily traffic having an accessrate
over 75% and can determine the proportion of the traffic
having an access rate of over 75% to the remaining traific
reported by the graphical atfordance.

FIG. 5 1llustrates an exemplary implementation of a zoom
operation on the network map 400 generated by the perfor-
mance management tool. When the zoom operation 1s acti-
vated, a time slot can be expanded to display the performance
levels occurring within the time slot with more granularity.
For example, a time slot may represent performance data
calculated every ten minutes over a one-hour period. In a
default view, the time slot may represent an average or other
combination of the data calculated at the ten minute intervals.
When the zoom 1s implemented, each of the ten minute 1nter-
vals within the one-hour period can be displayed. The ten
minute intervals can be arranged relative to each other accord-
ing to the time at which the interval occurred 1n the time slot
to allow the intervals to be positioned 1n chronological order.

The network map 400 includes the box 212, which repre-
sents a node device 1n the network and the graphical atfor-
dance 410, which represents a portion of the link 220 for
transmitting data from the node device represented by the box
212. The graphical affordance 410 1s divided into the time
slots 430 by the markups 405. In the present example, the time
slots 430 can be selected by a user to, for example, zoom-1n on
the details of the performance metrics associated with the
time slots 430. For example, the user can select a time slot 500
using the pointer of a pointing device, such as a mouse, and by
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clicking on the time slot 500. Upon selecting the time slot
500, an expanded time slot 510 can be displayed on the
network map 400. In some embodiments, the expanded time
slot 510 can replace the time slot 500 on the graphical affor-
dance 410. In some embodiments, the expanded time slot 510
can be displayed concurrently with the time slot 500 so that
the user can view both the time slot 500 and the expanded time
slot 510 at the same time.

The expanded time slot 510 can provide the user with more
detail as to the performance mformation associated with the
link during the period of time reported by time slot 500. For
example, the expanded time slot 510 can be parsed 1nto seg-
ments having performance identifiers to indicate a perfor-
mance level. The segments can be grouped according the
performance 1dentifier associated with the segments so that
segments having common performance 1dentifiers are
grouped together 1n side-by-side relation. In the present
example, the expanded time slot 510 1s divided into a segment
514 and a segment 516. The segment 514 15 associated with a
performance 1identifier 524 and the segment 516 1s associated
with a performance 1dentifier 526.

The length of the expanded time slot 510 corresponds to the
period of time represented by the time slot 300, which can be,
for example, a one-hour period. In this case, the expanded
time slot 510 can indicate, using the segments 314 and 516,
that the performance level of the link remained within a
performance range associated with the performance identifier
524 for one-third or twenty minutes of the one-hour period
and that the performance level of the link remained within a
performance associated with the performance 1dentifier 526
for two-thirds or forty minutes of the one-hour period. The
performance 1dentifier 524 can be associated with a perfor-
mance range of a range of 0 to 25% and the performance
identifier 526 can be associated with a performance range of
25% to 50%. By grouping common performance i1dentifiers
together, the user can discern an overall breakdown 1n the
performance of a network element, such as the link 120,
without regard to the relationship between performance and
time. Therefore, for example, the weekly, monthly, or yearly
overall performance associated with a network element, such
as a node device or link, can be given directly on the network
map without additional external calculation or need to open
other weekly, monthly, or yearly reports.

The user can also zoom-1n to view another expanded time
slot 530 by selecting the time slot 500 and/or the expanded
time slot 510. The length of the expanded time slot 530
corresponds to the period of time represented by the time slot
500, which can be, for example, a one-hour period. In this
case, the expanded time slot 530 can include segments 531-
536 representing a time intervals for which performance data
was calculated and reported. For example, the segments 531 -
536 canrepresent ten minute intervals. The segments 531-536
are 1n a consecutive, sequential order so that the segments are
positioned according their temporal relationship. In present
example, the segment 531 can represent the first time interval
tor which performance data was calculated and reported and
the segment 536 can represent the last time 1interval for which
performance data was calculated and reported.

Based on the expanded time slot 510, the user can discern
that there were only two different performance indicators for
the one-hour period associated with the time slot 500, and
based on the expanded time slot 530, the user can discern the
temporal distribution of the performance i1dentifiers for the
one-hour period associated with the time slot 500. In the
present example, segments 331, 533, 535, and 536 can be
associated with the performance identifier 526 and segments
532 and 534 can be associated with the performance identifier
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524. In some embodiments, the expanded time slot 530 can
replace the time slot 500 on the graphical affordance 410. In
some embodiments, the expanded time slot 330 can be dis-
played concurrently with the time slot 500 and/or the time slot
510 so that the user can view the time slot 500 and/or the
expanded time slot 510 with the expanded time slot 530 at the
same time.

In some embodiments, the time slot 500 can respond to a
lett click on the mouse to expand the time slot 500 from the
compressed view to the expanded view provided by the time
slot 310 and can respond to a right click on the mouse to
expand the time slot 500 from the compressed view to the
expanded view provided by the expanded time slot 530. In
some embodiments, the user can select the time slot 500
expanding the time slot 500 to the display the expanded time
slot 510 and can select the time slot 510 to display the
expanded time slot 530.

FIG. 6 1llustrates a network map 600 for a portion of a
network 1n which the node device 1s illustrated by the box 212
and a portion of the link 220 1s 1llustrated by the graphical
alfordances 605 and 610, both of which represent the portion
of the link 220 for transmitting data from the node device
represented by the box 212, as indicated by the right pointing
arrow 232. The graphical affordances 6035 and 610 can be
used to report a different performance metric, such as a Qual-
ity of Service (QoS), a Class of Service (COS), and so on, as
separate sets of graphical representations. For example, the
graphical affordance 6035 can be used to report the a first COS
associated with the link 220 in the communication direction
of transmitting data from the node device represented by the
box 212 and the graphical affordance 610 can represent a
second COS associated with the link 220 1n the communica-
tion direction of transmitting data from the node device rep-
resented by the box 212. The performance metrics reported
using the graphical atfordances 605 and 610 can be custom-
1zed by the user to allow the user to specily which perfor-
mance metrics are reported using the network map. The
graphical affordances 6035 and 610 can be divided 1nto seg-
ments, which can be associated with performance 1dentifiers.
For example, the graphical affordance 605 can be divided into
segments 606-608 and the graphical affordance 610 can be
divided into segments 611-613. While the present example
illustrates two different performance parameters being
reported using the graphical affordances 605 and 610, those
skilled 1n the art will recognize that additional performance
metrics can be reported using additional graphical affor-
dances.

In the present example, the segments 606 and 613 are
associated with the performance 1dentifier 640, the segments
607 and 612 are associated with the performance identifier
642, and the segments 608 and 611 are associated with the
performance 1dentifier 644. As such, the performance 1denti-
fiers 640, 642, and 644 can be implemented independent of
the underlying performance metric being reported. That 1s, in
some embodiments, the performance 1dentifiers simply pro-
vide a percentage range, such as 0%-25%, and any calculated
performance metric falling into that range, regardless of what
the performance metric 1s, can be 1dentified using the perior-
mance 1dentifier associated with the range. In some embodi-
ments, the performance 1dentifiers can be unique to the per-
formance metrics such that each performance metric includes
its own set of performance 1dentifiers.

FI1G. 7 1llustrates anode device of a network represented by
a box 700 in a network map. Performance metrics associated
with the node device represented by the box 700 can be
reported to the user using segments. The segments are dis-
posed on the box 700 1n two vertically arranged columns,
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where each column corresponds to a different performance
metric. For example, column 730 includes segments 731-734
for reporting central processing unit (CPU) measurements
associated with the node device represented by the box 700
and column 740 includes segments 741-744 for reporting
memory usage associated with the node device represented
by the box 700. While the segments of the present example are
arranged 1n vertical columns, those skilled 1n the art will
recognize that the segments can be arranged 1n horizontal
rows.

The segments can be arranged in accordance with embodi-
ments described herein. For example, the segments can be
grouped together based on performance 1dentifiers associated
with the segments so that segments having common perior-
mance 1dentifiers are grouped together, or the segments can
be arranged relative to time so that the segments are posi-
tioned 1n the columns according to a temporal distribution.

For embodiments in which the segments are arranged rela-
tive to time, a direction arrow 750 can be used to indicate the
time direction. For example, 1n the present embodiment, the
direction arrow 750 can indicate that the segments 731 and
741 at the top of the columns 730 and 740 represent the
carliest reported performance levels and the segments 732-
734 and 742-744 below the segment 731 and 741, respec-
tively, correspond to increasingly later reported performance
levels. A scroll button 760 can be included on the box 700 to
allow the user to scroll up and down 1n time to reveal addi-
tional segments, which may not fit in the box 700. In some
embodiments, the border of the box 700 can be encoded using
the performance encoding scheme. For example, a perfor-
mance 1dentifier can be disposed on the border to indicate a
last performance level calculated, a highest performance level
calculated, a lowest performance level calculated, and so on.
In some embodiments, the ranges associated with the perfor-
mance 1dentifiers can be customized, for example, by a user.
Additionally, performance ranges associated with the perfor-
mance 1dentifiers can be different for node devices and links.

FIG. 8 1s an exemplary computing system 800 configured
to implement embodiments of the tool 102 (FIG. 1). The
computing system 800 includes one or more servers 810-811
coupled to clients 820-821, via a communication network
850, which can be any network over which information can be
transmitted between devices communicatively coupled to the
network. For example, the communication network 850 can
be the Internet, Intranet, virtual private network (VPN), wide
area network (WAN), local area network (L AN), and the like.
The computing system 800 can include repositories or data-

base devices 830 (hereinafter “database devices 8307), which
can be coupled to the servers 810-811, as well as to clients
820-821, via the communications network 850. The servers
810-811, clients 820-821, and database devices 830 can be
implemented using computing devices.

The servers 810-811, clients 820-821, and/or repository
devices 830 can store information, such as network pertor-
mance information over time, the temporal encoding scheme,
the performance encoding scheme including performance
identifiers, network maps, performance ranges associated
with the performance identifiers, and the like. In some
embodiments, the implementation of the tool 102 can be
distributed among the servers 810-811, clients 820-821, and/
or database devices 830 such that one or more components of

the tool 102, or portions thereof, can be implemented by a
different device (e.g. clients, servers, databases) 1n the com-

munication network 850.

Although preferred embodiments of the present invention
have been described herein with reference to the accompany-

ing drawings, 1t 1s to be understood that the invention 1s not
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limited to those precise embodiments and that various other
changes and modifications may be aflected herein by one
skilled 1n the art without departing from the scope or spirit of
the mnvention, and that 1t 1s intended to claim all such changes
and modifications that fall within the scope of the ivention.

The mnvention claimed 1s:
1. A method of representing network performance infor-
mation using a network map comprising:
accessing, using a processing device, a network map rep-
resenting a network, the network comprising a plurality
of network elements, the plurality of network elements
comprising a plurality of node devices and a network
link between first and second node devices of the plu-
rality of node devices, the network map comprising a
plurality of graphical affordances that graphically rep-
resent the plurality of network elements;
partitioning, using the processing device, a graphical atfor-
dance of the plurality of graphical affordances that is
associated with a network element of the plurality of
network elements mto segmented sections in accor-
dance with a temporal encoding scheme that encodes
temporal information 1n the network map; and

encoding, using the processing device, the segmented sec-
tions using a performance encoding scheme that identi-
fies a level of performance associated with the seg-
mented sections, the partitioned and encoded graphical
affordance being included in the network map and rep-
resenting a performance of the network element as a
function of time for a period of time.

2. The method of claim 1, further comprising specifying a
length of the segmented sections to be proportional to a length
of time for which the network performance information
remains within a predefined range associated with the perfor-
mance encoding scheme.

3. The method of the claim 1, further comprising specify-
ing a length of the segmented sections to be identical to
indicate that each of the segmented sections represents an
identical amount of time.

4. The method of claim 1, further comprising grouping the
segmented sections according to performance identifiers
associated with the segmented sections so that segmented
sections having a common performance identifier are
arranged adjacently to 1llustrate an amount of time for which
the network device remains associated with the performance
identifiers in a reported time period.

5. The method of claim 1, further comprising positioning,
the segmented sections according to a temporal distribution
associated with the segmented sections so that the segmented
sections are arranged adjacently 1n a sequential and consecu-
tive manner relative to a time at which the performance nfor-
mation 1s calculated for each segmented section.

6. The method of claim 1, wherein the network element 1s
the network link, and the method further comprises represent-
ing the network link using two graphical atfordances that
graphically indicate bi-directional communication over the
link and graphically indicate the performance level associated
with each communication direction separately.

7. The method of claim 1, wherein the network element 1s
a node device of the plurality of node devices, and the method
further comprises representing the node device using a
graphical affordance of the plurality of graphical atfordances
that 1s shaped as a polygon, and arranging 1its segmented
sections 1n one of a column or a row.

8. A tangible computer readable storage device storing
instructions that, when executed using a processing device,
perform operations comprising:
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accessing a network map representing a network, the net-
work comprising a plurality of network elements, the
plurality of network elements comprising a plurality of
node devices and a network link between first and sec-
ond node devices of the plurality of node devices, the
network map comprising a plurality of graphical affor-

dances that graphically represent the plurality of node
devices and the network link, wherein the first and sec-
ond node devices are represented by first and second
polygonal graphical affordances of the plurality of
graphical affordances, and the network link 1s repre-
sented by a graphical atlfordance of the plurality of
graphical atfordances that extends between the first and
second graphical affordances;

partitioming a graphical affordance of the plurality of
graphical affordances that 1s associated with a network
clement of the plurality of network elements 1nto seg-
mented sections 1n accordance with a temporal encoding
scheme that encodes temporal information in the net-
work map; and

encoding the segmented sections using a performance

encoding scheme that identifies a level of performance
associated with the segmented sections, the partitioned
and encoded graphical affordance being included in the
network map and representing a performance of the
network element over time.

9. The storage device of claim 8, wherein the operations
turther comprise specifying a length of the segmented sec-
tions to be proportional to a length of time for which the
network performance information remains within a pre-
defined range associated with the performance encoding
scheme.

10. The storage device of claim 8, wherein the operations
turther comprise specifying a length of the segmented sec-
tions to be i1dentical to indicate that each of the segmented
sections represents an 1dentical amount of time.

11. The storage device of claim 8, wherein the operations
turther comprise grouping the segmented sections according
to performance 1dentifiers associated with the segmented sec-
tions so that segmented sections having a common perior-
mance 1dentifier are arranged adjacently to 1illustrate an
amount of time for which the network device remains asso-
ciated with the performance identifiers 1n a reported time
period.

12. The storage device of claim 8, wherein the operations
turther comprise positiomng the segmented sections accord-
ing to a temporal distribution associated with the segmented
sections so that the segmented sections are arranged adja-
cently 1n a sequential and consecutive manner relative to a
time at which the performance imnformation 1s calculated for
cach segmented section.

13. The storage device of claim 8, wherein the network
clement 1s the network link, and the operations further com-
prise representing the network link using two graphical afior-
dances that graphically indicate bi-directional communica-
tion over the link and graphically indicate the performance
level associated with each communication direction sepa-
rately.

14. The storage device of claim 8, wherein the network
clement 1s a node device of the plurality of node devices, and
the operations further comprise arranging the segmented sec-
tions of the graphical affordance that represents the network
clement 1n one of a column or a row.
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15. A system for representing network performance infor-
mation using a network map comprising:

a processing device; and

a memory device to store mstructions that, when executed

using the processing device, perform operations com-

prising;:

accessing a network map representing a network, the
network comprising a plurality of network elements,
the plurality of network elements comprising a plu-
rality of node devices and at least one link between the
plurality of node devices, the network map compris-
ing a plurality of graphical affordances that graphi-
cally represent the plurality of network elements,
wherein the plurality of node devices are represented
by polygonal graphical atfordances of the plurality of
graphical affordances, the polygonal graphical afior-
dances are positioned in a non-linear fashion 1n the
network map relative to one another, and the network
link 1s represented by a graphical affordance of the
plurality of graphical affordances that extends
between two of the polygonal graphical atfordances
that represent the respective first and second node
devices;

partitioning a graphical affordance of the plurality of

graphical affordances associated with a network ele-
ment of the plurality of network elements into seg-
mented sections 1n accordance with a temporal encoding
scheme that encodes temporal information 1n the net-
work map; and

encoding the segmented sections using a performance

encoding scheme that 1dentifies a level of performance
associated with the segmented sections, the partitioned
and encoded graphical atfordance being included 1n the
network map and representing a performance of the
network element over time.

16. The system of claim 15, wherein the operations further
comprise specitying a length of the segmented sections to be
proportional to a length of time for which the network per-
formance information remains within a predefined range
associated with the performance encoding scheme.

17. The system of claim 15, wherein a length of the seg-
mented sections 1s 1dentical to indicate that each of the seg-
mented sections represents an 1dentical amount of time.

18. The system of claim 15, wherein the operations further
comprise grouping the segmented sections according to per-
formance 1dentifiers associated with the segmented sections
so that segmented sections having a common performance
identifier are arranged adjacently to illustrate an amount of
time for which the network device remains associated with
the performance 1dentifiers 1n a reported time period.

19. The system of claim 15, wherein the operations further
comprise positioning the segmented sections according to a
temporal distribution associated with the segmented sections
so that the segmented sections are arranged adjacently 1n a
sequential and consecutive manner relative to a time at which
the performance information is calculated for each seg-
mented section.

20. The system of claim 15, wherein the network element 1s
the network link, the network link being represented using
two graphical atfordances that graphically indicate bi-direc-
tional communication over the link and further graphically
indicate the performance level associated with each commu-
nication direction separately.
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