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1

ENCODING PROCESS FOR
MULTIDIMENSIONAL DISPLAY

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a non-provisional of and claims priority
to U.S. Provisional Application Ser. No. 61/571,811, filed Jul.
5, 2011; U.S. Provisional Application Ser. No. 61/571,812,
filed Jul. 5, 2011; U.S. Provisional Application Ser. No.
61/571,813, filed Jul. 3, 2011; and U.S. Provisional Applica-

tion Ser. No. 61/571,815, filed Jul. 5, 2011. The entire con-

tents of each of the above-referenced applications are 1cor-
porated herein by reference 1n their entirety.

BACKGROUND

Stereopsis 1s the process 1n visual perception that allows
perception of depth from two or more slightly different pro-
jections of a view onto the retinas of two eyes. Stereopsis was
first described by Charles Wheatstone in 1838 (*Contribu-
tions to the Physiology of Vision.—Part the First. On some
remarkable, and hitherto unobserved, Phenomena of Binocu-
lar Vision”, Philosophical Transactions of the Royal Society
of London, Vol. 128, pp. 371-394, 1838), which led to many
attempts to achieve stereoscopic display by providing differ-
ent 1mages to the left and right eyes of a viewer using, for
example, eye-glasses incorporating filters of a different color
(e.g., red and cyan) or polarization for each eye.

Advances 1n computer graphics have created a recent resur-
gence 1n interest in multi-dimensional display for motion
pictures and television. Multi-dimensional displays are typi-
cally referred to as 3D (three-dimensions, referring to the
three spatial dimensions) or 4D (four-dimensions, referring to
the three spatial dimensions and the added dimension of
time).

There are two types of stereoscopic displays: those that
require special eyeglasses and those that do not, the latter
being referred to as autostereoscopic display systems. One
conventional method of achieving autostereoscopy involves
the use of lenticular lens arrays (see, for example, U.S. Pat.
No. 1,128,979, “Stereoscopic Picture,” W. Hess, Feb. 6,
1916). Another conventional approach 1s the use of barrier

orids, also known as “parallax barriers”, as described by
Frederick E. Ives, “A novel stereogram,” Journal of the Fran-
klin Institute 153: 51-32, 1902). Some of commercial image
display systems and image content that use conventional ste-
reoscopic technologies exhibit deficiencies 1n at least one of
viewer experience, system complexity, and system cost.
Visual deficiencies arise 1n conventional stereoscopic tech-
nologies, 1 part, because human perception of 3D does not
depend on the parallax embodied 1n stereoscopy alone, but 1s
also atfected by the focal distance of the eye, obscuration of
an object 1n the background by a nearer object, relative angu-
lar motion of objects at different distances, and motion as
detected by the inner ear and saccadic motion. In fact, motion
sickness and eyestrain are reported to result from viewing
displays that are based on stereoscopy alone (3D TV and
Movies: Exploring the Hangover Effect”, J. Hecht, Optics &
Photonics News, February 2011, p, 20-27). That 1s, human
depth perception 1s not solely based on binocular vision but
rather 1s formed from multiple cues. These cues include, but
are not limited to, relative object size, dynamically changing
object size, motion parallax, apparent relative motion of dif-
terent objects, accommodation by each eye, occlusion of one
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object by another, shadows, and the like. The cue inputs are
integrated by a viewer’s brain to generate the experience of
depth perception.

SUMMARY

Exemplary embodiments provide devices, systems and
methods that enable viewing of three-dimensional 1images on
an autostereoscopic display using a barrier grid of dynami-
cally configurable grid characteristics. The barrier grid is
configurable to include alternating light-transmitting and
light-blocking portions that may be characterized by and
configured using a set of one or more grid indicia. The coop-
erative display of an image on an 1image display device and the
dynamically configurable barrnier grid enables autostereo-
scopic 3D and 4D viewing of images.

In accordance with one exemplary embodiment, a method
1s provided for generating a composite image of an object for
3D autostereoscopic viewing of the composite image. The
method includes recerving, at a processing device, image data
corresponding to a plurality of images of the object, for dis-
play using pixels on an 1image display device. The method
includes automatically occluding a first set of columns of the
image data corresponding to the plurality of images, and
leaving a second set of columns of the image data un-oc-
cluded, the un-occluded second set of columns of the image
data expressed as n=k 11 (k—-m)=0 (mod M), wherein n refers
to a column of the image display device, and wherein k refers
to a column of 1mage data acquired from 1mage acquisition
device m out of M total image acquisition devices. The
method also includes assembling the un-occluded second set
of columns of the image data corresponding to the plurality of
images 1n a horizontally offset manner to generate the com-
posite image. The method also includes transmitting the com-
posite image to an autosterecoscopic image display system for
3D autostereoscopic viewing of the composite image.

In accordance with another exemplary embodiment, a sys-
tem 1s provided for generating a composite image of an object
for 3D autostereoscopic viewing of the composite image. The
system includes a processing device configured to receive
image data corresponding to a plurality of images of the
object. The processing device 1s also configured to automati-
cally occlude a first set of columns of the 1mage data corre-
sponding to the plurality of images, and leave a second set of
columns of the image data un-occluded, the un-occluded
second set of columns of the image data expressed as n=k 11
(k—-m)=0 (mod M), wherein n refers to a column of an 1mage
display device, and wherein k refers to a column of image data
acquired from 1mage acquisition device m out of M total
image acquisition devices. The processing device 1s also con-
figured to assemble the un-occluded second set of columns
from the 1mage data corresponding to the plurality of images
in a horizontally offset manner to generate the composite
image. The processing device 1s also configured to transmit
the composite 1image to an autosterecoscopic image display
system for 3D autostereoscopic viewing of the composite
1mage.

In accordance with another exemplary embodiment, one or
more non-transitory computer-readable media are provided.
The one or more computer-readable media have encoded
thereon one or more computer-executable 1nstructions for
performing a method for generating a composite 1mage of an
object for 3D autostereoscopic viewing ol the composite
image. The method includes receiving, at a processing device,
image data corresponding to a plurality of images of the
object. The method includes automatically occluding a first
set of columns of the image data corresponding to the plural-
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ity of 1images, and leaving a second set of columns of the
image data un-occluded, the un-occluded second set of col-
umns of the image data expressed as n=k 1f (k-m)=0 (mod
M), wherein n refers to a column of an 1mage display device,
and wherein k refers to a column of image data acquired from
image acquisition device m out of M total image acquisition
devices. The method also includes assembling the un-oc-
cluded second set of columns from the image data corre-
sponding to the plurality of images in a horizontally offset
manner to generate the composite image. The method also
includes transmitting the composite image to an autostereo-
scopic image display system for 3D autostereoscopic viewing
of the composite image.

In accordance with another exemplary embodiment, a
method 1s provided for generating a composite image of an
object for 3D autostereoscopic viewing ol the composite
image. The method includes receiving, at a processing device,
image data corresponding to a plurality of images of the
object. The method includes automatically occluding a first
set of columns of the 1mage data corresponding to the plural-
ity of 1mages, and leaving a second set of columns of the
image data un-occluded, the un-occluded second set of col-
umns of the image data expressed as n=k it (k-m)=0 (mod
M), wherein n refers to a column of an 1image display device,
and wherein k refers to a column of image data acquired from
image acquisition device m out of M total image acquisition
devices. The method also includes assembling the un-oc-
cluded second set of columns from the image data corre-
sponding to the plurality of images in a horizontally offset
manner to generate the composite 1image. The method also

includes storing the composite 1mage on a storage device.

BRIEF DESCRIPTION OF THE DRAWINGS

For a better understanding of exemplary embodiments and
to show how the same may be carried into effect, reference 1s
made to the accompanying drawings. It 1s stressed that the
particulars shown are by way of example only and for pur-
poses of 1llustrative discussion of the preferred embodiments
of the present disclosure only, and are presented in the cause
of providing what 1s believed to be the most useful and readily
understood description of the principles and conceptual
aspects of the imvention. In this regard, no attempt 1s made to
show structural details of the invention 1n more detail than 1s
necessary for a fundamental understanding of the mvention,
the description taken with the drawings making apparent to
those skilled 1n the art how the several forms of the invention
may be embodied in practice. In the accompanying drawings:

FIG. 1 1s a schematic diagram of a conventional autoste-
reoscopic display including a static and unconfigurable bar-
rier grid and an 1image display panel.

FIG. 2 1llustrates exemplary rows and columns of a Bayer
mask display matrix.

FIG. 3a illustrates an exemplary multi-camera stereo-
SCOpIC 1mage acquisition system, with the camera mechani-
cally aligned to point to the planar point.

FIG. 3b illustrates an exemplary multi-camera stereo-
SCOPIC 1Image acquisition system, with a first group of camera
mechanically aligned to point to the planar point and a second
group of cameras aligned parallel to one another.

FI1G. 4 illustrates an exemplary multi-camera stereoscopic
image acquisition system, with cameras aligned parallel to
one another.

FIGS. 5A-5D illustrate an example of combining acquired
image frames from five cameras aligned in parallel, with
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generation of a single composite image having superimposed
planar points, with side data removed and the composite
image resized.

FIG. 6 1llustrates a multi-camera acquisition system pro-
viding data to the columns of an 1image display panel with an
exemplary dynamically configurable barrier grid spaced from
the image display panel to enable autostereoscopic 3D view-
ing of the image.

FIG. 7a 1s a schematic diagram of an exemplary configu-
ration ol a dynamically configurable barrier grid and an
image display panel.

FIG. 7b 15 a schematic diagram of another exemplary con-
figuration of a dynamically configurable barrier grid and an
image display panel.

FIG. 7¢ 1s a schematic diagram of another exemplary con-
figuration of a dynamically configurable barrier grid and an
image display panel.

FI1G. 7d 1s a schematic diagram of another exemplary con-
figuration of a dynamically configurable barrier grid and an
image display panel.

FIG. 7¢ 1s a schematic diagram of another exemplary con-
figuration of a dynamically configurable barrier grid and an
image display panel.

FIG. 8a 1s a schematic diagram of an 1image display panel
and an exemplary dynamically configurable barrier grid that
1s turned off (1.e., 1s transparent).

FIG. 85 1s a schematic diagram of the image display panel
and the barrier grid of FIG. 8a 1n which the barrier grid 1s
turned on to have an exemplary 20% aperture approximately
(1.e., 1n which the ratio between the light-blocking portions
and the light-transmitting portions 1s about 4:1).

FIG. 8¢ 1s a schematic diagram of the image display panel
and the barrier grid of FIG. 8a 1n which the barrier grid 1s
turned on to have an exemplary 40% aperture approximately
(1.e., 1n which the ratio between the light-blocking portions
and the light-transmitting portions is about 3:2).

FIG. 9a 1llustrates an exemplary dynamically configurable
barrier grid, e.g., formed on an LCD panel, used with a first
image display panel.

FIG. 94 illustrates an exemplary dynamically configurable
barrier grid, e.g., formed on an LCD panel, used with a second
image display panel.

FIG. 10 illustrates an exemplary dynamically configurable
barrier grid projected onto the rear side of a 3D display,
forming stripes of backlight.

FIG. 11a 1s a schematic diagram of an exemplary configu-
ration in which a dynamic barrier grid 1s formed by a back-
light pattern projected onto the rear side of an LCD image
display panel by a rear projector.

FIG. 115 1s a schematic diagram of another exemplary
configuration in which a dynamic barrier grid 1s formed by a
backlight pattern projected onto the rear side of an LCD
image display panel by a rear projector.

FIG. 12 1s a flowchart of an exemplary method in which a
plurality of images may be captured and displayed in an
exemplary autostercoscopic display system that includes an
image display panel and a dynamically configurable barrier
or1d.

FIG. 13 1s a flowchart of an exemplary method for setting
up multiple image acquisition devices to capture a plurality of
images ol an object.

FIG. 14 1s a flowchart of an exemplary method for regis-
tering and interlacing a plurality of images to form a compos-
ite interlaced image.

FIG. 15 1s a flowchart of an exemplary method for regis-
tering and interlacing a plurality of moving images to form a
composite moving image.
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FIG. 16 1s a flowchart of an exemplary method for regis-
tering and 1nterlacing a plurality of 1images rendered by com-
puter graphics.

FI1G. 17 1s a tlowchart of an exemplary method for calibrat-
ing and/or scaling an 1image to match a barrier grid, and/or for
calibrating and/or scaling a dynamically configurable barrier
orid to match an 1image.

FIG. 18 1s a flowchart of an exemplary method that may be
performed to allow viewing of an autostereoscopic image of
an object.

FIG. 19q illustrates an exemplary image capture and
autostereoscopic 1mage display system.

FI1G. 195 1llustrates another exemplary 1image capture and
autostereoscopic 1mage display system.

FI1G. 20 1s a flowchart of an exemplary method for extract-
ing column data from a plurality of images using a soitware
mask to generate a composite 3D encoded 1image.

FI1G. 21 illustrates an exemplary method of acquiring and
processing a 2D 1mage from one of M still or moving images,
cach from one of M cameras, for 3D encoding and presenta-
tion.

FIG. 22 1s a flowchart of an exemplary method for acquir-
ing and processing a 2D 1mage from one of M still or moving
images, each from one of M cameras, for 3D encoding and
presentation.

FI1G. 23 1s a flowchart of an exemplary method of using a
2D/3D selector to select between 2D and 3D autostereoscopic
display of 1mages.

FI1G. 24 A 1llustrates an exemplary system for calibrating an
image displayed on an image display panel for use with a
dynamically configurable barrier grid in an autostereoscopic
display system.

FI1G. 24B illustrates another exemplary system for calibrat-
ing an 1mage displayed on an 1image display panel for use with
a dynamically configurable barrier grid in an autostereo-
scopic display system.

FIG. 25 1s a block diagram of an exemplary computing
device configurable to perform any of the methods and/or to
implement any of the systems taught herein.

FIG. 26 1s a block diagram of an exemplary embedded
computing and/or processing device configurable to perform
any ol the methods and/or to implement any of the systems
taught herein.

DETAILED DESCRIPTION

Before the present devices, systems and methods are
described, 1t 1s to be understood that this invention 1s not
limited to the particular processes, devices, or methodologies
described, as these may vary. It 1s also to be understood that
the terminology used in the description 1s for the purpose of
describing the particular versions or embodiments only and 1s
not intended to limit the scope of the present disclosure which
will be limited only by the appended claims.

Certain terms are defined 1n this section to facilitate under-
standing of exemplary embodiments.

The terms “3D.” “3-D” and ““three-dimensional,” as used
herein, refer to the three spatial dimensions (length, width and
height).

The terms “4D,” “4-D” and “four-dimensional,” as used
herein, refer to the three spatial dimensions (length, width and
height) and the added dimension of time.

The term “dynamically configurable,” as used herein 1n the
context of an exemplary barrier grid, refers to a barrier grid in
which one or more grid characteristics are configurable upon
setup of the grid and/or after setup and during use of the grid.
Exemplary grid characteristics that may be dynamically con-
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figurable i1nclude, but are not limited to, the width of the
light-blocking portions, the width of the light-transmitting
portions, the repeat dimension, the ratio of the width of the
light-blocking portions to the width of the light-transmitting
portions, the total width of the barrier grid, the total height of
the barrier grid, and the like.

The term “composite image”™ of an object, as used herein,
refers to a image 1n which portions of two or more 1images of
the object taken by at different angles are coded to form one
interlaced image, such that display of the composite 1mage 1n
an autostercoscopic display device enables 3D autostereo-
scopic viewing of the object.

The term “disparity,” as used herein, refers to the difference
in 1mage location of an object between the images seen by the
left and right eyes, that may be used to determine depth
information.

FIG. 1 illustrates an 1mage display system to display the
principle of operation underlying conventional static and
unconfigurable barrier grids. The 1mage display system
includes an 1image display panel 120 for displaying an image.
Exemplary image display panels 120 may include, but are not
limited to, liquad crystal display (LCD), light-emitting diode
(LED), organic light-emitting diode (OLED), plasma
devices, and the like. Images are acquired by two cameras
separated by approximately the inter-ocular distance 110
between a viewer’s eyes, 111 and 112. The inter-ocular dis-
tance varies among individuals, with a typical value for adult
males being about 6 cm. The 1images are inputted separately to
the image display panel 120 as input signals 101 and 102. The
images are provided to adjacent columns of the image display
panel 120, with the first camera feeding data to odd numbered
columns, 131, and the second camera feeding data to even
numbered columns, 132. The horizontal positions of the dis-
play columns are determined by the size and resolution of the
image display panel 120. For example, a high-definition (HD)
1080 p (having 1920 columns) LCD display with a 48" hori-
zontal dimension typically has 20 Bayer mask columns/inch,
with each Bayer mask color pixel, 210, comprised of a red-
green (RG) pair, 211, and a green-blue (GB) pair, 212,
arranged as a 2x2 pattern, as exemplified by FIG. 2.

The image display system also includes a static and uncon-
figurable barrier grid 150 disposed between the image display
panel 120 and the eyes of a viewer 111, 112. As can be seen in
FIG. 1, the dimensions of the barner grid are selected and
fixed to allow only the odd-numbered columns to be seen by
one of the viewer’s eyes and even-numbered columns to be
seen by the other, giving rise to a stereoscopic elfect. The
barrier grid 150 may be spaced from the 1image display panel
120 by a distance denoted as S, and from the viewer’s eyes
111, 112 by a distance denoted as D. Exemplary values for
distance S may range from about 3 mm to about 15 mm, but
are not limited to this exemplary range. Exemplary values for
distance D may range from about 3 feet to about 18 feet, but
are not limited to this exemplary range. The barrier grid 150
may include a plurality of vertical alternative light-transmait-
ting portions 160 and light-blocking portions 170. Each seg-
ment of a light-transmitting portion and an adjacent light-
blocking portion has a width denoted as L (also known as the
repeat dimension). Exemplary repeat dimensions L may
range from about 10 lines/inch to about 40 lines/inch, but are
not limited to this exemplary range. Each light-blocking por-
tion has a width denoted as W, and each light-transmaitting
portion has a width denoted as A (also known as the aperture).
Exemplary width A may range from about 10% to about 50%
of the repeat distance L, but 1s not limited to this exemplary
range. For an exemplary 40-inch image display panel having
1920 columns, exemplary values of L. may range from about
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5> mm to about 125 mm, but are not limited to this exemplary
range; exemplary values of A may range from about 2.5 mm
to about 12.5 mm, but are not limited to this exemplary range;
and exemplary values of W may range from about 2.5 mm to
about 112.5 mm, but are not limited to this exemplary range.

The conventional barrier grid 150 of FIG. 1 1s static and
unconfigurable 1n that the parameters A, W, and L are fixed
throughout the lifetime of the barrier grid 150 and do not vary
as a function of time and/or 1n response to external 1nputs.
That 1s, the light-transmitting portions 160 and the light-
blocking portions 170 have static and unchanging widths and
positions across the entire width of the conventional barrier
orid 150. In contrast, an exemplary barrier grid provided 1n
accordance with the teachings provided herein 1s dynamically
configurable 1n that one or more of the parameters A, W, and
L (known as grid indicia) may be set, reset, changed and/or
configured. One or more of the parameters may be set and/or
changed by selection during initial setup of the autostereo-
scopic display system. One or more of the parameters may be
set and/or changed by selected after initial setup as a function
of time and/or 1n response to external input, for example, from
a user.

Dynamic barrier grids, provided in accordance with the
teachings herein, allow for adjustment of the barrier grid to
the associated image display panel on which encoded 3D
columns are provided. Dynamic barrier grids enable adjust-
ment to content generated by different numbers of 1mage
acquisition devices (e.g., cameras) or rendered from different
points of view using computational techniques. Dynamic bar-
rier grids also enable adjustment to improve the displayed
image based on the distance of the 1image acquisition devices
to an object 1n a scene being imaged. Furthermore, a dynamic
barrier grid facilitates matching the image and size of the
barrier grid to the columns on the image display panel. In
addition, the dynamic barrier grid may be used to block off
end regions where there 1s incomplete overlap of component
1mages.

FI1G. 2 illustrates exemplary rows and columns of a Bayer
mask displace matrix. In this case, each of the RGGB sub-
pixels 1s shown to be square as are the 2x2 composite pixels.
The separation distances between the composite pixels 1n the
figure are shown only for clarity. In other exemplary embodi-

ments, the pixels may have different geometries than those
shown 1n FIG. 2 and/or may not be separated. In the example
illustrated 1n FIG. 2, a high-definition (HD) 1080 p (having
1920 columns) LCD display with a 48" horizontal dimension
has 20 Bayer mask columns/inch, with each Bayer mask color
pixel, 210, comprised of a red-green (RG) pair, 211, and a
green-blue (GB) pair, 212, arranged as a 2x2 pattern.

An exemplary autostereoscopic system may receive and
display composite images generated from any suitable num-
ber of 1mages including, but not limited to, 2, 3,4, 5, 6, 7, 8,
9,10, 11,12, 13,14, 15,16, 17, 18, 19, 20, and more. In an
exemplary embodiment, a plurality of 1mages may be taken
with a plurality of 1image acquisition devices not limited to
two 1mage acquisition devices. A plurality of image acquisi-
tion devices (e.g., cameras) may be used to capture images
from multiple viewing angles, enabling the display of stereo-
scopic 1images in a similarly broad angular range to viewers of
the display.

FIG. 3a shows an exemplary image acquisition system
including five image acquisition devices, 311, 312, 313, 314,
315 (e.g., cameras). In a preferred embodiment, the number
of 1mage acquisition devices may be about 20, depending
upon the specifics of the type of 1image displayed, the size of
the display, and the desired distribution of viewing angles.
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The 1mage acquisition devices of FIG. 3¢ may be used to
capture 1mages ol any suitable objects. In the example 1llus-
trated 1n FIG. 3a, seven figures of subject image being cap-
tured, 301, depict seven persons located at different distances
from the 1mage acquisition devices, 1.¢., at different depths. In
an exemplary embodiment, the image acquisition devices
may be mechanically oriented to the same point in three-
dimensional space, a point 1 a plane that constitutes the
planar position of the image. The planar position 1s defined as
the position where the depth plane will be displayed at the
surface of the display and will not be perceived as being 1n
front of or behind the screen surface. The planar point could,
for example, be the nose of the third figure from the right 1n
301.

Orienting the cameras to the planar point 1s particularly
appropriate 1 the distance between the subject and cameras 1s
relatively small (closer than 4 feet) to avoid excessive visual
binocular disparity of the images acquired by the cameras.
Only the portions of the captured images that are common to
all the captured images may be used 1n some exemplary
embodiments. The portions of the captured images that are
not common to all captured 1mages may not be used 1n these
exemplary embodiments. The unused portions of the images
are referred to as cropped portions of the images. Cropping of
the 1mages becomes larger for cameras positioned farther
from the center-line of the camera system for configurations
in which cameras are oriented parallel to one another.

The image output by each 1mage acquisition device may be
provided as 1nput to a computing and/or processing device
330 that processes the captured images to generate column
image data to be provided for display using the pixels of an
image display panel. In an exemplary embodiment, the com-
puting device 330 may interlace the plurality of captured
images to generate a composite 3D encoded image that may
be displayed 1n an exemplary autostereoscopic viewing sys-
tem. The computing device 330 may be provided separately
from the image capture devices 311, 312, 313, 314, 315, or
may be provided at one or more of the image capture devices.

The exemplary embodiment illustrated 1n FIG. 3a may be
used when the distance between the subject and cameras 1s 1n
an intermediate range (for example, about four feet to about
seven feet). In this case, a first group of cameras, positioned
towards the centerline of the system, may be oriented parallel
to one another because the cropping of the acquired 1images 1s
not large and the disparity 1s not excessive. Fach camera of a
second group of cameras, comprising those located farther
(for example, about seven feet to about twelve feet) from the
centerline on eirther side of the camera system, 1s oriented
toward the planar point to avoid large amounts of cropping
and excessive disparity.

FI1G. 36 shows seven cameras, 311, 312, 313, 314, 315,
316, and 317 arranged in a flattened arc configuration, 1n
which the cameras positioned toward the middle, 313, 314,
and 315 are illustrative examples of the first group of cameras
and the cameras positioned towards the ends, 311, 312, 316,
and 317, are illustrative examples of the second group of
cameras.

In an exemplary embodiment 1llustrated in FI1G. 4, suitable
for longer subject-camera distances, 1mage acquisition
devices (e.g., cameras) of an 1image acquisition system may
be orniented parallel to one another and may be separated by
the same distance from one another. The image output by each
image acquisition device may be provided as input to a com-
puting and/or processing device 430 that processes the cap-
tured 1images to generate column 1mage data to be provided to
an 1mage display panel. In an exemplary embodiment, each of

the 1image acquisition devices, 411; 412, 413, 414, and 415,
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captures an 1image that may be electronically processed such
that the same point 1n physical space represents the planar
point of the subject image, 401. One advantage of the parallel
configuration of the image acquisition devices 1s there 1s no
preferred distance from the subject, 401, as opposed to the
mechanically aligned arrangement of FIG. 3 1n which the
subject, 301, 1s preferentially located at the intersection of the
optical axes of the image acquisition devices. Another advan-
tage of the parallel configuration of FIG. 4 1s the ease of
mechanical alignment of the 1mage acquisition devices. The
exemplary device of FIG. 4 may be configured and used for
relatively long subject-camera distances, for example, greater
than about twelve feet.

The 1images acquired by 1mage acquisition devices 411,
412, 413, 414, and 413 aligned 1n parallel are shown sche-
matically in FIG. 5a as images 501, 502, 503, 504, and 505,
respectively. The images 501, 502, 503, 504, and 503 are at

least partially overlapping. The dot in each image 511, 512,
513, 514, and 515 represents the planar point or centroid of
the respective acquired image. The acquired images may have
any suitable row and column count, for example, 1080 rows
and 1920 columns. Fach image acquisition device in this
example may acquire a 1080x1920 1mage. The column data
of the five images may be electronically combined, as
described below, to form a composite image, 520, as shown 1n
FIG. 5b, such that the planar points of each 1mage are super-
imposed. In an exemplary embodiment, the side portions of
the composite 1mage (1.e., portions that are not overlapping
among all the images), shown by the regions within 521 and
522 1n FI1G. 56, may be removed, leaving the central portion
of the composite image, 330. The central portion of the com-
posite 1mage 530 excluding the side portions 521, 522 1s
shown 1n FIG. 5¢. In an exemplary embodiment, the resulting
composite 1image may be resized to provide a desired input to
an 1mage display panel, e.g., an image having 1920 columauns,
as shown as 340 1n FIG. 3d.

Image data from an 1image acquisition system comprised of
m 1mage acquisition devices (e.g., cameras) 1s fed 1nto
sequentially adjacent columns of the image display panel
with a barrier grid positioned to provide stereoscopic separa-
tion of the viewed image. As shown in FIG. 6 for a five-
camera acquisition system, data from each of the cameras,
610, 620, 630, 640, and 650 are generated and provided to
respective columns of the image display panel 660. The
image display panel 660 1s provided cooperatively with and
spaced from a dynamically configurable barrier grid 670.

In general, 1mage data acquired by a total number of 1image
acquisition devices (M) may be fed into sequentially adjacent
columns of an 1mage display panel having a total number of
columns (N). For image data acquired by each image acqui-
sition device (m), the image data may be fed into a total
number of columns of the image display panel denoted by the
integer value of N/M. For example, 1in the 5-camera system
and an 1mage display panel comprising the 11 columns
depicted 1n FIG. 6, data from each camera may be fed into two
or three columns 1n the image display panel. As one example,
the first column 611 of 1image data acquired by camera 1, may
be processed and provided to the first column of the image
display panel 660. Similarly, the sixth, 612, and eleventh,
613, columns of the image data acquired by camera 1 may be
processed and provided to respective sixth and eleventh col-
umns of the image display panel. Thus, 1n an example of a
display panel having N=1920 columns and an image acqui-
sition system comprising M=5 cameras, the integer value of
N/M=384. In another example, with N=1920 and M=7 cam-
eras, the integer value of N/M=274.
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In a preferred embodiment, the number of columns of the
image display panel 1s the same as the number of columns
provided by each of the 1identical 1mage acquisition devices.
As one example, the display panel and the image acquisition
devices may both have a format comprising 1920 columns by
1080 rows.

The columns of data acquired by each image acquisition
device, m, may be 1dentified by a camera column index Kk,
where 1=<k=N. Each column of the image display panel may
be 1dentified by a column imndex n, where 1=n=N.

The image data provided to the n” column of the image
display provided by the kK" column of image data from camera
m may be described by the condition: .n=k if (k—-m)=0 (mod
M).

Exemplary embodiments may occlude a first set of col-
umns of the image data and leave a second set of columns of
the image data un-occluded. Only those columns of data from
camera m where k-m=0 (mod M) are leit un-occluded and
allowed to be transmitted to the display. Columns of data
where the relationship does not apply are blocked or occluded
and prevented from being transmitted to the display. Thus, 1n
an exemplary S-camera system (M=5), the data from the
483"% column (k) of the 3" camera (m) satisfies the condition,
483-3=480=96-5=0 (mod 5) and, therefore, 1s left un-oc-
cluded and transmitted to the 4837 column (n) of the display.
The column data 1n k=484 of m=4 1s likew1se left un-occluded
and transmuitted to the display. The data 1n k=484 of camera 3,
however, does not satisty the condition: k-m=484-
3=481=96-5=1 (mod 5), and 1s, theretore, occluded and pre-
vented from being transmitted to the display.

As additional examples, referring to FI1G. 6, the first, sixth
and eleventh columns of 1image data acquired by the first
camera 1 may be fed into corresponding first, sixth and elev-
enth columns of the image display panel. In this manner, all
columns of the image display panel are provided with image
data from one of the image acquisition devices comprising the
image acquisition system.

In the example depicted in FIG. 6, the total number of
image acquisition devices (M) 1s 5, the total number of col-
umuns of the image display panel (N) 1s 11, and integer 1 ranges
from 1 to 2. As such, the sequence of acquired data columns
from the first camera (m=1) fed into and used by correspond-
ing columns of the image display panel 1s 1, 6.

In another example, an 1mage display panel may include
1920 columns and a 5-camera 1image acquisition system may
have cameras that all have 1920 columns of pixels. In this
example, image data from the 1004” column of the 4” camera
is displayed in the 1004” column of the image display panel.

In other embodiments, the number of columns provided by
cach of the identical M cameras may differ from the number
of columns, N, available on the image display panel. For
example, the cameras may each provide image data in 960x
540 format while the display panel has a native resolution of
1920x1080. In such cases, the M camera 1images may be
interlaced at the resolution of the camera, 1.e., 960 columns 1n
this example. The resolution of the interlaced image 1s
changed to match that of the display panel. In a preferred
embodiment, a bicubic interpolation 1s used to change the
resolution to determine the value and position of an mterpo-
lated pixel. The interpolated image 1s then scaled to match the
s1ze of the display panel.

The use of a matte to occlude (and prevent from transmis-
s1on to an 1mage display panel) a first set of columns of 1mage
data and to occlude (and allow transmission to an i1mage
display panel) a second set of columns of image data signifi-
cantly reduces the processing required as compared to alter-
native methods 1 which additional columns of data from the
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cameras are used to convert a plurality of 2D 1mages into a
composite 3D 1mage. Use of a mask as described above
allows real-time capture and processing of live images by
cameras with latency times =15 ms.

Image processing and/or interlacing ol multiple acquired
images may be performed by computing and/or processing
modules 330 and 430 of FIG. 3 and FIG. 4, respectively.
Certain exemplary 1mage processing and/or interlacing
devices or modules may be implemented by the devices 1llus-
trated 1n FIGS. 25 and 26. These computing and/or processing,
devices may or may not be provided 1n a networked environ-
ment.

In an exemplary autostereoscopic 1mage viewing system,
the barrier grid can be positioned on either side of the image
display panel with respect to the backlight, as shown 1n FIG.
7. In all five FIGS. |, 7a, 7b, Tc, 7d, and 7e, the viewer 1s
located on the left of the display assembly. Four embodiments
shown in FI1GS. 7a, 7b, Tc, and 7d comprise a transmissive flat
image display panel 710, e.g., an LCD display, with a barrier
orid 720. In each embodiment, the LCD display panel 710 1s
located between front and rear polarizers, 731 and 732. The
barrier grid 720 1s spaced apart from the transmissive flat-
panel display 710 by a spacer 740. A backlight 750 1llumi-
nates the assembly from the rear 1n each of the cases shown.
FIG. 7a shows the barrier grid external to a commercially
available LCD display panel 710, enabling such displays,
¢.g., standard HDTVs, to be incorporated into the autostereo-
scopic display without modification of the display 1tself. FIG.
7b shows an embodiment in which the barrier grid 720 1s
interposed between the backlight 750 and the rear polarizer
732 of atransmissive image display panel 710. In FIG. 7¢ and
FIG. 7d, the autostereoscopic display 1s manufactured with
the barrier grid internal to the LCD polarizers. FIG. 7e shows
an embodiment comprising an emissive 1mage display panel,
760, associated with and separated from a barrier grid 720 by
a spacer 740. Examples of emissive display panels include,
but are not limited to, plasma displays, field-emission dis-
plays (FEDs), cathode ray tubes (CRT's), and electrolumines-
cent (EL) panels, as well as displays incorporating light-
emitting diodes (LEDs), organic light-emitting diodes
(OLEDs), and the like.

The grid characteristics of an exemplary dynamically con-
figurable barrier grid may be tuned or configured to reduce or
climinate color-iringing arising from optical interference.
The thickness of the spacer positioned between the image
display panel and the barrier grid determines the distance
range for viewing of a 3D 1mage. In an exemplary embodi-
ment, an optical diffusion layer may be incorporated on the
image display panel and/or the barrier grid to reduce color-
irnging artifacts caused by interference between the pixel
structure of the image display panel and the barrier grid. Inan
exemplary embodiment, providing a barrier grid with a
lower-than-expected spatial frequency (1.e., lower than
expected repeat dimension L) also reduces color-fringing
artifacts caused by interference between the pixel structure of
the 1mage display panel and the barrier grid. In one embodi-
ment, when displaying images on a 53" screen (measured
diagonally), use of a barrier grid having a repeat dimension L
of about 12 lines/inch advantageously eliminated all color
fringing.

In an exemplary embodiment illustrated 1n FIG. 8a, image
data 1s provided to a first image display LCD panel 810 while
a dynamically configurable barrier grid 1s formed on a second
LCD panel 820. Cooperative display of the image data on the
image display panel 810 and the barrier grid on the second
panel 820 enables autostereoscopic viewing of 3D and/or 4D
images. FIG. 8a shows the dynamically configurable barrier
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orid turned off or 1n a deactivated state, 1n which the entire
second LCD panel 820 1s transparent and devoid of alterna-
tive light-blocking portions. Configuration of the dynami-
cally configurable barrier grid to be 1n the deactivated state on
the second LCD panel 820 enables 2D viewing of images on
the 1mage display panel 810.

When the dynamically configurable barrier grid 1s turned
on or activated, one or more grid characteristics may be set or
configured including, but not limited to, the width of the
light-blocking portions, the width of the light-transmitting
portions, the repeat dimension L, the ratio of the width of the
light-blocking portions to the width of the light-transmitting
portions, the total width of the barrier grid, the total height of
the barrier grid, and the like. Upon activation of the barrier
orid, one or more grid characteristics may be re-set or
changed including, but not limited to, the width of the light-
blocking portions, the width of the light-transmitting por-
tions, the repeat dimension L, the ratio of the width of the
light-blocking portions to the width of the light-transmitting
portions, the total width of the barrier grid, the total height of
the barrier grid, and the like. The grid characteristics may be
specified 1n one or more grid indicia received from a user, a
processing device or module internal to the autostereoscopic
display system, external to the autostereoscopic display sys-
tem, and the like. Upon receiving the grid indicia, the second
LCD panel 820 may be configured either be completely trans-
parent (1.e., not display a barrier grid or display a deactivated
barrier grid) or to display alternating vertical light-blocking
and light-transmitting portions (i.e., display a barrier grid)
according to the specifications of the grid indicia.

In an exemplary embodiment, the width of the light-block-
ing portions may be configured to be greater than the width of
the light-transmitting portions. In some exemplary embodi-
ments, the width of the light-blocking portions may be con-
figured to be about two to five times greater than the width of
the light-transmitting portions. FIG. 85 shows an exemplary
first barrier grid turned on with a 20% clear aperture, 1.e., with
a width ratio between the light-blocking portions 821 to the
light-transmitting portions 822 of about4:1. FIG. 8c shows an
exemplary second barrier grid turned on with a 40% clear
aperture, 1.¢., with a width ratio between the light-blocking
portions 821 to the light-transmitting portions 822 of about
3:2. In exemplary embodiments, the first barrier grid shown in
FIG. 85 may be configured (i.e., the widths of the light-
transmitting and/or light-blocking portions of the first barrier
orid may be changed) to generate the second barrier grid
shown 1n FI1G. 8¢. Similarly, the second barrier grid shown 1n
FIG. 8¢ may be configured (1.e., the widths of the light-
transmitting and/or light-blocking portions of the first barrier
orid may be changed) to generate the first barrier grid shown
in FI1G. 8b. One of ordinary skill 1n the art will recognize that
width ratios between the light-blocking portions 821 to the
light-transmitting portions 822 are not limited to the 1llustra-
tive width ratios shown 1n FIGS. 86 and 8¢, and that exem-
plary barrier grids may be configured using any suitable width
ratio.

The grid characteristics of an exemplary dynamically con-
figurable barrier grid may be tuned or configured to improve
depth perception. In some exemplary embodiments, as the
width of the light-blocking portions 821, W, 1s increased to or
beyond approximately 50% of the repeat dimension, L, 1t
becomes possible to perceive depth 1n the images displayed
on the first LCD panel 810. As the width of the light-blocking
portions 821, W, 1s increased further, clarity 1s improved at the
expense of brightness as the barrier grid obscures a higher
percentage of the image display panel. Experimental results
show that an improved tradeoil between clarity and bright-
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ness 1s achieved at approximately W/L=80%. At this level of
W/L, the images viewed on the first LCD panel 810 enable
depth perception and are bright and clear for an improved
viewing experience. Further, because the human brain inte-
grates visual inputs, the zone over which depth 1n moving
images are percerved 1s an extended zone that depends on the
s1ze and resolution of the display panel and the dimensional
parameters of the barrier grid. As examples, the range over
which depth may be perceived extends from 18" to 15' for
23"-diagonal displays and 3' to 18" for 55"-diagonal displays.

In an exemplary embodiment, the grid characteristics of a
dynamically configurable barrier grid may be configured to
match the size of the image display panel 810. Exemplary
embodiments may determine or receive the size of the image
display panel 810, and automatically determine the gnd
parameters that are suitable for an image display panel of that
S1Z€.

In an exemplary embodiment, the grid characteristics of a
dynamically configurable barrier grid may be configured to
determine the best viewing distance of a viewer from the
image display panel 810.

In an exemplary embodiment, the grid characteristics of a
dynamically configurable barrier grid may be configured to
set or alter the brightness of 1images viewed on the image
display panel 810. Exemplary embodiments may increase the
width of the light-blocking portions 821 relative to the width
of the light-transmitting portions 822 of the barrier grid 1n
order to decrease the brightness of the 1mages viewed and,
conversely, may decrease the width of the light-blocking por-
tions 821 relative to the width of the light-transmitting por-
tions 822 of the barrier grid 1n order to increase the brightness
of the images viewed. In an exemplary embodiment, a bright-
ness setting may be recetved from a user or from a processing,
device or module external to the second display panel 820
and, 1n response, the grid characteristics of the barrier grnid
may be altered to achieve the brightness setting. In an exem-
plary embodiment, an ambient or room brightness may be
detected (e.g., using a light sensor) and a desired brightness of
images 1n the display system may be determined based on the
ambient brightness. For example, in a dimly lit room, the
image brightness may be adjusted downward to improve the
viewing experience. Based on the image brightness deter-
mined based on the ambient brightness, exemplary embodi-
ments may, 1n turn, configure the grid characteristics of the
barrier grid to achieve the desired image brightness.

Once the gnd characteristics of the dynamically config-
urable barrier grid are configured, the spacing between the
image display panel 810 and the second LCD panel 820
displaying the barrier grid, S, may be varied to yield a range
over which autostereoscopic 3D 1mages are observed. For
example, the desired viewing distance for a gaming device
might be less than that for a large TV.

In an embodiment, the occluding pixels of a dynamically
configurable barrier grid may be selected to conform to image
display panels having differing column pitch values. This
allows the same display panel for displaying a dynamically
configurable barrier grid to be configured to and be used
cooperatively with different image display panels having dii-
terent values of the column pitch. As shown 1n FI1G. 9a, a first
image display panel 910 having a column width of C,; 1s
provided. A barrier grid 920 having a column width P and a
repeat dimension of L, 1s provided cooperatively with a first
image display panel 910. The repeat dimension of the barrier
orid, L,, in the example shown 1s equal to 10 barrier grnid
column widths, P. In the example shown, the column width P
of the barrier grid 920 1s configured to be substantially equal
to the column width C, of the first image display panel 910.
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Three columns of the barrier grid are selected to be transpar-
ent, yielding a clear aperture of A,=3P and seven pixels are
selected to be opaque, yielding a barrier that occludes W,=7P.
The barrier grid 920 1s configured so that the ratio of the clear
aperture selected to the repeat dimension, A /L, 1s 30%. The
width of each light-transmitting portion, A, corresponds to
the combined width of three image display panel columns,
3C, (and similarly, to three barrier grid columns 3P). As an
example, the first image display panel 910 may have 1280
columns across a 48" horizontal width, with each column
being 0.0375" wide. The display, therefore, has 2624 col-
umns/inch.

FIG. 95 shows the same barrier grid LCD panel used with
a second 1mage display panel having a smaller column width,
C,, corresponding, for example, to a panel having 1920 col-
umns. The horizontal extent of the image display panel 1s
again assumed to be 48". Thus, each column of the second
image display panel 1s 0.023" 1n width, corresponding to
about 40 columns/inch. FIG. 956 shows two barrier grid col-
umns being transparent, yielding a clear aperture of A,=2P. In
this example, the repeat distance of the grid, L, 1s equal to
nine barrier grid LCD columns, again yielding a barrier width
W.,=7P. Each of the repeat distance, L, barrier width, W, and
clear aperture, A, may be selected to be an integral number of
barrier grid LCD column widths, subject to the constraint that
L=A+W.

FIG. 10 shows anupper left portion of an exemplary barrier
ogrid 1000 comprising alternating light-blocking columns
1021 and light-transmitting columns 1022 from a small sec-
tion 1010 of the barrier grid 1010. The circular inset at the
lower right of FIG. 10 shows an expanded view of the gnd
structure. Corresponding to FIG. 1, the width of the light-
blocking columns 1s denoted by W and the width of the clear
or light-transmitting columns 1s denoted by A. The repeat
dimension 1s denoted by L. As one example, the repeat dimen-
sion L could be approximately 16 lines/inch and the ratio of
W:A may be 80:20. The values of parameters W, A, and L may
be defined and adjusted to sub-pixel dimensions.

Certain surprising results were discovered in exemplary
autostereoscopic display methods and systems. One such sur-
prising result 1s that, 1n viewing autostereoscopic moving
images, depth can be perceived even if the 1images are not
precisely calibrated to the barrier grid. Another surprising
result involves the percetved loss 1n light due to the introduc-
tion of light-blocking portions 1n an exemplary barrier grid.
With a barner grid with a width ratio between the light-
blocking and light-transmitting portions of about 4:1, one
would expect an 80% light loss. However, the perception 1s
that the loss of light 1s about 50%, which 1s surprisingly
advantageous.

FIG. 11a and FIG. 115 show exemplary embodiments 1n
which a dynamic barrier grid 1s formed by a backlight pattern
1111 projected onto the rear side of an LCD 1mage display
panel 1110 by a rear projector 1160. This approach eliminates
the need for use of an LCD panel as the vaniable barrier grid.
The backlight pattern may be projected from the rear of the
display, as shown 1n FIGS. 11a and 115, or may be created
otherwise, such as by using light guides with LED or fluo-
rescent lamp sources to create the required illuminated and
non-illuminated areas on the rear of the display. The 1llumi-
nated portions of the backlight pattern as projected onto the
rear of the display panel, 1112, function as the light-transmuit-
ting areas of a barrier grid; the non-1lluminated portions of the
backlight pattern, 1113, function as the opaque or light-
blocking areas of the barrier grid. The pattern projected has
dimensional parameters (barrier grid repeat distance, barrier
orid width, and clear aperture) that are selectable and config-
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urable to provide depth perception to a viewer positioned in
front of the 1mage display panel 1110. A spacer 1140 may be
positioned between a rear polarizer 1131 on the LCD 1mage
display panel, forming multiple layers comprised of rear
polarizer 1131, spacer layer 1140, image display layer 1110
(which may be an LCD panel), and front polarizer 1132, as
shown 1n FIG. 11a. Alternatively, as shown 1n FIG. 115, the
spacer layer 1140 may be formed on the rear of a complete
image display panel 1170, 1.e., one that 1s formed of an LCD
layer 1180 between front and rear polarizers, 1132 and 1131.
In both cases, a light scattering layer 1190 may be formed on
the rear side of the structure 1n order to define the plane of the
barrier grid.

Embodiments of the autostereoscopic systems and meth-
ods described herein may use as input still or moving 1images
captured by cameras or provided from data storage devices
including, but not limited to, DVD, Blu-Ray, magnetic hard-
drives, and semiconductor memory. Alternatively, input may
be provided by computer graphic generation. 1n which mul-
tiple layers of 2D or 3D elements are converted into data to be
provided to the columns of the image display panel for
autostereoscopic viewing. FIG. 12 shows an exemplary
method 1200 by which still images captured by a plurality of
cameras, moving images captured by a plurality of cameras,
or computer rendered 1images may be displayed to allow
autostereoscopic viewing on a display comprising an image
display panel and a dynamically configurable barrier grid.

Live still images may be captured by a plurality of cameras,
shown as process 1201. In a preferred embodiment, the num-
ber of still cameras 1s 20 although fewer or greater numbers of
cameras may be used. Prior to 1image capture, a setup process
shown 1n step 1211 positions and orients each of the cameras
correctly, equalizes the focal length and zoom ratio of the
lenses, and deactivates camera servo mechanisms such as
autofocus and 1mage stabilization. The live still images are
captured 1n step 1221. The captured images are registered to
the planar point or centroid and the 1mages are interlaced, as
shown 1n step 1231. In this context, an interlaced image 1s one
contaiming fields of a frame acquired from two or more
points-of-view or viewing angles.

In step 1230, an 1image display panel 1s provided. In step
1240, a dynamically configurable barrier grid 1s provided
cooperatively with the image display panel to enable 3D
autostereoscopic viewing of still and moving 1images. In one
exemplary embodiment, the dynamic barrier grid i1s config-
ured to selected parameters 1n step 1250. In other exemplary
embodiments, the barrier grid 1s static rather than dynamic.
The image displayed on the display panel and the barner grid
may be scaled to one another based on the grid indicia of the
barrier grid, as shown 1n step 1260. In step 1270, still and/or
moving images may be viewed 1in an autostereoscopic manner
using the cooperative configuration of the image display
panel and the barrier grid.

In another embodiment, live moving 1images may be cap-
tured by a plurality of cameras, shown as process 1202. In a
preferred embodiment, the number of still cameras 1s
approximately six although fewer or greater numbers of cam-
eras may be used Prior to 1image capture, a setup process
shown 1n step 1212, which may be similar or i1dentical to
process 1211, positions and orients each of the cameras cor-
rectly, equalizes the focal length and zoom ratio of the lenses,
and deactivates camera servo mechanisms such as autofocus
and 1mage stabilization. The captured images are registered to
the planar point or centroid and the 1mages are interlaced, as
shown 1n step 1232, which may be similar or identical to step
1231. The images are registered to the planar point or centroid
and the 1mages are interlaced, as shown 1n step 1231. In this
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exemplary embodiment, steps 1230, 1240, 1250, 1260, and
1270 may be performed to enable autostercoscopic viewing,
of the moving 3D 1mages.

In another embodiment, three-dimensional 1mages are ren-
dered by compositing multiple layers of 2D or 3D images
using a computing device, as shown in process 1203. 2D
and/or 3D layers and elements are mput into a computing
device, shown as step 1213, and the images are registered to
the planar point or centroid and interlaced, shown as step
1233. Inthis exemplary embodiment, steps 1230, 1240, 1250,
1260, and 1270 may be performed to enable autostereoscopic
viewing of the 3D 1images rendered or generated by the com-
puting device.

FIG. 13 1s a flowchart of an exemplary method of an image
camera setup process, which may be used for either process
1201 or 1203 shown 1n FIG. 12. As shown 1n step 1310, M
cameras are set up in parallel, on the same horizontal plane,
separated by equal horizontal distances, and pointed straight
ahead. In preferred embodiments, M 1s 20 for still image
capture and six for moving image capture. In step 1320, the
focal lengths and zoom ratios are set to be the same all M
cameras. In a preferred embodiment, servo mechanisms,
including autofocus and 1image stabilization, are deactivated
in step 1330. In step 1340, all cameras are focused on the
planar point of the object. In step 1350, all images are cap-
tured at the same moment. For capture of still images of static
scenes, the 1mages may be captured either at the same
moment or at different times.

FIG. 14 1s a flowchart of an exemplary method of 1mage
registration and interlacing of composite still images. Live or
stored still 1mages are transferred to a computing device 1n
step 1410. The images are registered to a centroid in step 1420
and loaded into an interlacer 1430. The interlacer may be
hardware or software loaded into a computing device. Exem-
plary software 1s Lenticular Image Creator. The interlacer
parameters are adjusted for the grid lines per inch, display
s1ze, and final 1mage resolution and aspect. The images are
column 1nterlaced 1n step 1440 and saved in step 1450.

FIG. 15 1s a flowchart of an exemplary method of image
registration and interlacing of the composite moving images.
Live or stored movie files are transferred to a computing
device 1n step 1510. A movie file, as used herein, 1s comprised
of all moving 1mage files, e.g., movies captured on film or
digitally, video, or games. The corresponding frames of each
movie file are registered to a centroid in step 1520. The movie
f1les with shifted centroids are saved in step 1530. The frames
of each movie are separated 1n step 1540. The interlacer 1s set
for number of cameras 1n step 13550, for the grid lines per inch
in step 1552, for input and output resolutions 1n step 1554, and
for frames/second 1n step 1556. Each frame set of the movie
1s column 1nterlaced 1n step 1560 and the interlaced movie 1s
saved 1n step 1570.

The previously described method registers and interlaces
images acquired using cameras. Computer rendered 1images
may also be captured and interlaced in the exemplary method
of FIG. 16. The word “virtual” 1n the following description
relates to a processor-generated 3D-environment.

FIG. 16 1s a flowchart of an exemplary method of image
registration and interlacing of the 3D 1mages rendered by a
computing device. Multiple 1mages, P, are captured or
acquired from different points of view 1n step 1610. 2D or 3D
clements are loaded mto a 3D rendering program in step
1620. In preferred embodiments, P may be 20 to 30 layers. In
step 1630; the P images, which constitute layers of the 3D
image, and the loaded elements are placed into a virtual 3D
environment. Step 1640 sets the points of view on a horizontal
plane and step 1642 sets the points of view to converge on the
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centroid. Step 1644 sets the virtual camera positions based on
their virtual distance to the centroid. Each point of view 1s
rendered 1n step 1650 and stored 1n step 1652. The image files
are transierred to an interlacer, which 1s set for grid lines per
inch 1n step 1662, for display size in step 1664, and for final
image resolution and aspect ratio 1n step 1666. The image files
are column interlaced 1n step 1670. The 3D composite image
1s saved 1n step 1680.

FI1G. 17 1s a flowchart of an exemplary method of scaling
the 1image formed on the image display panel to the barrier
orid. This method 1s applicable to scaling of still and moving
images as well as computer rendered 1images. The composite
image 1s loaded into the scaler i step 1710. The 1mage 1s
displayed on the image display panel 1 step 1720. In step
1730, a spacer of prescribed optical thickness S 1s provided in
front of the image display panel. A barrier grid comprising
light-transmitting and light-blocking vertical stripes with a
prescribed spatial frequency 1s provided onto the face of the
spacer 1n step 1740. The range of spatial frequencies 1s typi-
cally between 12 and 30 lines/inch with lower spatial ire-
quency lines/inch corresponding to larger displays and higher
spatial frequency lines/inch corresponding to smaller dis-
plays. For example, a 53" diagonal 1080 p image display may
require a barrier grid having approximately 16 lines/inch
whereas a tablet may require a barrier grid having approxi-
mately 30 lines/inch. In step 1750, the barrier grid 1s aligned
so that 1ts stripes are vertical as referenced to the columns of
the image display panel. In step 1760, the scaling of the image
displayed on the image display panel 1s adjusted to match the
spatial frequency of the stripes of the barrier grid enabling
viewing of 3D images, as shown 1n step 1770. The images
may be viewed from any angle within £75 degrees of the
normal to the display and at distances ranging from about 3
feet to about 18 feet.

FIG. 18 1s a flowchart of an exemplary method 1800 that
may be performed to allow viewing of an autostercoscopic
image of an object. In step 1802, an exemplary dynamically
configurable barrier grid may be provided. In step 1804, one
or more grid indicia corresponding to the dynamic barrier
orid may be received from, for example, from a configuration
mechanism that may be used to configure the dynamic barrier
orid. The grid indicia may be specified by a user, a program-
mer, or may be automatically determined by exemplary
embodiments. The grid indicia may be provided 1n any suit-
able data structure, computer-executable instruction or for-

mat. For example, the grid indicia may be provided 1n a file

header for a file that may also include image data, 1n a side
image of 1image data, as a separate frame 1n a sequence of
frames that includes 1image data, in a single frame along with
image data, and the like.

In step 1806, the dynamic barrier grid may be configured
based on the grid indicia. More specifically, one or more
aspects of the barrier grid may be configured. These aspects
may be include, but are not limited to, a ratio of the width of
the light-transmaitting portions to the width of the light-block-
ing portions, the width of the light-transmitting portions, the
width of the light-blocking portions, the dimensions of the
barrier grid, the repeat dimension of the barrier grid, and the
like.

In step 1808, an image display device may be provided. In
exemplary embodiments, the image display device may be
provided separately from or integrally with the dynamic bar-
rier grid. In step 1810, image data corresponding to a com-
posite image may be recerved at the image display device. In

step 1812, the composite 1image may be displayed at the
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image display device based on the image data. The composite
image may be selectively displayed in conjunction with the
dynamic barrier grid.

In step 1814, the composite image may be viewed 1n a 3D
autostereoscopic manner based on the conjunction of the
display of the image and the barrier grid.

FIG. 19A depicts an exemplary embodiment of an autoste-
reoscopic composite 1mage capture and display system in
which a plurality of cameras provide digital image data to an
image processing system that includes a frame grabber. Mul-
tiple digital cameras, e.g., 1911-1915 as shown 1n FIG. 19A,
are arranged to capture 1mages of a three-dimensional scene
1901. A plurality of images (e.g., five or six) 1s captured at the
same moment using the plurality of cameras. The Sanyo
FH-1, which has a relatively narrow width of 53 mm, 1s an
example of an approprniate choice of camera. The camera
resolution 1s preferably selected to be 1080 p for still images
or moving images. In an exemplary embodiment, all cameras
are mounted on a common mechanical support and adjusted
so they are on the same horizontal leveled plane and are
separated by approximately equal distances in the horizontal
direction. The horizontal separation of the cameras 1s deter-
mined by their distance from the subject.

The outputs of the plurality of cameras are each provided as
inputs to an 1mage processor 1930, which 1s the equivalent of
the computing devices 330 and 430 of FIGS. 3 and 4, respec-
tively, and described more generally as computing device
2500 of FIG. 25. Incorporated 1n 1image processor 1930 are
frame grabbers and an adder. Also, incorporated 1n the 1mage
processor 1930 1s a switch 1931 that enables selectionof a 2D
image or a 3D 1image or which may be used to select a barrier
orid indicia image. A 2D image may be selected, for example,
by using only the output from one camera among the plurality
of camera, e.g., camera 3 of FIG. 19. A 3D image composed
of a composite of the plurality of input camera images may be
selected by use of the switch. Generation of the composite 3D
image 1s described in further detail below. A grid indicia
image may be extracted from instructions stored in the com-
puting device that performs 1image processing.

Switch 1931 may be selected either manually or automati-
cally. The choice of 2D or 3D may be based on display
content. For example, static image data may be preferably
viewed as a 2D 1image. In such cases, a variable barrier grid
may be set to transmait all light thereby maintaining the native
resolution of the image display panel. A fast-moving scene or
one 1n which several rates of horizontal motion can be sensed
may be indicative of 3D content and may be preferably
viewed as a 3D image. The above examples are not intended
to be limiting; various 1image processing algorithms may be
used to sense possible 3D content in an 1image. The switch,
1931, may be implemented in hardware or soitware. One
example of a hardware implementation 1s a single-throw
toggle switch. Alternatively, software instructions may be
used to select either a 2D or 3D 1nput.

In an example wherein the barrier grid includes a plurality
of alternating vertical light-transmitting portions and light-
blocking portions prior to receiving the display setting, 1f a
display setting specifies 2D display, exemplary embodiments
may automatically configure the entire barrier grid to be
light-transmitting by removing the light-blocking portion. In
an example wherein the entire barrier grid 1s light-transmut-
ting prior to recerving the display setting, 11 a display setting
specifies 2D display, exemplary embodiments may maintain
the entire barrier grid 1n 1ts light-transmitting state. In an
example wherein the entire barrier grid 1s light-transmitting
prior to receiving the display setting, if a display setting
specifies 3D display, exemplary embodiments may automati-
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cally configure the barrier grid to include the plurality of
alternating vertical light-transmitting portions and light-
blocking portions. In an example wherein the barnier grid
includes a plurality of alternating vertical light-transmitting
portions and light-blocking portions prior to recerving the
display setting, 1T a display setting specifies 3D display, exem-
plary embodiments may automatically maintain the plurality
of alternating vertical light-transmitting portions and light-
blocking portions in the barrier grid.

Exemplary embodiments may recetve image data corre-
sponding to a 2D 1mage and image data corresponding to a 3D
composite 1mage for display in the autostereoscopic image
display system. In response, exemplary embodiments may
automatically configure the entire barrier grid to be light-
transmitting when the 2D 1mage 1s displayed in the autoste-
reoscopic image display system, and automatically configure
the barrier grid to include the plurality of alternating vertical
light-transmitting portions and light-blocking portions when
the 3D composite image 1s displayed in the autostereoscopic
image display system. Exemplary embodiments may receive
image data corresponding to a 2D 1mage for display 1n the
autostereoscopic 1mage display system, and automatically
configure the entire barrier grid to be light-transmitting.
Exemplary embodiments may receive image data corre-
sponding to a 3D composite image for display 1n the autoste-
reoscopic image display system, and automatically configure
the barrier grid to iclude the plurality of alternating vertical
light-transmitting portions and light-blocking portions.

Output from the image processor 1930 may be outputted to
and controlled by any of a number of devices. Examples
shown 1 FIG. 19 include, but are not limited to, a preview
display device, 1941 (that displays a preview of a composite
image obtained from the plurality of captured images), a
server 1942 and/or 1980 (that allows data to be hosted), and a
workstation, 1943 (that may be operated by a user to view
and/or manipulate 1mage data before the image data 1is
returned to the 1mage processor 1930).

The output of the computing device that performs 1mage
processing, 1930, i1s transmitted to a decoding processor,
1950, which generates data to be displayed on an autostereo-
scopic 1mage display device, 1970. In FIG. 19, the image
shown on the autostereoscopic display, 1970, 1s a representa-
tion of the original subject scene, 1901, which schematically
depicts a group ol people at different distances or depths from
the 1image acquisition cameras. As part of the decoding pro-
cess, a calibration pattern generator may be used to generate
a pattern on the autostereoscopic display device, 1970. The
calibration pattern may be viewed from the front of the dis-
play by a calibration camera, 1961, or, in a preferred embodi-
ment, by a photocell, 1962. The calibration pattern or image
displayed on the image display panel may be scaled using a
micro-scaler to calibrate image display data to the dimensions
of the barrier grid in micro-steps. In an exemplary embodi-
ment, only the horizontal dimension of the calibration pattern
or image may be resized or changed during the calibration
process. In another exemplary embodiment, the vertical
dimension of the calibration pattern or 1mage may also be
resized or changed during the calibration process based on the
resizing of the horizontal dimension in order to preserve the
aspect ratio of the image.

If the barnier grid 1s 1tself variable in dimension, an alter-
nate embodiment is to scale the dimensions of the barrier grid
to the 1mage display data 1n micro-steps. The micro-steps of
said micro-scaling are smaller than the dimension of an 1ndi-
vidual pixel of image data. As an example, micro-scaling may
be performed using micro-steps 01 0.0001 inch increments. In
an exemplary embodiment, the barrier grid and image display
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panel are calibrated when the light recerved or brightness
detected by the calibration camera 1961 or photocell 1962 1s
exactly or approximately at or above a predefined minimum
level. In another exemplary embodiment, the barrier grid and
image display panel are calibrated when the light recerved or
brightness detected by the calibration camera 1961 or photo-
cell 1962 1s within a range of a maximum level. The maxi-
mum level of brightness or light may be predefined or deter-
mined by the calibration camera or photocell. In an
exemplary embodiment, both the vertical dimension and the
horizontal dimension of the barrnier grid may be scaled or
changed during the calibration process. In another exemplary
embodiment, only the horizontal dimension of the barrier grid
may be scaled or changed during the calibration process.

The output of the image processor 1930 may be transmitted
by any means to the decoder processor 1950, including but
not limited to over hardwire, the internet, radio waves, micro-
waves, optical fibers, and by free-space optical links. Alter-
natively, the output of 1image processor 1930 may be trans-
mitted to remote locations by any transmission modality,
including but not limited to satellite transmission 1991, over-
the-air television transmission 1992, or via the internet 1993.
The output of the image processor 1930 may also be stored 1n
a storage device, as exemplified 1n the figure by a video
recorder 1994, but which may be any type of data storage
device. The output of image processor 1930 may also be
transmitted to a server 1980.

FIG. 19B depicts another exemplary embodiment 1n which
the decoding processor 1950 1s embedded 1n the electronics
of the display screen 1970.

In an embodiment for still images, a plurality of M cameras
1s used to capture images of an object or scene from different
points of view at one moment 1n time. The cameras are set to
capture 1mages at the same resolution. The cameras are
adjusted to be on a horizontal leveled plane. The cameras are
adjusted to converge on the image representing the planar
depth of the image. Planar depth 1s defined as the depth of the
percerved 1mage that will be displayed at the screen depth,
1.€., neither in front of nor behind the screen. The images from
cach camera are captured 1n frame builers. A software matte
1s applied to occlude a first set of columns of 1image data from
each camera, and to leave a second set of columns un-oc-
cluded. For an 1image acquired from 1mage acquisition device
m out of M total image acquisition devices, the second set of
columns is every m” column. The resultant un-occluded
images from each frame bufler are then added together to
form a composite image. The new composite frame 1s stored
as a 3D encoded 1mage.

In an embodiment for moving 1mages, a plurality of M
cameras are used to capture sequential images of an object or
scene Irom different points of view frame synchronized to
capture image frames at one moment 1n time for each frame of
cach camera. The cameras are adjusted to be on a horizontal
leveled plane. The cameras are adjusted to converge on the
image representing the planar depth of the image. The images
from each camera are captured in frame buffers. A software
matte 1s applied to occlude a first set of columns of image data
from each camera, and to leave a second set of columns
un-occluded. The second set of columns is every m” column.
The resultant un-occluded images from each frame butfer are
then added together to form a composite image. The new
composite frame 1s stored as a 3D encoded image. Each frame
1s captured and processed 1n real time 1n less than Y40 second.

Both of the above embodiments are represented by the tlow
chart of FIG. 20. As shown in step 2010, a plurality of cameras
1s aligned on the same horizontal, leveled plane, as previously
described in FIG. 3 or FIG. 4. The number of cameras may be
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between 2 and 20 or even greater. A preferred embodiment
may comprise five cameras. In a preferred embodiment, each
camera captures a 1080 p image and has a High-Definition
Multimedia Interface (HDMI). Each of the cameras captures
an 1mage. Images are captured by each of the M cameras, as
depicted 1n step 2020. The cameras may be synchronized so
that the 1images from each camera are captured at the same
moment 1n time or the captured images may be synchronized
by processing the data after capture. It all of the cameras are
synchronized to one another, each image may be subjected to
a matte or mask that transmits data to the n” column of the
image display panel from the k” column of the m” camera of
M cameras subject to the atorementioned condition k—-m=0
(mod M), as shown, for example, 1n steps 2040. If the cameras
are not synchronized to one another, each of the captured
images 1s stored 1n one of a plurality of frame builers, 2030,
such that the image generated by a first camera 1s stored (or
grabbed) by a first frame buifer, 2031, the image generated by
a second camera 1s stored 1n a second frame butfer, 2032, and
so on until each of the images from the M” camera is stored
in an M? frame buffer. Matte 2040 is applied to the images
stored 1n the frame buflers such that a matte, 2041, 1s applied
to the first stored 1mage, 2031, a second matte, 2042, 1s
applied to the second stored image, 2032, and so on until an
M™ matte is applied to the M™ stored image. Each matte
transmits its respective stored 1mage so as to transmit every
m™ column of the data of the corresponding stored image.
The transmitted outputs of each of the stored, matted 1image
data are combined by an adder to generate 3D composite
interlaced image data, in step 20350.

An example of use of the method described 1n FIG. 20 1s
shown 1n FIG. 21 for a three-camera system using the con-
figuration of FI1G. 4. Cameras 1, 2, and 3 capture images 2101,
2102, and 2103, respectively. Inspection of the exemplary
images shows that they are oflset from one another by the
inter-camera spacing. A mask 1s applied to these captured
images, the mask comprising a series of parallel acceptance
areas, 2120, which preserve the corresponding column data
of the captured 1mages and a series of parallel rejection areas,
2130, which delete the corresponding column data of the
captured images. The rejection areas, 2130, are shown in grey
in the figure. The masking areas may be any width. Preferred
embodiments may have the mask width equal to an integral
number of column widths of the captured 1image. The mask-
ing operation results in masked images, 2111, 2112, and
2113. The data comprising the acceptance areas of the
masked 1mages 1s provided to corresponding columns of the
image display 2140. As can be seen 1n the figure, there 1s a
direct correspondence of the column data of the masked
images to that provided to the image display. In addition, as 1s
illustrated in the figure, the acceptance areas of each succes-
stve masked 1mage are offset from one another, such that the
image data provided to each column of the image display
device 1s provided by a specific acceptance area of only one of
the masked 1mages.

In a further embodiment, one of the image frames of one of
the cameras 1s stored as a full frame without the matte as a 2D
representation of the scene as shown 1 FIG. 22. As shown 1n
this figure, M horizontally separated i1dentical cameras are
aligned to be on the same horizontal leveled plane, 2210. M
images are captured using the M cameras, set to have the same
resolution 1n step 2220. Each of the captured images re stored
in a separate frame buller corresponding to the camera that
captured that image, 2230. In step 2240, a 2D 1mage frame 1s
selected from one of the M frame builers.

The 2D 1image may be played in sequence with the corre-
sponding 3D encoded frame. The 2D image may be played in
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the odd frame numbered position of the sequential frames of
the movie and the 3D encoded frame may be played in the
even frame numbered position of the sequential frames of the
movie, thus enabling transmission of both 2D or 3D 1images to
the display and selected viewing of either 2D or 3D images by
the viewer.

In an exemplary embodiment, 2D 1images are sent in the
odd-numbered frames and 3D 1mages are sent in the even-
numbered frames of a transmission signal. At the recerving,
location, an interface receives the transmission signal and
selects either the 2D images from the odd-numbered frames
in the sequence or the 3D encoded images from the even-
numbered frames 1n the sequence. Alternatively, the 2D and
3D image data may be sent 1n even- and odd-numbered
frames, respectively.

In an embodiment, the 2D and 3D encoded images are
transmitted to an autostereoscopic display comprised of a
dynamically configurable barrier grid. In a dynamically con-
figurable barrer grid, the dimensions of the clear and occlud-
ing apertures of the barrier grid are variable or can be made
completely transparent, 1.e., the grnd elements are “turned
off”. When 2D frames are selected (e.g., the odd-numbered
frames), the dynamaic barrier grid 1s turned oif allowing for the
unencumbered display of 2D images. When the 3D even-
numbered frames are selected, the dynamic barrier grid 1s
turned on, allowing for the autostereoscopic display of 3D
1mages.

Both embodiments are shown 1n FIG. 23, in which a 2D/3D
selector, which may be implemented 1n hardware or software,
1s used to select whether 2D or 3D 1mages are to be displayed
to the viewer. The selection may be made based on display
content, viewer preference, or any other criterion. The selec-
tion may be made automatically or manually.

Selector switch 2320 1s used to selectively provide either a
2D 1mage or a 3D 1mage to a variable barrier grid display 2330
or, alternatively, to a storage unit (not shown 1n the figure). A
2D 1mage frame 1s from one of the M frame buifers in step
2301 1s transmitted to be displayed or stored as erther odd- or
even-frames 1n step 2311. A composite 3D encoded image
generated by processing M camera images through a software
matte 1n step 2302 1s transmitted to be displayed or stored as
either odd- or even-frames 1n step 2312. Selection switch
2330 1s used to select whether a 2D 1image or a 3D image 1s
displayed. If a 2D image 1s selected, as shown 1n step 2321,
the variable barrier grid of the autostereoscopic display 2330
1s turned off, as shown by 2331. If a 3D 1image 1s selected, as
shown 1n step 2322, the variable barrier grid 1s turned on, as
shown 1n step 2332.

FIG. 24 A shows an exemplary method of calibrating the
image displayed on the image display panel to the barrier
orid. FIG. 24 A shows the example of five images, 2401, 2402,
2403, 2404, and 2405, which may be acquired from five
respective cameras or which may be computer rendered. Each
has a respective centroid, shown as 2411, 2412, 2413, 2414,
and 2415. A calibration box 2460 1s selected on one of the
images. In a preferred embodiment, the calibration box 2460
1s a rectangle selected 1n one part of the central 1mage, 2403.
In the example shown 1n FIG. 24 A, this rectangle 1s selected
to be 1n the upper right of 1image 2403. An expanded view of
the central image 2403 and the calibration box 2460 1s shown
in FIG. 24A. A grey level 1s selected to be displayed 1n the
calibration area 2460. The calibration box 1s imaged onto the
sensor of a calibration imager, which may be a calibration
camera 2461 or a linear sensor array 2462 with appropriate
optics (not shown 1n the figure). The scaling of either the
image on the image display panel or the variable barrier grid
1s adjusted until the calibration box 1s maximally bright, at
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which point it will also be uniform in brightness. At this point,
the columns of the imaged displayed on the display panel
align with the barner grid. A Fourier analysis shows no fre-
quency components at any spatial frequency other than the
lowest order corresponding to the width of the calibration
box. As an example, for a 55"-diagonal image display panel,

the barrier grid spatial frequency 1s approximately 12 lines/
inch.

FI1G. 24B shows an exemplary embodiment of a calibration
method 1n which the calibration area 2460 fills the entire
visible extent of the display screen 2470. As shown in this
embodiment, the output of a calibration camera 2461 1s pro-
vided to a decoding processor 2450.

The calibration process may be performed by computing
devices and/or other electronic circuitry. Calibration must
have the ability to scale up the 1images to match the monitor
s1ze with the required barrier grid in real time.

Exemplary methods may be implemented and executed on
one or more computing and/or processing devices. FIG. 25 1s
a block diagram of an exemplary computing device 2500 that
may be used 1n to perform any of the methods provided by
exemplary embodiments. The computing device 2500 may be
any suitable computing or communication device or system,
such as a workstation, desktop computer, server, laptop,
handheld computer, tablet computer (e.g., the 1Pad™ tablet
computer), mobile computing or communication device (e.g.,
the 1Phone™ commumnication device), or other form of com-
puting or telecommumnications device that 1s capable of com-
munication and that has sufficient processor power and
memory capacity to perform the operations described herein.

The computing device 2500 includes one or more non-
transitory computer-readable media for storing one or more
computer-executable instructions, programs or software for
implementing exemplary embodiments. The non-transitory
computer-readable media may include, but are not limited to,
one or more types of hardware memory, non-transitory tan-
gible media (for example, one or more magnetic storage
disks, one or more optical disks, one or more USB flash
drives), and the like. For example, memory 2506 included 1n
the computing device 2500 may store computer-readable and
computer-executable instructions, programs or software for
implementing exemplary embodiments, for example, for set-
ting up and/or configuring a dynamically configurable barrier
orid. Memory 2506 may include a computer system memory
or random access memory, such as DRAM, SRAM, EDO
RAM, and the like. Memory 2506 may include other types of
memory as well, or combinations thereof.

The computing device 2500 also includes processor 2502
and associated core 2504, and optionally, one or more addi-
tional processor(s) 2502' and associated core(s) 2504' (for
example, 1n the case of computer systems having multiple
processors/cores), for executing computer-readable and com-
puter-executable instructions or software stored in the
memory 2506 and other programs for controlling system
hardware, for example, for setting up and/or configuring a
dynamically configurable barrier grid. Processor 2502 and
processor(s) 2502' may each be a single core processor or
multiple core (2504 and 2504') processor.

Virtualization may be employed 1n the computing device
2500 so that infrastructure and resources 1n the computing
device may be shared dynamically. A virtual machine 2514
may be provided to handle a process running on multiple
processors so that the process appears to be using only one
computing resource rather than multiple computing
resources. Multiple virtual machines may also be used with
One processor.
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A user may interact with the computing device 2500
through a visual display device 2518, such as a computer
monitor, which may display one or more user interfaces 2520
that may be provided in accordance with exemplary embodi-
ments. The visual display device 2518 may also display other
aspects, elements and/or information or data associated with
exemplary embodiments. The computing device 2500 may
include other mput/output (I/0) devices for recerving mnput
from a user, for example, a keyboard or any suitable multi-
point touch interface 2508, a pointing device 2510 (e.g., a
mouse). The keyboard 2508 and the pointing device 2510
may be coupled to the visual display device 2518. The com-
puting device 2500 may include other suitable conventional
I/O peripherals.

The computing device 2500 may include one or more
storage devices 2524, such as a hard-drive, CD-ROM, or
other computer readable media, for storing data and com-
puter-readable instructions and/or software that implement
exemplary embodiments. The storage device 2524 may
include a dynamic grid module 2526 for storing data and
computer-readable nstructions and/or soitware that imple-
ment and perform methods associated with setting up, con-
figuring and/or re-configuring one or more dynamically con-
figurable barrier grids. The storage device 2524 may include
an encoding module 2528 for storing data and computer-
readable mstructions and/or software that implement and per-
form methods associated with feeding 1mage data to sequen-
tially adjacent columns of an 1image display panel associated
with a barrier grid. The storage device 2524 may include a
decoding module 2530 for storing data and computer-read-
able instructions and/or soitware that implement and perform
the methods associated with selection of 2D or 3D viewing on
an autostercoscopic image display system. The storage
device 2524 may include a calibration module 2532 for stor-
ing data and computer-readable mstructions and/or software
that 1implement and perform the methods associated with
calibrating a barrier grid to an image display and/or calibrat-
ing an image display to a barrier grid.

Exemplary storage device 2524 may also store one or more
databases for storing any suitable information required to
implement exemplary embodiments. The databases may be
updated by a user or automatically at any suitable time to add,
delete or update one or more items 1n the databases.

The computing device 2500 may include a network inter-
face 2512 configured to interface via one or more network
devices 2522 with one or more networks, for example, Local
Area Network (LAN), Wide Area Network (WAN) or the
Internet through a variety of connections including, but not
limited to, standard telephone lines, LAN or WAN links (for
example, 802.11, T1, T3, 36 kb, X.25), broadband connec-
tions (for example, ISDN, Frame Relay, ATM), wireless con-
nections, controller area network (CAN), or some combina-
tion of any or all of the above. The network interface 2512
may include a built-in network adapter, network interface
card, PCMCIA network card, card bus network adapter, wire-
less network adapter, USB network adapter, modem or any
other device suitable for mterfacing the computing device
2500 to any type of network capable of communication and
performing the operations described herein.

The computing device 2500 may run any operating system
2516, such as any of the versions of the Microsoft® Win-
dows® operating systems, the different releases of the Unix
and Linux operating systems, any version of the MacOS® for
Macintosh computers, any embedded operating system, any
real-time operating system, any open source operating sys-
tem, any proprietary operating system, any operating systems
for mobile computing devices, or any other operating system
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capable of running on the computing device and performing
the operations described herein. In exemplary embodiments,
the operating system 2516 may be run in native mode or
emulated mode. In an exemplary embodiment, the operating
system 2516 may be run on one or more cloud machine
instances.

Exemplary methods may be implemented and executed on
one or more embedded computing devices. FIG. 26 1s a block
diagram of an exemplary embedded computing or processing
device 2600 that may be used to perform any of the methods
or implement any of the systems and devices provided by
exemplary embodiments. The embedded computing device
2600 may be any suitable device incorporating electronics to
control operational functions, and in which computing and
networking capabilities are embedded. For example, devices
in which the computing and networking capabilities may be
embedded may 1nclude, but are not limited to, audio-video
equipment (e.g., audio and video recorders and players, tele-
visions, digital cameras, digital video cameras, compact
disks, digital video disks, camcorders, and the like), commu-
nication devices (e.g., telephones, cell phones, audio and
video conierencing systems, the 1Phone™ communication
device, the 1Pad™ communication device, and the like),
entertainment devices (e.g., set-top boxes, game consoles,
and the like), and the like.

The embedded computing device 2600 may include
memory 2602 that includes one or more non-transitory com-
puter-readable media for storing one or more computer-ex-
ecutable instructions or software for implementing exem-
plary embodiments. The non-transitory computer-readable
media may mclude, but are not limited to, one or more types
of hardware memory, non-transitory tangible media, and the
like. Memory 2602 may include a computer system memory
or random access memory, such as DRAM, SRAM, EDO
RAM, and the like. Memory 2602 may include other types of
memory as well, or combinations thereof.

Memory 2602 may include a dynamic grid module 2526
for storing data and computer-readable instructions and/or
software that implement and perform methods associated
with setting up, configuring and/or re-configuring one or
more dynamically configurable barrier grids. Memory 2602
may include an encoding module 2528 for storing data and
computer-readable instructions and/or software that imple-
ment and perform methods associated with feeding image
data to sequentially adjacent columns of an 1image display
panel associated with a barrier gnd. Memory 2602 may
include a decoding module 2530 for storing data and com-
puter-readable mnstructions and/or software that implement
and perform the methods associated with selection of 2D or
3D viewing on an autostereoscopic 1mage display system.
Memory 2602 may include a calibration module 2532 for
storing data and computer-readable nstructions and/or soft-
ware that implement and perform the methods associated
with calibrating a barrier grid to an 1mage display and/or
calibrating an 1mage display to a barrier grid.

The embedded computing device 2600 may include opera-
tional circuitry 2604 that operate device functions. The
embedded computing device 2600 may include one or more
processing units 2606 to provide embedded computing capa-
bilities, for example, for setting up and/or configuring a
dynamically configurable barrier grid. The processing unit
2606 may execute computer-executable instructions or soit-
ware for implementing exemplary embodiments, and one or
more other programs for controlling system hardware, for
example, for setting up and/or configuring a dynamically
configurable barrier grid. The processing unit 2606 may have
hardware interfaces to the operational circuitry 2604 that
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operate device functions. The processing unit 2606 may be
One Or mMore miCroprocessors Or one or more micro-control-
lers.

The embedded computing device 2600 may include one or
more network adapters 2608 for connecting with a network
media 2610 that 1s interconnected with a computer network.
The network adapter 2608 may be a network interface card
suitable to the particular network media 2610. For example,
exemplary network adapters 2608 may include, but are not
limited to, a built-in network adapter, network interface card,
PCMCIA network card, card bus network adapter, wireless
network adapter, USB network adapter, modem or any other
device. The network media 2610 may be any type of wired or
wireless network media including, but not limited to, Ether-
net, firewire, radio frequency, television cable, Local Area
Network (LAN), Wide Area Network (WAN) or the Internet
through a variety of connections including, but not limited to,
standard telephone lines, LAN or WAN links (for example,
802.26, T1, T3, 36 kb, X.25), broadband connections (for
example, ISDN, Frame Relay, ATM), wireless connections,
controller area network (CAN), or some combination of any
or all of the above.

In describing exemplary embodiments, specific terminol-
ogy 1s used for the sake of clarity. For purposes of description,
cach specific term 1s intended to at least include all technical
and functional equivalents that operate in a similar manner to
accomplish a similar purpose. Additionally, 1n some instances
where a particular exemplary embodiment includes a plural-
ity of system elements, device components or method steps,
those elements, components or steps may be replaced with a
single element, component or step. Likewise, a single ele-
ment, component or step may be replaced with a plurality of
clements, components or steps that serve the same purpose.
Moreover, while exemplary embodiments have been shown
and described with references to particular embodiments
thereol, those of ordinary skill in the art will understand that
various substitutions and alterations in form and detail may be
made therein without departing from the scope of the mnven-
tion. Further still, other aspects, functions and advantages are
also within the scope of the ivention.

Exemplary flowcharts are provided herein for illustrative
purposes and are non-limiting examples of methods. One of
ordinary skill 1n the art will recognize that exemplary meth-
ods may include more or fewer steps than those 1llustrated 1n
the exemplary flowcharts, and that the steps 1n the exemplary
flowcharts may be performed 1n a different order than the
order shown 1n the illustrative flowcharts.

What 1s claimed 1s:

1. A method for generating a composite image of an object
for 3D autostereoscopic viewing of the composite image, the
method comprising:

receving, at a processing device, image data correspond-

ing to a plurality of images of the object, for display
using pixels on an 1image display device;

automatically occluding a first set of columns of the image

data corresponding to the plurality of images, and leav-
ing a second set of columns of the image data un-oc-
cluded, the un-occluded second set of columns of the
image data expressed as n=k if (k-m)=0 (mod M),
wherein n refers to a column of the image display device,
and wherein k refers to a column of image data acquired
from 1mage acquisition device m out of M total image
acquisition devices;

assembling the un-occluded second set of columns of the

image data corresponding to the plurality of images 1n a
horizontally offset manner to generate the composite
image; and
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transmitting a sequence of frames toward an autostereo-
scopic 1mage display system, the sequence of frames
including a first set of frames including the composite
image of the object and a second set of frames including
a 2D 1mage of the object, the composite image being
provided to the autostercoscopic image display system
for 3D autostereoscopic viewing of the composite
image.

2. The method of claim 1, further comprising;

displaying the composite image on the image display

device 1n the autostereoscopic image display system;
and

displaying a barrier grid spaced from the image display

device, the cooperative display of the composite 1mage
and the barrier grid enabling autostereoscopic viewing
of the composite 1mage.

3. The method of claim 2, wherein the barrier grid 1s
dynamically configurable.

4. The method of claim 1, further comprising;

capturing the plurality of 1images of the object using a

plurality of image capture devices spaced apart horizon-
tally.

5. The method of claim 4, wherein the plurality of image
capture devices are oriented parallel to one another.

6. The method of claim 4, wherein the plurality of image
capture device are arranged 1n a straight line.

7. The method of claim 4, wherein the plurality of image
capture devices are arranged 1n an arc, each of the plurality of
image capture devices oriented towards and focused on a
planar point of the 1image space.

8. The method of claim 4, wherein the plurality of image
capture devices are arranged 1n an arc, wherein a {irst set of
image capture devices located 1n a middle portion of the arc
are oriented parallel to one another, and wherein a second set
of 1mage capture devices located at the ends of the arc are
oriented toward a planar point of the image space.

9. The method of claim 4, wherein the plurality of image
capture devices are arranged parallel to one another and
focused on a planar point of the image space.

10. The method of claim 4, wherein the un-occluded sec-
ond set of columns from the image data are assembled to form
the composite image on an 1mage processing module of one
of the image capture devices.

11. The method of claim 1, wherein the plurality of images
have the same horizontal and vertical resolutions.

12. The method of claim 1, further comprising:

adjusting at least one of the plurality of images to equalize

a horizontal and vertical resolutions of the plurality of
1mages.

13. The method of claim 12, wherein the composite image
of the object 1s assigned to an odd sequential frame 1n the
sequence of frames and the 2D 1mage ofthe object1s assigned
to an even sequential frame in the sequence of frames.

14. The method of claim 12, wherein the composite image
of the object 1s assigned to an even sequential frame 1n the
sequence of frames and the 2D 1mage of the object1s assigned
to an odd sequential frame 1n the sequence of frames.

15. The method of claim 1, wherein the composite image 1s
a still image of the object.

16. The method of claim 1, wherein the composite image 1s
a moving 1mage of the object.
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17. The method of claim 1, wherein the second set of
columns comprises one or more columns of image data from
cach of the plurality of 1mages.

18. A system for generating a composite image ol an object
for 3D autostercoscopic viewing of the composite image, the
system comprising:

a processing device configured to:

receive 1mage data corresponding to a plurality of
images of the object;

automatically occlude a first set of columns of the image
data corresponding to the plurality of images, and
leave a second set of columns of the image data un-
occluded, the un-occluded second set of columns of
the image data expressed as n=k i1 (k-m)=0 (mod M),
wherein n refers to a column of an 1mage display
device, and wherein k refers to a column of image data
acquired from 1mage acquisition device m out of M
total image acquisition devices;

assemble the un-occluded second set of columns from
the 1mage data corresponding to the plurality of
images 1n a horizontally offset manner to generate the
composite 1image; and

transmit a sequence of frames toward the autostereo-
scopic 1image display system, the sequence of frames
including a first set of frames including the composite
image of the object and a second set of frames 1nclud-
ing a 2D 1mage of the object,

wherein the composite image 1s provided to the autoste-
reoscopic 1mage display system for 3D autostereo-
scopic viewing of the composite image.

19. One or more non-transitory computer-readable media
having encoded thereon one or more computer-executable
instructions for performing a method for generating a com-
posite 1mage of an object for 3D autostereoscopic viewing of
the composite image, the method comprising:

receving, at a processing device, image data correspond-

ing to a plurality of images of the object;

automatically occluding a first set of columns of the image

data corresponding to the plurality of images, and leav-

ing a second set of columns of the image data un-oc-
cluded, the un-occluded second set of columns of the
image data expressed as n=k if (k-m)=0 (mod M),
wherein n refers to a column of an 1image display device,
and wherein k refers to a column of image data acquired
from 1mage acquisition device m out of M total 1mage
acquisition devices;

assembling the un-occluded second set of columns from
the image data corresponding to the plurality of 1images
in a horizontally offset manner to generate the compos-
ite 1mage; and

transmitting a sequence of frames toward the autostereo-
scopic 1mage display system, the sequence of frames
including a first set of frames including the composite
image of the object and a second set of frames including
a 2D 1mage of the object, the composite 1image being
provided to the autostereoscopic image display system
for 3D autostereoscopic viewing of the composite
1mage.
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