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COMMUNITY PROFILING FOR SOCIAL
MEDIA

CROSS REFERENCE TO RELATED
APPLICATION(S)

This application 1s a continuation patent application claim-
ing the benefit of the filing date of U.S. patent application Ser.
No. 13/485,510 filed on May 31, 2012, and titled “Commu-
nity Profiling For Social Media” now pending, which 1s
hereby incorporated by reference.

BACKGROUND

This 1mvention relates to clustering of data items. More
specifically, the invention relates to discovering communities
from disparate data items and providing a multi-dimensional
analysis of the discovered communities and associated data
items.

With the rapid development of online social network and
collaboration systems, social connection among people 1s on
the rise. Either for personal use or business use, social media
has become a ubiquitous tool for daily social communication.
Social media comes 1n different forms, and generally consists
of documents shared among two or more people. For
example, an update may be created by a person and broadcast
to friends or followers through a social connection platform.

One task 1n social network analysis includes identification
of an underlying community structure. A community may be
in the form of a group of people who are closely linked 1n a
social network, or those who share common interests, but do
not necessarily interact directly with each other. Current for-
mations of social linkages among virtual communities are
limited. More specifically, such formations are two dimen-
sional and limited to a collapsed evaluation of relationships
by calculating an existence or strength between any two enti-
ties.

BRIEF SUMMARY

This mvention comprises a method for organizing data
items 1nto communities, and dynamically modifying the
composition of the communities based on inherent character-
istics of the data items within the formed communities.

In one aspect, a computer implemented method 1s provided
for organizing communications, discovering communities
from the commumnications, and providing an analysis of the
communications and discovered communities. More specifi-
cally, a plurality of communaities are initialized, each commu-
nity 1s a defined grouping of interconnected participants and
includes at least one topic and at least two participants. Each
communication under consideration 1s 1teratively assigned
into one of the communities and a distribution of topics and
participants 1n each of the communities 1s updated. A topic
assignment for each word from the assigned communications
1s updated similar to the distribution of topics and partici-
pants. Fach community 1s profiled based on the updated dis-
tribution of topics and participants. The combination of these
steps provides a method for orgamizing communications by
creating communities and providing analysis for the commu-
nications and communities accordingly.

Other features and advantages of this mvention will
become apparent from the following detailed description of
the presently preferred embodiment of the invention, taken in
conjunction with the accompanying drawings.
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BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The drawings referenced herein form a part of the specifi-
cation. Features shown 1n the drawings are meant as 1llustra-
tive of only some embodiments of the invention, and not of all
embodiments of the invention unless otherwise explicitly
indicated.

FIG. 1 depicts a single facetted view of social connections
among users.

FIG. 2 depicts a multi-facetted view of social connections
among users.

FIG. 3 depicts a flow chart illustrating a process for forma-
tion and profiling of communities formed from electronic
communications.

FIG. 4 depicts a block diagram 1llustrating a generative
process of a latent community model.

FIG. 5 depicts a chart representing the 1nitialization and
maintenance of activeness, topics, and people with respect to
cach community.

FIG. 6 depicts a chart representing the inmitialization of
unique words with respect to each topic.

FIG. 7 depicts a chart representing 1nitial values for active-
ness, topics, and people, with respect to a commumty and
prior to looking at any training data.

FIG. 8 depicts a chart representing initial values for unique
words with respect to topics and prior to looking at any
training data.

FIG. 9 depicts a chart representing statistics for topics,
people and frequency of unique words assigned to each topic
for a document.

FIG. 10 depicts a chart representing statistics for frequency
of topics for each community for a document.

FIG. 11 depicts a chart representing the total number of
times each unique word 1s assigned to each topic for a docu-
ment.

FIG. 12 depicts a flow chart 1llustrating the process and
functionality for processing each token within a document,
and more specifically for sampling a new topic.

FIG. 13 depicts a flow chart illustrating a process for sam-
pling a new community.

FIG. 14 depicts a block diagram 1llustrating tools embed-
ded 1n a computer system to support a technique for formation
of communities and dynamic modification and maintenance
of the communaities.

FIG. 15 depicts a block diagram showing a system for
implementing an embodiment of the present invention.

FIG. 16 depicts a cloud computing node according to an
embodiment of the present invention.

FIG. 17 depicts a cloud computing environment according,
to an embodiment of the present invention.

FIG. 18 depicts abstraction model layers according to an
embodiment of the present invention.

DETAILED DESCRIPTION

It will be readily understood that the components of the
present invention, as generally described and illustrated in the
Figures herein, may be arranged and designed in a wide
variety ol different configurations. Thus, the following
detailed description of the embodiments of the apparatus,
system, and method of the present invention, as presented 1n
the Figures, 1s not intended to limit the scope of the invention,
as claimed, but 1s merely representative of selected embodi-
ments of the invention.

The functional unit(s) described in this specification has
been labeled with tools 1n the form of managers. A manager
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may be implemented in programmable hardware devices
such as field programmable gate arrays, programmable array
logic, programmable logic devices, or the like. The managers
may also be implemented 1n software for processing by vari-
ous types of processors. An 1identified manager of executable
code may, for istance, comprise one or more physical or
logical blocks of computer instructions which may, for
instance, be organized as an object, procedure, function, or
other construct. Nevertheless, the executable of an 1dentified
manager need not be physically located together, but may
comprise disparate mstructions stored 1n different locations
which, when joined logically together, comprise the manag-
ers and achieve the stated purpose of the managers.

Indeed, a manager of executable code could be a single
instruction, or many instructions, and may even be distributed
over several different code segments, among difierent appli-
cations, and across several memory devices. Similarly, opera-
tional data may be i1dentified and 1llustrated herein within the
manager, and may be embodied 1n any suitable form and
organized within any suitable type of data structure. The
operational data may be collected as a single data set, or may
be distributed over different locations including over different
storage devices, and may exist, at least partially, as electronic
signals on a system or network.

Reference throughout this specification to *“a select
embodiment,” “one embodiment,” or “an embodiment”
means that a particular feature, structure, or characteristic
described 1n connection with the embodiment 1s included 1n at
least one embodiment of the present invention. Thus, appear-
ances ol the phrases “a select embodiment,” “1n one embodi-
ment,” or “in an embodiment™ 1n various places throughout
this specification are not necessarily referring to the same
embodiment.

Furthermore, the described features, structures, or charac-
teristics may be combined in any suitable manner 1n one or
more embodiments. In the following description, numerous
specific details are provided, such as examples of a profile
manager, a cluster manager, a partition manager, a merge
manager, an activity manager, an assignment manager, etc., to
provide a thorough understanding of embodiments of the
invention. One skilled 1n the relevant art will recognize, how-
ever, that the invention can be practiced without one or more
of the specific details, or with other methods, components,
maternials, etc. In other instances, well-known structures,
materials, or operations are not shown or described 1n detail to
avold obscuring aspects of the invention.

The illustrated embodiments of the invention will be best
understood by reference to the drawings, wherein like parts
are designated by like numerals throughout. The following
description 1s intended only by way of example, and simply
illustrates certain selected embodiments of devices, systems,
and processes that are consistent with the invention as
claimed herein.

Participants 1in electronic communication are referred to as
senders or receivers depending on the origination of the com-
munication. Participants may interact on related topics with
different groups of participants, and they may also commu-
nicate to the same group of participants on different topics. As
such, the social link between a pair of participants may have
multiple layers. At the same time, the social network 1s
dynamic 1n nature. Accordingly, a profiling model for elec-
tronic communications and participant involvement needs to
capture the formation of communities among participants
together with how such communities evolve.

There are at least three categories of electronic communi-
cation that include a sender and receiver, including social
media communications, electronic mail communications,
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and collaborative content. With respect to social media, a
communication 1s created by a user and broadcast to one or
more recervers who may view and/or respond to the commu-
nication. The communication may be visible to a plurality of
recipients, of which one or more may make an active
response. Those active responses indicate interest and rel-
evance pertaining to each recipient of the communication.

An electronic mail communication may also be considered
a social media communication as it may be communicated to
more than one recipient and contribute to the spread of infor-
mation. Each electronic mail message has one or more des-
1gnated recipient related to the communication at the discre-
tion of the sender. Accordingly, electronic mail
communications are targeted by the sender and each recipient
has some degree of relevance.

Collaborative content 1s a category of electronic commu-
nication that includes publications with co-authors, co-own-
ers, and/or collaborators. More specifically, collaborative
content 1ncludes text and participants that are modeled to a
structure. The participants, who are declared, share the same
published content, which 1n one embodiment represents their
interest and expertise. Accordingly, collaborative content
exists 1n electronic form to enable multiple participants to
contribute content to one or more products.

One feature 1n common among the social media commu-
nications identified herein 1s that each communication 1s cre-
ated and shared among participants. Drawing a comparison to
a directed acyclic graph, the participants may be designated
as nodes and social links may be considered as edges. A
document linkage commonly employs one or more hyper-
links for digital communications. Social linkage 1s different
from document linkage, and lends itself to formation of a
community. The concept of the community 1s vague and
application dependent.

A multi-faceted view of social connections provides multi-
dimensional insight into collaboration and allows one to
know activities, who else 1s involved 1n activities, and levels
of activeness within each activity. FIG. 1 1s a diagram (100)
illustrating a single facetted view of social connections
among users, also referred to herein as participants. As
shown, the view 1s centered on user u (110) and the social
connections associated with user u (110). Specifically, seven
users are shown linked to user u (110), including user a (120),
user b (125), user ¢ (130), user d (135), user ¢ (140), user 1
(145) and user g (150). User a (120) 1s linked (122) to user u
(110), but 1s not linked to any other user. Similarly, user b
(125) 15 separately linked (128) to user u (110). However,
there 1s no relationship between user a (120) and user b (125).
User ¢ (130) 1s separately linked to user u (110) and user d
(135) at (132) and (138), respectively. Stmilarly, user d (135)
1s linked to user ¢ (130), useru (110) and usere (140) at (142),
(144), and (146), respectively. User e (140) 1s linked to user d
(135), useru (110) and user 1 (145) at (146), (148), and (152);
and user 1 (145) 1s linked to user € (140), useru (110) and user
g (150) at (152), (154), and (156), respectively. Each of the
links shown herein between two users has an associated line
weight that reflects the associated relationship. A heavier line
weight 1s reflective of a strong relationship, and a lighter line
weight 1s reflective of a weak relationship. Accordingly, 1n a
single facetted view each user may be linked to one or more
users.

A multi-facetted view of relationships among users pro-
vides an understanding of what activities are important to
cach user and who 1s important in each defined activity. More
specifically, a multi-facetted view provides a multi-dimen-
s1onal definition of relationships among users recognizing the
fact that a social document may represent a sharing activity
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within. FIG. 2 1s a diagram (200) illustrating a multi-facetted
view ol social connections among users. As shown, there are
cight users 1llustrated 1n the example shown herein. In one
embodiment, there may be a different quantity of users, and as
such, the mvention should not be limited to the quantity

illustrated. The users include user u (210), user a (215), user
b (220), user ¢ (225), user d (230), user e (235), user 1 (240),

and user g (245). User a (215), user b (220), and user ¢ (225)
are each separately linked to user u (210) at (262), (264), and
(266), respectively. At the same time, user a (2135), user b
(220), user ¢ (223), and user u (210) are 1n a first defined
community (260). User ¢ (225), userd (230), and user ¢ (235)
are each separately linked to user u (210) at (272), (274), and
(276), respectively. In addition, user ¢ (225) and user d (230)
share a link (278a), and user d (230) and user ¢ (235) share a
link (2785b). At the same time, user ¢ (225), user d (230), user
¢ (235), and user u (210) are 1n a second defined community
(270). User ¢ (235), user 1 (240), and user g (245) are each
separately linked to user u (210) at (282), (284), and (286),
respectively, and user 1(240) has a separate link (288) to user
g (245). At the same time, user ¢ (235), user 1 (240), user g
(245), and user u (210) are 1 a third defined community
(280). As shown, each community 1s defined from the per-
spective of a single user. Participants in a commumnity are
connected to a single user, but not necessarily with each other.
Each separate link shown herein has an associated line
weight, with the line weight reflecting the strength of a rela-
tionship between two users.

From a service provider’s perspective, a deeper under-
standing of a user and associated social relationships enables
provision of personalized services. For example, it may
enable prioritization of incoming messages or feeds while
mitigating information overload. Withrespectto FIG. 2, if the
first community (260) and the third community (280) are
equally important to user u (210) then a communication from
user ¢ (210) 1 the second community (270) has greater
importance than a communication from user ¢ (210) 1n the
first community (260), as reflected by the associated weight
of the link (272) as compared to link (266). Accordingly, the
multi-facetted organization of users and associated commu-
nities provides insight into collaboration of different groups
of users 1n different communities.

Knowing what community a user 1s mvolved with over
time creates evidence to characterize the user at an abstract
level. Working with multiple different groups of people on
one topic may provide that the user 1s a leader or possesses an
expertise 1n a specific area. Comparisons between topics of
different activity areas can provide insight on characteristics
of a user. Each activity area 1s a defined grouping of intercon-
nected participants. A model 1s employed to profile a collabo-
rator community, also referred to herein as an activity area.
Themodel discovers communities in social media documents
by considered context imn both topics and collaboration
groups. The basic rational 1s to understand that each social
media document corresponds to a conversation session within
one community, which 1s defined both by topics and by par-
ticipants. More specifically, the topic(s) of a social media
document 1s derived from the topic mixture of the community.
The participants 1n an associated topic thread tend to actively
participate. Accordingly, a social document may represent a
sharing activity.

FIG. 3 1s a flow chart (300) illustrating a process for for-
mation and profiling of communities formed from electronic
communications. A document 1s assigned to a community
where 1ts likelihood of words and participants are maximized.
Contents and social communities are modeled at the same
time through a collaborator community model (302). The
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topic collaborator community consists of a mixture of topics,
0, contributors, 1 to the topics, and their interactions with
other people 1n the same commumnity. Details of the model are
shown and described in FIG. 4.

FIG. 4 1s a block diagram (400) 1llustrating a generative
process of a latent community model. More specifically, the
model 1s a variation of a latent Dirichlet allocation (LIDA) and
1s a generative model that allows sets of observations to be
explained by unobserved groups that explain why some parts
of the data are similar. The model represents each document
as a mixture of a small number of topics and each word in the
document 1s attributable to one of the topics in the document.
More specifically, the model addresses hidden assignment of
communities where both topical similarity and associated
people interactions are considered. Given a collection of
documents (406), D, a topic community (402), C, 1s a mixture
of people, P, (420) and the total number of words 1n all
documents, N (430). The total number of words, N, (430)
includes the identity of all words in all documents, W, (432)
and the 1dentity of all topics of all words 1n all documents, Z,
(434). Unique words, ¢, (412) are a subset of the words, K,
(410), and 1s an 1nput parameter to the words 1n all the docu-
ments, W, (432). The number of documents, M, (440) 1s
directly related to the mixture of people (420) and words 1n all
the documents. More specifically, identified contributors, 1,
(442) are directly related to the mixture of people (420), and
the topics, 0, (444) are directly related to identity of all topics
of all words 1n all documents, 7 (434). The arrows between
identified elements pertain to the dependencies.

As shown 1n the model of FIG. 4, there are three mput
parameters for the model, referred to herein as hyper param-
cters, including o, p, and u. o (450) 1s an mput parameter to
the topics 0 (444), 3 (452) 1s an input parameter to the 1den-
tified contributors, 1, (442), and pn (462 ) 1s the input parameter
to activeness 1\ (464). Each of the hyper parameters, a., 3, and
u, are 1mtialized (404), (304). Each of the hyper parameters
defined herein are comprised of a plurality of sub-parameters.
Specifically, o includes ., a.,, . . . Az, 3 ncludes 3, 35, . . .
Bz, and u includes u,, u,, . . . Uz In one embodiment, the
hyper parameters can be selected or assigned with default
values. In one embodiment, the values are assigned as fol-
lows:

L =0>=0p=1/K

B1=B=P~=1/V

Hi=H=p~1/C

and the 1nitial values of o and 3 represented as o, and {3,
respectively, are represented by the integer one. The 1nitial-
1izations at step (304) also include mitialization of activeness,
), topics, 0, and people, 1, for each community. FIG. 51s a
chart (500) representing the iitialization and maintenance of
activeness (510), topics (520), and people (530) with respect
to each community (540). Stmilarly, FIG. 6 1s a chart (600)
representing the imtialization of unmique words (610) with
respect to each topic (620). FIG. 7 1s a chart (700) represent-
ing intial values for activeness (710), topics (720), and
people (730), with respect to community (740) and prior to
looking at any training data. Similarly, FIG. 8 1s a chart (800)
representing 1nitial values for unique words (810) with
respect to topics (820) and prior to looking at any traiming
data.

Following step (304), the variable representing the docu-
ment 1s set to the integer one (306). It 1s then determined 1t
there are any additional documents subject for evaluation and
processing (308). A negative response to the determination at
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step (308) 1s followed by processing the current document, d,
(310), after which the variable representing the document
count1s mncremented (312). The processing of each document
1s repeated. As such, following step (312), the process returns
to step (308). Once all of the documents have been processed,
it 1s determiming if the criterion for ending the document
processing should be concluded (314). Document processing,
1s set to conclude when either the maximum number of itera-

tions has been reach or there has been a convergence among,
the communities, 1.e. little change 1n the likelihood for the
corpus. A negative response to the determination at step (314)
1s Tollowed by a return to step (306), and a positive response
to the determination at step (314) 1s followed by the current
latent assignment of topics and communities (316).

As briefly described above at step (310), each document 1s
processed. There are several aspects imncluded 1n document
processing, including but not limited to, mitialization of
latent variables, updating distributions with activeness, top-
ics, contributors, and unique words, and outputting the status
or assignment of topics and communities.

The following 1s pseudo code of the mitialization of the
latent variables, including sampling from uniform priors and
tracking statistics for both community and topics:

For each document d,

Sample a community
For each token, 1, within document d (=1, 2, . . . N )
Sample the topic from community ¢’s topic mixture
as Tollows:

z; A ~Multi(0,,,”,0,5,,K.0, )

For each document, statistics are maintained for the variable
represented 1n the latent community model shown 1n FIG. 4.
The aspect of statistic maintenance 1s shown in FIGS. 9-11.
More specifically, FIG. 9 1s a chart (900) representing statis-
tics for topics (910), people (920) and frequency of unique
words assigned to each topic (930) for document d; FIG. 10 1s
a chart (1000) representing statistics for frequency of topics
(1010) and (1020) for each community for document d; and
FIG. 11 1s a chart (1100) representing the total number of time
cach unique word (1110) 1s assigned to each topic (1120) for
document d. In addition to updating the statistics represented
in F1IGS. 9-11, the activeness 1, topics 0, contributors 1, and
unique words ¢ are updated for subsequent sequential sam-
pling. The following formulas demonstrate the manner in
which the subsequent samplings are updated:

1 (1) (1) (1)
S SR S O
where
ey pe + D

cC = )

> e+ D

c=1
Ye=1,2,... ,C
(1) _ (atl) A1) (1)
QC _(QCIEQCZEIII E'QCKE
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-continued
Ve=1,2,K C;¥, =1,2,K, P

(L) (1) (1))
" Vi e

(1) _ (
ko T ALk W2k -

where
ﬁ'u‘ + Py,

1% V

Z ;B'u‘ + Z Flyg

v=1 v=1

o) = Vk=1,2,... ,K

Sampling takes place to update the distributions with the
statistics for activeness 1, topics 0, contributors 1, and unique

words ¢. In one embodiment, the sampling 1s in the form of
(G1bbs sampling as represented 1n the following pseudo code:

For iterationt=1, 2, ..., T
For documentd=1,2,...D
For each token j within document d (=1, 2, . . . N )

Sample a new topic for token ;

Yk=1 2K, K.

Sample (or choose) a new community for document d
If converged, stop early.

FIG. 12 1s a flow chart (1200) 1llustrating the process and
functionality for processing each token within a document,
and more specifically for sampling a new topic. First, the
original topic assignment 1s removed and the topic mixture of
the commumnity 1s updated (1202). In one embodiment, the
following 1s the mathematical representation of the removal

and update at step (1202):

d, + C.JAy

K K
D ap + ), c.y
k=1 k=1

r

C.hy — Cc.y — 1, Qf:f —
Yk=12,K, K

Following the update at step (1202), a new topic 1s sampled
based on the updated topic mixture (1204). In one embodi-
ment, the following 1s the mathematical representation of the

sampling at step (1204):

Zd.j(r+ I)NMUIH(GEI (I): GEE(r):KJ GCK(I))

Thereafter, the community’s topic count and mixture 1is
updated (1206), which 1n one embodiment 1s represented in
the following mathematical formula:

ay + C.1y

K K
>ap + ), c.ay
k=1 k=1

+1
c.ryr —cyr — 1, 9.:(:& ) =

.

Yk=1 2K, K

and, any change in the topic statistics is reflected (1208). The
mathematical representation for reflecting changes in the
type’s topic statistics 1s as follows:
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,B'u‘ + Ly

V V
Z ;B'u‘ + Z Flyi
v=1 v=1

(t+1)
Rlyp < Ry — 1-,~ (I)-,;ﬁ; —

ﬁ'u‘ + Pop?

V V
Z ;B'u‘ + Z Flyg?
v=1 v=1

(r+1) _
vik! T

Ryt & Ry — 1'«' O

Each new community that 1s formed may be sampled. FIG.
13 1s a tlow chart (1300) i1llustrating a process for sampling a
new community. First, a document 1s removed from 1ts cur-
rent community (1302) followed by updating the statistics for
activeness 1, topics 0, contributors 1, and unique words ¢

(1304), and assigning the removed document to the most
probable community (1306). Thereafter, the statistics for
community to which the document has been assigned 1is
updated (1308), and changes are reflected 1n the participant’s
community statistics (1310). Accordingly, the aspect of for-
mation of communities 1s an iterative and dynamic process
and the statistics for activeness, topics, contributors, and
unique words are updated following any changes to the com-
munities.

As shown 1n FIGS. 3-13, a method 1s provided to support a
multi-faceted analysis for data clustering. Specifically, con-
tent 1s organized to communities which inherently include
participants and associated topics. Membership 1n one of the
communities 1s dynamically maintained and modified as
documents and associated topics and participants are added
or removed from any one of the formed communities. The
content that 1s subject to being clustered may come 1n differ-
ent forms, including but not limited to, electronic mail com-
munications, social media content, collaborative documents,
ctc. FIG. 14 1s a block diagram (1400) illustrating tools
embedded 1n a computer system to support a technique for
formation of communities based on the content and dynamic
modification and maintenance of the communities. A com-
puting resource (1410) 1s provided with a processing unit
(1412) 1n communication with memory (1414) across a bus
(1416), and 1n communication with data storage (1418). The
computing resource (1410) 1s shown 1n communication with
one or more computing resources (1420) and (1430) across a
network (1405). As described above, data 1s gathered and
analyzed to form communities. The network (1405) is
employed as a communication conduit to send and receive
data employed in the analysis. Communication among the
computing resources 1s supported across one or more network
connections (1405).

The computing resource (1410) 1s provided with a func-
tional unit (1440) having one or more tools to profile data and
to form communities from the profiled data. The functional
unit (1440) 1s shown local to the computing resource (1410),
and specifically in communication with memory (1424). In
one embodiment, the functional unit (1440) may be local to
any of the computing resources (1420) and (1430). The tunc-
tional umit (1440) supports organization of data items into
communities. The tools embedded in the functional unit
(1440) include, but are not limited to, an mitialization man-
ager (1442), an assignment manager (1444), an update man-
ager (1446), a profile manager (1448), and a calculation man-
ager (14350).

The mitialization manager (1442) functions to 1mtialize
two or more communities based on underlying communica-
tions. More specifically, the imitialization manager (1442)
initializes the commumnities based on one or more topics and
two or more participants associated with the underlying com-
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munications. The participants include, but are not limaited to,
a sender and a recipient of the communication(s). The assign-
ment manager (1444 ) 1s provided in communication with the
initialization manager (1442). The assignment manager
(1444), functions to assign each recerved community into one
of the mitialized commumnities. In one embodiment the assign-
ment takes place iteratively. As the composition of the formed
community changes, each of the communities 1s subject to
change, 1n the form of addition to or removal from the com-
munity, and/or creation of a new community. To support the
iterative aspect ol the community, the update manager (1446),
which 1s 1n communication with the assignment manager
(1444), functions to update the characteristics of the formed
communities. The update manager (1446) responds to assign-
ment of the communication to the community by updating
statistics associated with the community, including the distri-
bution of participants and topic assignments for each word 1n
the assignment commumnication(s). Once the statistics are
updated, the profile manager (1448) creates a profile for each
of the communities. Accordingly, the initialization manager
(1442), assignment manager (1444), update manager (1446),
and profile manager (1448) function together to iteratively
manage the changing characteristics of the communaity.

As described above, statistics are maintained for each of
the formed communities. Specifically, the calculation man-
ager (1450) 1s provided to communicate with the profile man-
ager (1448) to calculate a maximum likelihood of member-
ship of a select communication with a select community. The
calculation 1s based on a select topic work and participant
distribution for the select community. Based on the calculated
maximum likelihood value attainment of a threshold value,
the assignment manager (1444) assigns the select communi-
cation to the select community. In one embodiment, the cal-
culation employed by the calculation manager (1450) is
based on a current topic of the communication being assigned
and distribution of participants in the community. As
described above, the formation and composition of commu-
nities 1s not static. Rather, each community may be formed
and re-formed as communications are added to or removed
from the community. The assignment manager (1444) may
remove a previously assignment communication from a spe-
cific community after which the community subject to the
removal 1s updated. Specifically, the update manager (1446)
recalculates a topic and distribution of participants in the
community that has been the subject to the removal. In addi-
tion to adding a communication to a community or removing
a communication from a community, the assignment man-
ager (1444) may remove a word from a community. Follow-
ing this removal, the update manager (1446) removes topic
statistics of the community from which the word has been
removed and updates the word topic assignment for the com-
munity that has been subjected to the word removal. Accord-
ingly, as specific elements are removed from or added to the
communities, statistics associated with the community sub-
ject to change are updated to retlect the current status.

As described above, several managers are provided to sup-
port the functionality of 1nitial formation and update of com-
munities based on assignment of communications to a com-
munity. The managers include an initialization manager
(1442), an assignment manager (1444), an update manager
(1446), a profile manager (1448), and a calculation manager
(1450). Each of these managers (1442)-(1450) are shown
residing 1n the functional unit (1440) of the server (1410).
Although 1n one embodiment, the functional unit (1440) and
associated managers, respectively, may reside as hardware
tools external to the memory (1414) of server (1410), they
may be implemented as a combination of hardware and soft-
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ware, or may reside local to the one or more computing
resources (1420) and (1430) in communication with server
(1410) across a network (1405). Similarly, 1n one embodi-
ment, the managers may be combined into a single functional
item that incorporates the functionality of the separate 1tems.
As shown herein, each of the manager(s) are shown local to
the server (1410). However, in one embodiment they may be
collectively or individually distributed across a shared pool of
configurable computer resources and function as a unit to
profile data and to derive one or more communities from the
profiled data. Accordingly, the managers may be 1mple-
mented as software tools, hardware tools, or a combination of
software and hardware tools.

As will be appreciated by one skilled 1n the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module™ or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in one
or more computer readable medium(s) having computer read-
able program code embodied thereon.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of
the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
tollowing: an electrical connection having one or more wires,
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory ), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
store a program for use by or 1n connection with an instruction
execution system, apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that 1s not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or 1n connection with an mnstruction execution system,
apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
but not limited to wireless, wireline, optical fiber cable, RF,
etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written 1n any com-
bination of one or more programming languages, including,
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
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execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone soitware package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described above with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the tlowchart 1llustrations and/
or block diagrams, and combinations of blocks 1n the flow-
chart illustrations and/or block diagrams, can be i1mple-
mented by computer program instructions. These computer
program 1nstructions may be provided to a processor of a
general purpose computer, special purpose computer, or other

programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-
tions/acts specified in the tflowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored 1n
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function 1n a particular manner, such that the instructions
stored 1n the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified 1n the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the mstructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

Retferring now to FI1G. 15 1s a block diagram (1500) show-
ing a system for implementing an embodiment of the present
invention. The computer system 1ncludes one or more pro-
cessors, such as a processor (1502). The processor (1502) 1s
connected to a communication infrastructure (1504) (e.g., a
communications bus, cross-over bar, or network). The com-
puter system can include a display interface (1506) that for-
wards graphics, text, and other data from the communication
inirastructure (1504) (or from a frame builer not shown) for
display on a display unit (1508). The computer system also
includes a main memory (1510), preferably random access
memory (RAM), and may also include a secondary memory
(1512). The secondary memory (1512) may include, for
example, a hard disk drive (1514) and/or a removable storage
drive (1516), representing, for example, a floppy disk drive, a
magnetic tape drive, or an optical disk drive. The removable
storage drive (1516) reads from and/or writes to a removable
storage unit (1518) 1n a manner well known to those having
ordinary skill in the art. Removable storage unit (1518) rep-
resents, for example, a floppy disk, a compact disc, a mag-
netic tape, or an optical disk, etc., which i1s read by and written
to by removable storage drive (1516). As will be appreciated,
the removable storage unit (1518) includes a computer read-
able medium having stored therein computer software and/or
data.
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In alternative embodiments, the secondary memory (1512)
may 1nclude other similar means for allowing computer pro-
grams or other instructions to be loaded into the computer
system. Such means may include, for example, a removable
storage unit (1520) and an interface (1522). Examples of such
means may mclude a program package and package interface
(such as that found in video game devices), a removable
memory chip (such as an EPROM, or PROM) and associated
socket, and other removable storage units (1520) and inter-
faces (1522) which allow software and data to be transferred
from the removable storage unit (1520) to the computer sys-
tem.

The computer system may also include a communications
interface (1524). Communications interface (1524) allows
soltware and data to be transferred between the computer
system and external devices. Examples of communications
interface (1524) may include a modem, a network interface
(such as an Ethernet card), a communications port, or a PCM-
CIA slot and card, etc. Software and data transferred via
communications interface (1524) are in the form of signals
which may be, for example, electronic, electromagnetic, opti-
cal, or other signals capable of being recerved by communi-
cations interface (1524). These signals are provided to com-
munications interface (1524) via a communications path (1.e.,
channel) (1526). This communications path (1526) carries
signals and may be implemented using wire or cable, fiber
optics, a phone line, a cellular phone link, a radio frequency
(RF) link, and/or other communication channels.

In this document, the terms “computer program medium,”
“computer usable medium,” and “computer readable
medium”™ are used to generally refer to media such as main

memory (1510) and secondary memory (1512), removable
storage drive (1516), and a hard disk installed 1n hard disk

drive (1514).

Computer programs (also called computer control logic)
are stored 1n main memory (1510) and/or secondary memory
(1512). Computer programs may also be recerved via a com-
munication interface (1524). Such computer programs, when
run, enable the computer system to perform the features of the
present invention as discussed herein. In particular, the com-
puter programs, when run, enable the processor (1502) to
perform the features of the computer system. Accordingly,
such computer programs represent controllers of the com-
puter system.

The flowcharts and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block 1n the tflowcharts or block
diagrams may represent a module, segment, or portion of
code, which comprises one or more executable instructions
for implementing the specified logical function(s). It should
also be noted that, 1n some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, 1n fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block diagrams
and/or flowchart illustration, can be implemented by special
purpose hardware-based systems that perform the specified
functions or acts, or combinations of special purpose hard-
ware and computer instructions.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not mtended to be
limiting of the invention. As used herein, the singular forms
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a”’, “an’ and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises™ and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
clements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present invention has been presented for purposes of
illustration and description, but 1s not intended to be exhaus-
tive or limited to the invention 1n the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the invention. The embodiment was chosen and
described 1n order to best explain the principles of the mnven-
tion and the practical application, and to enable others of
ordinary skill in the art to understand the invention for various
embodiments with various modifications as are suited to the
particular use contemplated. Accordingly, the enhanced
cloud computing model supports tlexibility with respect to
clustering of data, including, but not limited to, deriving one
or more communities for the data and dynamic formation or
re-formation of one or more communities in response to
receipt of the new data.

In one embodiment, the clustering of data and derivation of
communities may take place in a pool of shared resources,
¢.g. cloud computing environment. The cloud computing
environment 1s service oriented with a focus on statelessness,
low coupling, modularty, and semantic interoperability. At
the heart of cloud computing 1s an infrastructure comprising
a network of interconnected nodes. Referring now to FIG. 16,
a schematic of an example of a cloud computing node 1is
shown. Cloud computing node (1610) 1s only one example of
a suitable cloud computing node and 1s not intended to sug-
gest any limitation as to the scope of use or functionality of
embodiments of the invention described herein. Regardless,
cloud computing node (1610) 1s capable of being 1imple-
mented and/or performing any of the functionality set forth
hereinabove. In cloud computing node (1610) there 1s a com-
puter system/server (1612), which 1s operational with numer-
ous other general purpose or special purpose computing sys-
tem environments or configurations. Examples ol well-
known computing systems, environments, and/or
configurations that may be suitable for use with computer
system/server (1612) include, but are not limited to, personal
computer systems, server computer systems, thin clients,
thick clients, hand-held or laptop devices, multiprocessor
systems, microprocessor-based systems, set top boxes, pro-
grammable consumer electronics, network PCs, minicom-
puter systems, mainirame computer systems, and distributed
cloud computing environments that include any of the above
systems or devices, and the like.

Computer system/server (1612) may be described 1n the
general context ol computer system-executable instructions,
such as program modules, being executed by a computer
system. Generally, program modules may include routines,
programs, objects, components, logic, data structures, and so
on that perform particular jobs or implement particular
abstract data types. Computer system/server (1612) may be
practiced in distributed cloud computing environments where
jobs are performed by remote processing devices that are
linked through a communications network. In a distributed
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cloud computing environment, program modules may be
located 1n both local and remote computer system storage
media including memory storage devices.

As shown 1n FIG. 16, computer system/server (1612) 1n
cloud computing node (1610) 1s shown in the form of a
general-purpose computing device. The components of com-
puter system/server (1612) may include, but are not limited
to, one or more processors or processing units (1616), a
system memory (1628), and a bus (1618) that couples various
system components including system memory (1628) to pro-
cessor (1616). Bus (1618) represents one or more of any of
several types of bus structures, including a memory bus or
memory controller, a peripheral bus, an accelerated graphics
port, and a processor or local bus using any of a variety of bus
architectures. By way of example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (IMCA) bus, Enhanced ISA
(EISA) bus, Video Electronics Standards Association
(VESA) local bus, and Peripheral Component Interconnects
(PCI) bus. Computer system/server (1612) typically includes
a variety of computer system readable media. Such media
may be any available media that 1s accessible by computer
system/server (1612), and it includes both volatile and non-
volatile media, removable and non-removable media.

System memory (1628) can include computer system read-
able media 1n the form of volatile memory, such as random
access memory (RAM) (1630) and/or cache memory (1632).
Computer system/server (1612) may further include other
removable/non-removable, volatile/non-volatile computer
system storage media. By way of example only, storage sys-
tem (1634) can be provided for reading from and writing to a
non-removable, non-volatile magnetic media (not shown and
typically called a “hard drive”). Although not shown, a mag-
netic disk drive for reading from and writing to a removable,
non-volatile magnetic disk (e.g., a “floppy disk™), and an
optical disk drive for reading from or writing to a removable,
non-volatile optical disk such as a CD-ROM, DVD-ROM or
other optical media can be provided. In such instances, each
can be connected to bus (1618) by one or more data media
interfaces. As will be further depicted and described below,
memory (1628) may include at least one program product
having a set (e.g., at least one) of program modules that are
configured to carry out the functions of embodiments of the
invention.

Program/utility (1640), having a set (at least one) of pro-
gram modules (1642), may be stored in memory (1628) by
way of example, and not limitation, as well as an operating,
system, one or more application programs, other program
modules, and program data. Each of the operating systems,
one or more application programs, other program modules,
and program data or some combination thereof, may include
an 1mplementation of a networking environment. Program
modules (1642) generally carry out the functions and/or
methodologies of embodiments of the mnvention as described
herein.

Computer system/server (1612) may also communicate
with one or more external devices (1614), such as a keyboard,
a pointing device, a display (1624), etc.; one or more devices
that enable a user to interact with computer system/server
(1612); and/or any devices (e.g., network card, modem, etc.)
that enable computer system/server (1612) to communicate
with one or more other computing devices. Such communi-
cation can occur via Input/Output (I/O) interfaces (1622).
Still yet, computer system/server (1612) can communicate
with one or more networks such as a local area network
(LAN), a general wide area network (WAN), and/or a public
network (e.g., the Internet) via network adapter (1620). As
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depicted, network adapter (1620) communicates with the
other components of computer system/server (1612) via bus
(1618). It should be understood that although not shown,
other hardware and/or software components could be used 1n
conjunction with computer system/server (1612). Examples,
include, but are not limited to: microcode, device drivers,
redundant processing units, external disk drive arrays, RAID
systems, tape drives, and data archival storage systems, eftc.

Referring now to FIG. 17, illustrative cloud computing
environment (1750) 1s depicted. As shown, cloud computing
environment (1750) comprises one or more cloud computing
nodes (1710) with which local computing devices used by
cloud consumers, such as, for example, personal digital assis-
tant (PDA) or cellular telephone (1754 A), desktop computer
(1754B), laptop computer (1754C), and/or automobile com-
puter system (1754N) may communicate. Nodes (1710) may
communicate with one another. They may be grouped (not
shown) physically or virtually, 1n one or more networks, such
as Private, Community, Public, or Hybrid clouds as described
hereinabove, or a combination thereof. This allows cloud
computing environment (1750) to offer infrastructure, plat-
torms and/or software as services for which a cloud consumer
does not need to maintain resources on a local computing
device. It 1s understood that the types of computing devices
(1754A)-(1754N) shown 1n FIG. 17 are intended to be 1llus-
trative only and that computing nodes (1710) and cloud com-
puting environment (1750) can communicate with any type of
computerized device over any type of network and/or net-
work addressable connection (e.g., using a web browser).

Referring now to FIG. 18, a set of functional abstraction
layers provided by cloud computing environment (1850) 1s
shown. It should be understood 1n advance that the compo-
nents, layers, and functions shown in FIG. 18 are imntended to
be 1llustrative only and embodiments of the invention are not
limited thereto. As depicted, the following layers and corre-
sponding functions are provided: hardware and software
layer (1860), virtualization layer (1862), management layer
(1864), and workload layer (1866). The hardware and soft-
ware layer (1860) includes hardware and software compo-
nents. Examples of hardware components include main-
frames, 1n one example IBM® zSeries® systems; RISC
(Reduced Instruction Set Computer) architecture based serv-
ers, 1n one example IBM pSeries® systems; IBM xSeries®
systems; IBM BladeCenter® systems; storage devices; net-
works and networking components. Examples of software
components include network application server software, 1n
one example IBM WebSphere® application server software;
and database soltware, 1n one example IBM DB2® database
soltware. (IBM, zSeries, pSeries, xSeries, BladeCenter, Web-
Sphere, and DB2 are trademarks of International Business
Machines Corporation registered 1n many jurisdictions
worldwide).

Virtualization layer (1862) provides an abstraction layer
from which the following examples of virtual entities may be
provided: virtual servers; virtual storage; virtual networks,
including virtual private networks; virtual applications and
operating systems; and virtual clients.

In one example, management layer (1864 ) may provide the
following functions: resource provisioning, metering and
pricing, and user portal. The functions are described below.
Resource provisioning provides dynamic procurement of
computing resources and other resources that are utilized to
perform jobs within the cloud computing environment.
Metering and pricing provides cost tracking as resources are
utilized within the cloud computing environment, and billing
or invoicing for consumption of these resources. In one
example, these resources may comprise application software




US 8,713,022 B2

17

licenses. Security provides identity verification for cloud con-
sumers and jobs, as well as protection for data and other
resources. User portal provides access to the cloud computing,
environment for consumers and system admainistrators.
Workloads layer (1866) provides examples of functional-
ity for which the cloud computing environment may be uti-

lized. Examples of workloads and functions which may be
provided from this layer include, but 1s not limited to: map-
ping and navigation, software development and lifecycle
management, virtual classroom education delivery, data ana-
lytics processing, job processing, and data clustering and
community formation within the cloud computing environ-
ment. Data clustering provides cloud computing resource
allocation and management such that data items are clustered
and commumnities from the clustered data 1tems are formed.

The data clustering and associated formation of communi-
ties areas may be extrapolated to function 1n a cloud comput-
ing environment. With respect to FIG. 14, each of the com-
puting resources (1410), (1420), and (1430) may represent a
data center with one or more embedded computing resources.
Data may be gathered across the shared resources of the
computing environment and employed to dertve communi-
ties.

Alternative Embodiment

It will be appreciated that, although specific embodiments
of the mvention have been described herein for purposes of
illustration, various modifications may be made without
departing from the spirit and scope of the invention. Accord-
ingly, the scope of protection of this invention 1s limited only
by the following claims and their equivalents.

We claim:

1. A method, comprising:

iitializing a plurality of communities, each community

being a defined grouping of interconnected participants
and having at least one topic and at least two partici-
pants;
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interatively assigning a recetved communication 1nto one
of the communities;

in response to the assignment of the received communica-
tion, updating a statistical distribution of topics and a
statistical distribution of participants 1n each of the com-

munities, and 1teratively updating a topic assignment for

cach word from the assigned communication; and
profiling each of the communities based on the updated

statistical distribution of topics and participants.

2. The method of claim 1, further comprising calculating a
maximum likelihood of membership of a select communica-
tion with a select community, wherein the calculation 1s based
on a select topic word and participant distribution for the
community.

3. The method of claim 2, further comprising assigning the
select communication to the select community responsive to
the calculated maximum likelihood meeting a threshold
value.

4. The method of claim 2, further comprising calculating,
the maximum likelithood based on a current topic of the com-
munication being assigned, and distribution of participants in
the communaities.

5. The method of claim 1, further comprising removing a
previously assigned communication from one of the commu-
nities and following the document removal updating the com-
munity subject to the removal.

6. The method of claim 5, further comprising updating a
community profile for the community subject to the docu-
ment removal, mcluding recalculating both a topic and dis-
tribution of participants for the subject community.

7. The method of claim 1, further comprising removing a
word from a community, including removing topic statistics
of the community from which the word has been removed.

8. The method of claim 1, further comprising updating a
word topic assignment for the community subject to the word
removal.
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