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RECOVERING DROPPED INSTRUCTIONS IN
A NETWORK INTERFACE CONTROLLER

FIELD OF THE INVENTION

The present mvention relates generally to computer sys-
tems, and particularly to interaction between a host and a
peripheral device 1n a computer system.

BACKGROUND

Some types of advanced high-speed 1nput/output (I/0)
devices, such as network interface controllers (NICs), permut
applications runming on a host processor to interact directly
with the functions ofthe I/O device, without kernel calls to the
host operating system. Such I/O devices may support mul-
tiple service instances, which are allocated to client pro-
cesses, such as host applications. The client processes submut
work requests, typically by writing descriptors of the requests
to respective queues 1n the host memory, which are then read
and executed by the I/0 device. The I/O device 1s responsible
for allocating its resources to the different service instances
while ensuring that the work requests 1n each queue are
executed 1n the proper order.

U.S. Pat. No. 6,735,642, whose disclosure 1s incorporated
herein by reference, describes methods for interaction
between application programs and a DMA engine. In order to
initiate a chain of DMA data transiers, an application pro-
gram running on a CPU prepares the appropriate chain of
descriptors 1n a memory accessible to the DMA engine. The
application then sends a service order to the DMA engine
indicating the memory address of the first descriptor 1n the
chain, which 1s a request to the DMA engine to start execution
of the descriptors. The application typically writes the service
order to the “doorbell” of the DMA engine—a control register
with a certain bus address that 1s specified for this purpose.
Sending such a message to 1initiate DMA execution 1s known
as “ringing the doorbell” of the DMA engine.

The DMA engine responds by reading and executing the
first descriptor. It then updates a status field of the descriptor
to indicate to the application that the descriptor has been
executed. The engine follows the “next” field through the
entire linked list, marking each descriptor as executed, until 1t
reaches a null pointer 1n the last descriptor. After executing,
the last descriptor, the DMA engine 1s ready to receirve a new
list for execution. The DMA doorbell may be rung multiple
times without loss of data and without executing the same
descriptor multiple times.

U.S. Pat. No. 7,653,754, whose disclosure 1s incorporated
herein by reference, describes a method for preventing dead-
lock 1n communication between a host software application
and a NIC without requiring either separate write and read
paths or synchronization between users. The method com-
prises writing a doorbell associated with at least one descrip-
tor having a descriptor context to a builer 1n the NIC, drop-
ping at least one doorbell from the butter 1f the buffer 1s full,
thereby allowing a write of a new doorbell to the buffer, and
recovering each dropped doorbell for further execution of
descriptors associated with this doorbell. The descriptor
execution 1s 1n order of posting by the application to the NIC.

SUMMARY

Embodiments of the present invention that are described
hereinbelow provide methods for eificient interaction
between a peripheral device and applications running on a
host processor.
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There 1s therefore provided, 1n accordance with an embodi-
ment of the present invention, a method for operating a
peripheral device, which 1s connected to a host processor and
a memory by a bus. The method includes recerving at the
peripheral device service orders, which are identified with
respective service mstances and are submitted to the periph-
eral device over the bus by software applications running on
the host processor, which write copies of the service orders to
the memory. The received service orders are queued for
execution by the peripheral device. When one or more of the
service orders have been dropped from the queue prior to
execution, arecovery of a selected service instance 1s initiated
by submitting a read request from the peripheral device to the
memory over the bus to recerve a copy of any unexecuted
service order associated with the service mstance. Upon
receiving at the peripheral device a new service order that 1s
identified with the selected service instance and reaches the
peripheral device belore the peripheral device receives a
response to the read request, the new service order 1s
executed, and the response 1s 1ignored when 1t 1s recerved.

In a disclosed embodiment, recerving the service orders
include receiving entries written by the applications to a
doorbell register at an address on the bus that 1s assigned to the
peripheral device. Typically, the software applications submit
the service orders by posting a write operation to the bus, and
the bus operates in accordance with a protocol that causes
posted writes to be flushed from the bus to the peripheral
device before delivering read responses.

The method may include executing the service orders on a
given service mnstance by reading into the peripheral device a
context of the given service mstance from the memory, and
applying the context in performing an operation indicated by
the service order (wherein the context 1s updated to reflect the
last work request that 1s to be executed). Typically, the periph-
eral device has no dedicated memory for storing the context
alter the operation has been completed.

In some embodiments, the method includes setting a flag in
the peripheral device to indicate that the one or more of the
service orders have been dropped, and 1nitiating the recovery
includes reading and resetting the flag to initiate the recovery.
The flag 1s typically one of an array of flags 1n the peripheral
device, and each flag causes the peripheral device to initiate
the recovery of a corresponding set of the service instances.

In a disclosed embodiment, initiating the recovery includes
making a record of the service instances that are 1n recovery,
and 1gnoring the response includes checking the record to
determine that the service instance 1s inrecovery, and discard-
ing the response responsively to the record.

In some embodiments, the peripheral device includes an
input/output (I/0) device, and the execution of the service
orders causes the I/0 device to transfer data to and from the
memory. The I/O device may include a network interface
controller (NIC), wherein the service instances include queue
pairs, which are respectively assigned to the software appli-
cations for use in communicating over a network via the NIC.
In one embodiment, the service orders indicate work
requests, which are descriptors including direct memory
access (DMA) 1nstructions for execution by the peripheral
device. Additionally or alternatively, the service orders may
cause the peripheral device to arm a completion queue 1n the
memory 1n order to trigger an event upon posting of a new
completion queue entry to the armed completion queue.

There 1s also provided, in accordance with an embodiment
of the present invention, a computer peripheral device,
including a host interface, which 1s configured to be con-
nected to a bus, which 1s coupled to a host processor and a
memory, and 1s configured to receirve over the bus service
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orders, which are identified with respective service instances
and are submitted by software applications running on the
host processor, which write copies of the service orders to the
memory. Processing circuitry i1s configured to queue the

received service orders in a queue for execution. Executionof 2

the service order 1s carried out by updating the respective
service instance context with an indication of last work
request that requires execution. When one or more of the
service orders are dropped from the queue prior to execution,
the processing circuitry 1nitiates a recovery of a selected
service 1stance by submitting a read request via the host
interface to the memory over the bus to receive a copy of any
unexecuted service order associated with the service instance.
The processing circuitry 1s configured, upon receiving via the
host 1nterface a new service order that 1s identified with the
selected service mstance and reaches the peripheral device
before the processing circuitry receives a response to the read
request, to execute the new service order and ignore the
response when 1t 1s recerved.

The present mvention will be more fully understood from
the following detailled description of the embodiments
thereol, taken together with the drawings 1n which:

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram that schematically illustrates a
computer system, 1n accordance with an embodiment of the
present invention;

FIG. 2 1s a block diagram that schematically shows ele-
ments of a NIC, 1n accordance with an embodiment of the
present invention; and

FIG. 3 1s a flow chart that schematically illustrates a
method for handling of dropped doorbell entries, in accor-
dance with an embodiment of the present invention.

DETAILED DESCRIPTION OF

EMBODIMENTS

Overview

Modern peripheral devices, particularly I/O devices, such
as NICs, are required to handle huge volumes of data at high
speed. Some types ol NICs, such as InfiniBand® host channel
adapters (HCASs), perform complex protocol-oftfload func-
tions 1n direct interaction with software applications running
on a host processor. Each software application may be
assigned multiple transport service instances (known as
queue pairs, or QPs, in the InfimBand architecture), and the
NIC may have to service hundreds or thousands of these
service 1nstances concurrently. Each service instance has its
own context, which i1s normally stored in the host memory,
along with descriptors (work queue elements, or WQEs, 1n
InfiniBand) defimng work requests submitted to the NIC by
the applications. The NIC reads the context information and
the associated descriptors from the host memory in order to
tulfill the work requests for the applications.

Typically, the NIC has a small butfer memory for holding
context information for the service instances that the NIC 1s
currently serving. The NIC may have a larger, dedicated
context memory of 1ts own, which can reduce the need for
frequent access to the host memory, but such a memory
increases the size and cost of the NIC. Theretfore, 1n some
embodiments of the present invention, the NIC has no dedi-
cated memory for storing the context of a given service
instance aiter 1t has completed operations on that service
instance, and instead the NIC fetches the context of each
service instance from the host memory as required by current
operations. The methods that are described below are usetul
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4

in avoiding problems that may arise due to the resultant need
of the NIC for continual access to context information in host

memory.

In the disclosed embodiments, the host processor, host
memory and a peripheral device, such as a NIC, are connected
by a system bus, such as a PCI Express® bus, as 1s known in
the art. Apphcatlons running on the host processor write
descriptors to the memory and then submit service orders to
the NIC (or other peripheral device), instructing the NIC to
read and execute the descriptors. The service orders may have
the form of doorbell entries, which are written by the appli-
cations via the bus to a doorbell register at an address on the
bus that 1s assigned to the NIC. Before posting their doorbell
entries to the bus, the applications create records of the entries
in the host memory, for use, if necessary, in recovery from lost
doorbells, as described below. Each doorbell entry 1s associ-
ated with a corresponding service instance (such as a QP) that
1s assigned to the application that posted 1t, and the records of
the doorbell entries are linked in the host memory to the
context of the service instance.

The NIC queues the doorbell entries that 1t receives via the
bus for execution. When an entry reaches the head of the
queue, the NIC reads the corresponding context and updates
it with an 1ndication of the last work request that requires
execution. The NIC then reads the corresponding descriptors,
and carries out the appropriate actions (such as transferring
data to or from the host memory 1n packets conveyed over a
network). Under normal operating conditions, all queued
doorbell entries are serviced 1n turn. It may sometimes occur,
however, that a doorbell entry 1s dropped prior to execution,
due to overtlow of the limited available builer space 1n the
NIC, for example.

Upon detecting that a doorbell entry has been dropped, the
NIC iitiates a recovery procedure to access the records of the
lost doorbell entries that are held in the host memory and to
execute the corresponding service requests. In order to access
the doorbell copies for a given service instance, the NIC
submits a read request to the bus and awaits the read response.
In the meanwhile, however, the application to which the ser-
vice 1stance 1s assigned may write a further doorbell entry
(1.e., submit a new service order) for the same service instance
that 1s 1n the process of recovery. Furthermore, 1n some bus
protocols, such as the PCI Express protocol, posted writes are
given priority and thus are flushed from the bus before any
pending read responses are delivered. Thus, the new doorbell
entry may reach the queue 1n the NIC before the earlier-sent
read response. This sort of situation could lead the NIC to read
and execute at least some of the descriptors for this service
instance twice.

In embodiments of the present invention, the NIC avoids
this sort of erroneous duplication of work by 1gnoring any
doorbell read response that follows a posted doorbell write on
the same service instance during recovery. To 1dentily such
situations, the NIC maintains a record of the service instances
that are 1n recovery at any given time and checks imcoming
doorbell entries against this record in order to decide which (1f
any) read responses to drop. The doorbell records and the
descriptors are arranged in the host memory, 1n conjunction
with the corresponding context information, so as to ensure
that a doorbell entry recerved by the NIC during recovery will
cause the NIC to execute all outstanding descriptors exactly
once, 1n the order 1n which they were posted.

System Description

FIG. 1 1s a block diagram that schematically illustrates a
computer system 20, 1n accordance with an embodiment of
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the present invention. System 20 comprises a CPU 22, a host
memory 24, and a NIC 28, which links system 20 to a network
26. The elements of system 20 are interconnected by a system
bus 30, which 1s assumed, for the sake of clarity and conve-
nience, to be a PCI Express bus. Software applications 29
running on CPU 22 read data from and write data to memory
24 via bus 30, as does NIC 28. In the description that follows,
it will be assumed (again, for clarity and convenience) that
network 26 comprises an InfiniBand switch fabric, and that
NIC 28 1s a HCA. The principles of the present mvention,
however, are applicable not only to NICs (and specifically
HCAs), but also to other types of I/O devices, and other sorts
of peripheral devices, as well.

NIC 28 comprises a host iterface 32, which 1s connected
to bus 30 and includes one or more registers with pre-assigned
addresses on the bus, including a doorbell register 31. A
network interface 36 1n NIC 28 comprises one or more ports
(not shown), for recerving data packets from and transmitting
data packets to network 26, 1n accordance with instructions
received from applications running on CPU 22. Processing
circuitry 34 1 NIC 28 receives these instructions from host
interface 32, and carries out the instructions as described
below.

Typically, circuitry 34 comprises dedicated and/or pro-
grammable hardware logic circuits, which are designed to
carry out a range ol functions associated with packet trans-
mission and reception. These functions include constructing,
data packets containing data gathered from memory 24 for
transmission over network 26, as well as recetving and pro-
cessing incoming packets from network 26 and scattering the
data contained 1n the packets to memory 24. The description
that follows relates only to the elements of circuitry 34 that
are necessary to an understanding of doorbell handling 1n
system 20; other components of NIC are known 1n the art, as
described, for example, in U.S. Patent Application Publica-
tion 2002/01523277, whose disclosure 1s incorporated herein
by reference.

Applications 29 runming on CPU 22 communicate with the
transport layer of network 26 via NIC 28 by manipulating a
transport service instance, known as a “queue pair” (QP),
which 1s made up of a send work queue and a recerve work
queue. A given application may open and use multiple QPs
simultaneously. Each QP has a context 38, comprising infor-
mation used by the corresponding application and by NIC 28
in servicing the QP. Typically, NIC 28 serves multiple QPs
concurrently, each with its corresponding context, to transmuit
and receive messages to and from processes on other nodes of
network 26. The messages generally comprises remote DMA
(RDMA) write and read requests and responses, as well as
data push (send) messages, in which NIC 28 transiers appli-
cation data 42 between memory 24 and network 26.

To send and receive communications over network 22, an
application process initiates work requests, which causes
descriptors of work 1tems, referred to as work queue elements
(WQESs) 40, to be placed 1n the appropriate queues for execu-
tion by the NIC. Upon completion of work items, the NIC
writes completion queue elements (CQEs) 50 to appropriate
completion queues, which are then read by the application as
an indication that the work request 1n question has been
completed. WQEs 40 and CQEs 50 are typically written to
memory 24 1n a cyclic manner, with pointers to the heads and
tails of the lists held 1n the corresponding context 38. NIC 28
and applications communicating with the NIC use these
pointers in reading from and writing to the appropnate
queues.

To mitiate operations by NIC 28 on a given QP, application
29 to which the QP 1s assigned submits one or more work
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requests, causing WQEs 40 to be written to the corresponding
work queue. Context 38 1s updated as appropriate, to point to

the next WQE for execution. The application prepares a door-
bell entry, which indicates the number of the QP for which the
work 1s requested and includes a counter value, referred to as
a producer index (PI) 46, which retlects the number of WQEs
that have been posted to this queue since its creation. The
application writes a doorbell record 44, containing a copy of
the doorbell entry, to a location to memory 24 indicated by QP
context 38.

Once these preparations are done, application 29 posts a
write request to bus 30, causing the doorbell entry (indicating
the QP number and PI) to be written to doorbell register 31 of
NIC 28. Normally, as noted above, the NIC queues and then
processes each such doorbell entry 1n 1ts turn, by registering
the newly-recetved PI 1n the PI field 1n the QP context. The
NIC then reads the appropriate QP context 38, locates the next
WQE 40 to be executed, and proceeds to perform the opera-
tions indicated by the WQE descriptors. The NIC updates a
consumer index (CI) 48 to indicate the last WQE that 1t has
read and processed. When PI 46 and CI 48 are equal for a
given QP, there are no further work requests awaiting execus-
tion on that QP.

On the other hand, 1n some cases, NIC 28 may drop one or
more of the doorbell entries, due to buffer overtlow, for
example. In this case, NIC 28 may use doorbell records 44 1n
order to recover the operations of the QP or QPs 1n question.
This recovery process 1s described 1n detail hereinbelow.

Dropped Doorbell Recovery

Reterence 1s now made to FIGS. 2 and 3, which schemati-
cally 1llustrate the handling of dropped doorbell entries by
NIC 28, in accordance with an embodiment of the present
invention. FIG. 2 1s a block diagram showing elements of
processing circuitry 34 in NIC 28 that are involved 1n servic-
ing doorbells, and particularly dropped doorbells. (Other ele-
ments of the processing circuitry that are not needed for an
understanding of this functionality are omitted for the sake of
simplicity.) FIG. 3 1s a flow chart illustrating a method for
handling dropped doorbells. The flow chart presents the key
functional steps mvolved in the doorbell recovery process,
while FIG. 2 shows a particular implementation that may be
used to carry out this process. Alternative implementations
will be apparent to those skilled in the art after reading the
following description and are considered to be within the
scope of the present invention.

Processing circuitry 34 places the doorbell entries that are
received 1n doorbell register 31 1nto a doorbell queue 34 for
execution. In the normal course of operation, a doorbell pro-
cessing engine 56 reads each entry 52 from the head of queue
54, extracts the QP number, and uses this information to fetch
the appropriate QP context 38 from memory 24. Engine 356
refers to the PI number 1n entry 52 1n order to read and execute
WQEs 40 that have been queued 1n memory 24 for the QP 1n
question. When these operations have been completed, cir-
cuitry 34 discards the context information (while keeping an
updated copy of the context information in host memory) and
moves on to process Turther doorbell entries.

Circuitry 34 1s typically designed to handle the full com-
munication workload of system 20, but 1t may nonetheless
occur that queue 34 fills faster than engine 56 can service it. In
this case, circuitry 34 may drop one or more doorbell entries
52 from queue 54, at a doorbell dropping step 72. Typically,
entries are dropped from the tail of the queue, but other
criteria may alternatively be applied 1n selecting the entries to

be dropped.
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To ensure that the dropped doorbell entries are subse-
quently serviced, circuitry 34 sets a flag 60 1n a bit array 58 1n
NIC 28, at a flag setting step 74. This tlag will mnitiate a
recovery process in which the NIC will poll active QPs 1n
memory 24 for unexecuted doorbell records 44. A single flag
of this sort in NIC 28 would be suificient for this purpose, but
it would require the NIC then to poll all active QPs whenever
a doorbell entry 1s dropped. On the other hand, array 58 could
contain a respective tlag 60 for every one of the available QPs
(which may number many millions), but this option would be
prohibitive 1n terms of memory size. Therefore, 1n the dis-
closed embodiment, array 38 contains, for example, 64K
flags. When a doorbell entry 1s dropped, the flag correspond-
ing to sixteen designated bits of the QP number 1n the doorbell
entry 1s set 1n array 38.

A search machine 62 scans array 58 continually for set
flags. Upon discovering that a given tlag 60 has been set, the
search machine writes the numbers of all the QPs that this flag
could represent to a recovery addresses queue 64, at a QP
selection step 76. Machine then resets the tlag. Because each
flag 60 can represent many different QPs, multiple QPs 66
may be placed 1n queue 64 for each flag that 1s set, even
though only one of these (QPs actually requires doorbell
recovery. The remaining QPs go through a process of “false
recovery,” which consumes some resources of system but
does not have any functional effect on the operation of these
remaining QPs.

Circuitry 34 conducts a polling process to identity the QP
that actually requires recovery. For each QP 66 1n queue 64,
circuitry 34 checks whether the QP number 1s valid (i.e.,
whether this QP 1s active) and checks the addresses in
memory 24 at which context 38 (specifically, PI 46) and
doorbell record 44 for this QP are held, at an address retrieval
step. When circuitry 34 determines that a given QP 66 1n
queue 64 1s valid, the circuitry passes the QP for recovery to
a recovery machine 68, at a recovery submission step 78.

Recovery machine 68 maintains an array ol QP records 70
to track the status o QPs in recovery. For each QP in recovery,
circuitry 34 submits a read request over bus 30 to memory 24
to receive the latest doorbell record 44 and context informa-
tion, at a record request step 80. Until the doorbell record has
been received over bus 30 and processed by recovery machine
68, the QP record 70 for the QP 1n question typically remains
in the array of machine 68. After recovery has been com-
pleted, 1.e., when any outstanding doorbell record for the QP
has been retrieved and processed by machine 68, the corre-
sponding QP record 1s marked imnvalid and can be overwritten
by the next QP 66 1n queue 64.

The recovery process of FIGS. 2 and 3 1s typically trans-
parent to applications 29 that runs on CPU 22 and submit
work requests for execution by NIC 28. Thus, while recovery
of a given QP 1s 1n progress, the application to which the QP
1s assigned may submit further work requests, causing addi-
tion WQEs 40 to be queued 1n memory 24 and further door-
bell entries to be written to doorbell register 31. Bus 30 may
give precedence to these posted doorbell writes over
responses to doorbell read requests, 1.e., posted writes may be
flushed from the bus to NIC 28 before responses to pending
read requests are delivered. This sort of behavior 1s typical,
for example, of the PCI Express bus protocol.

The result of such bus behavior 1s that the later doorbell
entry that 1s conveyed by the posted write operation on bus 30
may reach NIC 28, at a write arrival step 82, before the earlier
doorbell record 44 that 1s conveyed by the read response.
Processing the doorbell record under these circumstances
could result 1n certain WQEs 40 being executed twice. To
avoid this sort of situation, when circuitry 34 recerves a new
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doorbell entry by posted write, 1t checks whether the QP
number indicated by the doorbell entry 1s listed 1n a record 70
in recovery machine 68 and, if so, indicates in the record that
when a read response 1s recerved for this QP, 1t should be
discarded.

Upon recerving a read response from bus 30 containing a
doorbell record 44, recovery machine 68 checks whether the
corresponding QP record 70 indicates that the response
should be discarded. If not, the recovery machine puts the
doorbell record mto queue 54. When the doorbell record
reaches the head of the queue, engine 56 checks the PI value
in the doorbell record against the QP context information, at
a read response processing step 84. Engine 56 determines at
this step whether this doorbell entry has already been ser-
viced, 1.e., whether the PI value 1n the QP context 1s already
updated with the PI of this doorbell. For QPs undergoing
“false recovery,” as defined above, all doorbell entries will
have already been serviced, and engine 56 therefore takes no
further action. When the comparison of the PI value 1n the
doorbell record and the QP context received by recovery
machine 68 indicates that the QP 1n question has new W(QEs
awaliting execution, however, engine 56 will process this
doorbell entry, and recovery of the QP will then be complete.

On the other hand, when circuitry 34 receives a new door-
bell entry for a QP 1n recovery by posted write from bus 30
(and queue 54 1s not full), this entry 1s placed directly into
queue 54, while indicating 1n the corresponding QP record 70
that the read response should be discarded. As a result, the
doorbell entry thus written will be processed 1n 1ts turn by
engine 56, but any doorbell read response received subse-
quently from bus 30 for this QP will be 1gnored, at a record
dropping step 86.

Although the description above relates to handling of door-
bells associated with WQEs 40 posted by applications 29,
similar circuits and methods may be applied to CQEs 30,
which are descriptors written to memory 24 by NIC 28 to
report completion of work requests. In the case of CQEs,
applications 29 submit service orders, 1n the form of doorbell
entries written to doorbell register 31 of NIC 28, 1n order to
“arm” their respective completion queues. When a comple-
tion queue 1s armed 1n this manner, NIC 28 will trigger an
event (typically by writing an event queue entry to a certain
pre-configured event queue) upon writing a CQE to the
completion queue and thus will notily the corresponding
application that the work request has been fulfilled.

Before submitting a completion doorbell entry to NIC 28,
applications write a doorbell record 44 to memory 24, as
described above. Completion doorbell entries and records
contain the CQE consumer 1index, indicating the last CQE 50
read by the application, rather than the producer index as in
the case of WQE doorbells. In the normal course of events,
NIC 28 queues and services these doorbell entries 1n the
manner described above, and thus arms the corresponding
completion queues.

When a completion doorbell entry 1s dropped from queue
54, circuitry 34 raises a flag 60 1n array 38, and recovery
proceeds substantially i the manner described above. To
support recovery of both WQE and CQE doorbells, array 58
may comprise distinct sub-arrays for the two types of door-
bells, keyed by QP numbers and CQ numbers, respectively.
Completion doorbell recovery proceeds in similar fashion to
that shown 1n FIG. 3, but operates on completion queues,
rather than QPs, with changes to the process as appropnate.

Although the embodiments described above relate to han-
dling of certain specific types of service orders (“doorbells™)
by aparticular sort of peripheral device (a NIC), the principles
of the present invention may similarly be applied 1n handling
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of other types of service orders by various sorts of peripheral
devices, and particularly 1 recovering from loss of such
service orders, which may occur, for example, due to buffer
overflow. It will thus be appreciated that the embodiments
described above are cited by way of example, and that the
present mnvention 1s not limited to what has been particularly
shown and described hereinabove. Rather, the scope of the
present invention includes both combinations and subcombi-
nations of the various features described hereinabove, as well
as variations and modifications thereof which would occur to
persons skilled in the art upon reading the foregoing descrip-
tion and which are not disclosed 1n the prior art.

The mvention claimed 1s:

1. A method for operating a peripheral device, which 1s
connected to a host processor and a memory by a bus, the
method comprising:

receiving at the peripheral device service orders, which are

identified with respective service mstances and are sub-
mitted to the peripheral device over the bus by software
applications running on the host processor, which write
copies of the service orders to the memory;

queuing the received service orders 1n a queue for execu-

tion by the peripheral device;

when one or more of the service orders have been dropped

from the queue prior to execution, 1mtiating a recovery
of a selected service instance by submitting a read
request from the peripheral device to the memory over
the bus to recetve a copy of any unexecuted service order
that 1s 1dentified with the service instance; and

upon receving at the peripheral device a new service order

that 1s 1dentified with the selected service instance and
reaches the peripheral device before the peripheral
device recerves a response to the read request, executing
the new service order and 1gnoring the response when 1t
1s recerved.

2. The method according to claim 1, wherein recerving the
service orders comprise recerving entries written by the appli-
cations to a doorbell register at an address on the bus that 1s
assigned to the peripheral device.

3. The method according to claim 1, wherein the software
applications submit the service orders by posting a write
operation to the bus, and wherein the bus operates in accor-
dance with a protocol that causes posted writes to be flushed
from the bus to the peripheral device before delivering read
responses.

4. The method according to claim 1, further comprising
executing the service orders on a given service instance by
reading into the peripheral device a context of the given
service mstance from the memory, and applying the context
in performing an operation indicated by the service order.

5. The method according to claim 4, wherein the peripheral
device has no dedicated memory for storing the context after
the operation has been completed.

6. The method according to claim 1, further comprising
setting a flag 1n the peripheral device to indicate that the one
or more of the service orders have been dropped, and wherein
iitiating the recovery comprises reading and resetting the
flag to mnitiate the recovery.

7. The method according to claim 6, wherein the flag 1s one
of an array of tlags in the peripheral device, and each flag
causes the peripheral device to initiate the recovery of a
corresponding set of the service instances.

8. The method according to claim 1, wherein mitiating the
recovery comprises making a record of the service instances
that are in recovery, and wherein 1gnoring the response com-
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prises checking the record to determine that the service
instance 1s 1 recovery, and discarding the response respon-
stvely to the record.

9. The method according to claim 1, wherein the peripheral
device comprises an input/output (I/0) device, and wherein
the execution of the service orders causes the I/O device to

transier data to and from the memory.

10. The method according to claim 9, wherein the /O
device comprises a network interface controller (NIC), and
wherein the service mnstances comprise queue pairs, which
are respectively assigned to the software applications for use
in communicating over a network via the NIC.

11. The method according to claim 9, wherein the service
orders 1indicate descriptors comprising direct memory access
(DMA) 1nstructions for execution by the peripheral device.

12. The method according to claim 9, wherein the service
orders cause the peripheral device to arm a completion queue
in the memory in order to trigger an event upon posting of a
new completion queue entry to the armed completion queue.

13. A computer peripheral device, comprising:

a host mterface, which 1s configured to be connected to a
bus, which 1s coupled to a host processor and a memory,
and 1s configured to recerve over the bus service orders,
which are identified with respective service instances
and are submitted by software applications running on
the host processor, which write copies of the service
orders to the memory; and

processing circuitry, which i1s configured to queue the
received service orders 1 a queue for execution, and
when one or more of the service orders are dropped from
the queue prior to execution, to mitiate a recovery of a
selected service instance by submitting a read request
via the host interface to the memory over the bus to
receive a copy ol any unexecuted service order that 1s
identified with the service instance,

wherein the processing circuitry 1s configured, upon
receiving via the host interface a new service order that
1s 1dentified with the selected service instance and
reaches the peripheral device before the processing cir-
cuitry recerves a response to the read request, to execute
the new service order and 1gnore the response when 1t 1s
received.

14. The apparatus according to claim 13, wherein the ser-
vice orders comprise entries written by the applications to a
doorbell register at an address on the bus that 1s assigned to the
peripheral device.

15. The apparatus according to claim 13, wherein the soft-
ware applications submit the service orders by posting a write
operation to the bus, and wherein the bus operates 1n accor-
dance with a protocol that causes posted writes to be tlushed
from the bus to the peripheral device before delivering read
responses.

16. The apparatus according to claim 13, wherein the pro-
cessing circuitry 1s configured to execute the service orders on
a given service instance by reading into the peripheral device
a context of the given service instance from the memory, and
applying the context in performing an operation indicated by
the service order.

17. The apparatus according to claim 16, wherein the
peripheral device has no dedicated memory for storing the
context after the operation has been completed.

18. The apparatus according to claim 13, wherein the pro-
cessing circuitry 1s configured to set a flag 1n the peripheral
device to indicate that the one or more of the service orders
have been dropped, and to read and reset the flag 1n order to
initiate the recovery.
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19. The apparatus according to claim 18, wherein the flag 1s
one of an array of flags in the peripheral device, and each flag
causes the processing circuitry to mitiate the recovery of a
corresponding set of the service instances.

20. The apparatus according to claim 13, wherein the pro-
cessing circuitry 1s configured to make a record of the service
instances that are in recovery, to check the record to determine
that the service instance 1s 1n recovery, and to discard the
response responsively to the record.

21. The apparatus according to claim 13, wherein the
peripheral device comprises an input/output (I/0) device, and
wherein the execution of the service orders causes the pro-
cessing circuitry to transifer data to and from the memory.

22. The apparatus according to claim 21, wherein the I/O
device comprises a network 1ntertface controller (NIC), and
wherein the service instances comprise queue pairs, which
are respectively assigned to the software applications for use
in communicating over a network via the NIC.

23. The apparatus according to claim 22, wherein the ser-
vice orders indicate descriptors comprising direct memory
access (DMA) instructions for execution by the peripheral
device.

24. The apparatus according to claim 22, wherein the ser-
vice orders cause the processing circuitry to arm a completion
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