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METHOD FOR RECEIVING MULTI-CAST
PACKET

BACKGROUND OF THE

INVENTION

1. Field of Invention

The present invention relates to a method for receiving
multi-cast packets, and more particularly to a method for
receiving the multi-cast packets 1n which a retransmission
request can be transmitted to a transmitting end.

2. Related Art

Multi-cast 1s a network technology that permits a multi-
cast source to transmit a single packet to a plurality of receiv-
ers at the same time. Multi-cast can implement efficient data
transmission from a single point to multiple points, so as to
save network frequency bandwidth and reduce network load.
Therefore, the multi-cast technology 1s often used 1n a large-
scale data distribution system such as an image file down-
loading required by computer manufacturers.

The multi-cast technology generally uses user datagram
protocol (UDP), but UDP does not perform flow control or
error control, so UDP 1s an unreliable communications pro-
tocol. During the process of using the multi-cast technology
for large-scale network data transmission, due to influences
of factors such as a malfunction of network devices and
network overload, as well as an unreliable transmission man-
ner of the multi-cast technology, network packet loss 1s inevi-
table. Especially, when network congestion occurs, packet
disorder or packet loss might easily occur.

Moreover, the multi-cast technology can support a maxi-
mum 64 Kilobyte (KB) packet, so during transmission of
large-scale data blocks, the data block needs to be split into a
plurality of packets to be transmitted. A recerving end
receives the packets and then assembles the packets. During
the transmission process, any packet loss causes mcomplete-
ness of the data block. In the conventional method, the incom-
plete data blocks (that 1s, a recerved part of the packets) are
discarded, and retransmission 1s then requested. However, 1n
this manner, a data amount transmitted on the network
increases and the network load increases, and network con-
gestion further results 1n a problem of a seriously low trans-
mission success rate.

SUMMARY OF THE INVENTION

In order to solve the above problems, a method for recerv-
ing multi-cast packets 1s provided; and 1n the method, a plu-
rality of multi-cast packets 1s recetved from a transmitting,
end. The method for recerving the multi-cast packets com-
prises: a step for creating bufler partitions, for creating a
plurality of builer partitions 1n a memory; a step for writing,
the packets into the buflfer partitions, for writing at least one
received multi-cast packet that belongs to a same data block
into the same buffer partition 1n sequence; a step for writing
the data block, for decompressing and combiming all the
multi-cast packets 1n the completely received butler partition
into the data block that the multi-cast packets belong to,
writing the combined data block into a storage device, and
emptying the completely received buller partition, when the
multi-cast packets that belong to the data block 1n any butier
partition are recerved completely; and a step for requesting,
retransmission, for transmitting a retransmission request to
the transmitting end for any builer partition that is not empty
and in which the multi-cast packets that belong to the data
block are not recerved completely.

The step for writing the packets into the buffer partitions
may further comprise: performing the following steps, when
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the data block that the received multi-cast packet belongs to
does not correspond to any builer partition: searching for one
of the empty butler partition; and storing the received multi-
cast packet into the empty buffer partition.

The step for writing the packet into the buffer partition may
also comprise: performing the following steps, when the data
block that the recerved multi-cast packet belongs to does not
correspond to any buifer partition, and the empty buller par-
tition can be not found: using the bufler partition with a
longest existing time in the memory as a write partition;
writing all the multi-cast packets ol the write partition into the
storage device; emptying the write partition; and storing the
received multi-cast packets into the write partition.

The step of writing all the multi-cast packets of the write
partition into the storage device may comprise: performing
the following steps, when any multi-cast packet correspond-
ing to the write partition exists in the storage device: decom-
pressing and combining all the multi-cast packets of the data
block into the data block, and writing the combined data
block into the storage device, when the multi-cast packets that
belongs to the data block corresponding to the storage device
and the write partition are received completely; and writing
all the multi-cast packets of the write partition into the storage
device directly, when the multi-cast packets that belongs to
the data block corresponding to the storage device and the
write partition are not recerved completely.

The step of writing all the multi-cast packets of the write
partition 1nto the storage device may further comprise: writ-
ing all the multi-cast packets of the write partition 1nto the
storage device directly, when no multi-cast packet corre-
sponding to the write partition exists in the storage device.

According to an embodiment, the step for requesting the
retransmission may be executed when a first multi-cast packet
of a different data block starts to be received. According to
another embodiment, the step for requesting the retransmis-
sion may be executed when an existing time of any buffer
partition 1s greater than a buffer time threshold value.

Furthermore, the step for requesting the retransmission
may further comprise: transmitting the retransmission
request requesting to retransmait all the multi-cast packets of
the data block to the transmitting end, when a packet loss ratio
of any bufler partition with the existing time greater than the
buffer time threshold value i1s greater than a packet loss
threshold value; and transmitting the retransmaission request
requesting to retransmit at least one multi-cast packet that 1s
incomplete to the transmaitting end, when the packet loss ratio
1s not greater than the packet loss threshold value.

In conclusion, 1n the method for recerving the multi-cast
packets, the space of the memory or the storage device are
used to temporarily store the recerved multi-cast packets, so
as to completely recerve the disordered multi-cast packets and
combine the multi-cast packets back ito useful data blocks.
As for the lost multi-cast packets, in the method for recetving
the multi-cast packets, the transmitting end can also be
required to retransmit the needed multi-cast packets accord-
ing to the packet loss ratio and unnecessary waste of the
recerved data can also be avoided.

These and other aspects of the present invention waill
become apparent from the following description of the pre-
terred embodiment taken 1n conjunction with the following
drawings, although variations and modifications therein may
be atfected without departing from the spirit and scope of the
novel concepts of the disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings illustrate one or more
embodiments of the mnvention and, together with the written
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description, serve to explain the principles of the ivention.
Wherever possible, the same reference numbers are used

throughout the drawings to refer to the same or like elements
of an embodiment, and wherein:

FIG. 1 15 a flow chart of a method for recerving multi-cast
packets according to an embodiment of the present invention;

FI1G. 2 1s a flow chart of Step S200 according to an embodi-
ment of the present invention;

FI1G. 3 1s a flow chart of Step S216 according to an embodi-
ment of the present invention;

FI1G. 4 1s a flow chart of Step S400 according to an embodi-
ment of the present invention;

FIG. SA 1s a schematic view of multi-cast packets accord-
ing to an embodiment of the present invention;

FIG. 5B 1s a schematic view of multi-cast packets accord-
ing to an embodiment of the present invention;

FI1G. 5C 1s a schematic view of multi-cast packets accord-
ing to an embodiment of the present invention;

FIG. 6 1s a schematic view of multi-cast packets according,
to an embodiment of the present invention;

FI1G. 7 1s a schematic view of multi-cast packets according,
to an embodiment of the present invention; and

FIG. 8 1s a schematic view of multi-cast packets according,
to an embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

The detailed features and advantages of the present inven-
tion are described in detail 1n the following embodiments. The
content 1s sufficient for any person skilled 1n the art to under-
stand the technical content of the present invention and imple-
ment thereby. Any person skilled 1n the art can easily under-
stand relevant objectives and advantages of the present
invention according to the content disclosed in the specifica-
tion, the claims, and accompanying drawings.

A method for receiving multi-cast packets 1s provided,
wherein a plurality of multi-cast packets 1s recerved from a
transmitting end. The transmitting end may use user datagram
protocol (UDP) to transmit the plurality of multi-cast packets
to a receiving end.

FIG. 1 1s a flow chart of a method for receiving multi-cast
packets according to an embodiment of the present invention.
It can be known from FIG. 1 that the method for recerving the
multi-cast packets comprises: a step for creating buffer par-
titions (Step S100); a step for writing the packets into the
butler partitions (Step S200); a step for writing a data block
(Step S300); and a step for requesting retransmission (Step
S400).

In Step S100, a plurality of buffer partitions 1s created 1n a
memory of a computer at the receiving end. In Step S200, at
least one received multi-cast packet that belongs to a same
data block i1s written into the same buller partition 1n
sequence. In Step S300, when the multi-cast packets that
belong to the data block 1n any bufler partition are received
completely, all the multi-cast packets of the completely
received bufler partition are decompressed and combined
into the data block that the multi-cast packets belong to, the
combined data block 1s written 1into a storage device, and the
completely recerved bufler partition 1s emptied. In Step 400,
for any buil

er partition that 1s not empty and in which the
multi-cast packets that belong to the data block are not
received completely, a retransmission request 1s transmitted
to the transmitting end.

Referring to FIGS. 2 and 3, a process of Step S200 1s
described 1n detail below with reference to FIGS. 2 and 3.
FIG. 2 1s a tlow chart of Step S200 according to an embodi-
ment, and FIG. 3 1s a flow chart of Step S216 in FIG. 2.
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The recerving end can first determine whether one data
block that the received multi-cast packet belongs to corre-
sponds to any butler partition (Step S210). The data block that
the recerved multi-cast packet belongs to corresponds to one
of the bulfer partitions, indicating that multi-cast packets
corresponding to the same data block are received belore.
Theretore, the recerved multi-cast packet that belongs to the
same data block 1s written into the same buffer partition 1n
sequence (Step S211). After Step S211, 1t can be determined
whether all the multi-cast packets of the corresponding data
block are recerved completely, and then Step S300 is per-
formed according to the determination result.

When the data block that the received multi-cast packet
belongs to does not correspond to any bufler partition, the
empty builer partition can be searched for first (Step S210);
and then 1t 1s determined whether the empty bulfer partition
can be found (Step S213). If the empty buller partition exists
in the memory, the recerved multi-cast packet 1s stored nto
the empty buller partition (Step S214).

If the empty buller partition can not be found, the buffer
partition with a longest existing time 1n the memory can be
used as a write partition (Step S215), and then all the multi-
cast packets of the write partition are written into the storage
device (Step S216). The storage device may be a hard disk or
a virtual memory of the computer at the recerving end. When
the data of the multi-cast packets of the write partition 1s
backed up in the storage device, the write partition 1s emptied
(Step S217), and then a newly received multi-cast packet 1s
stored 1n the write partition (Step S218).

That 1s to say, 1n the method for receiving the multi-cast
packets, the existing time of each bufler partition may be
recorded. When the memory 1s insuificient, the data in the
builer partition can be migrated 1nto the storage device 1n a
first 1n first out (FIFO) manner, and then the newly recerved
data 1s stored in the memory.

In an embodiment, Step S216 of writing all the multi-cast
packets of the write partition 1nto the storage device further
comprises a plurality of steps in FIG. 3.

Betore the data 1s written 1nto the storage device, 1t 1s first
determined whether any multi-cast packet corresponding to
the write partition exists in the storage device (Step S220).
That 1s to say, 1t 1s determined whether one of the multi-cast
packets corresponding to the same data block has been writ-
ten nto the storage device before. When no multi-cast packet
corresponding to the write partition exists in the storage
device, all the multi-cast packets of the write partition can be
directly written 1nto the storage device (Step S221). It should
be noted that these non-decompressed multi-cast packets are
temporarily stored 1n the storage device at this time. In order
to avoid influences on other data 1n the storage device, these
multi-cast packets may be written 1nto a preset position of
storing the data block that these multi-cast packets corre-
spond to 1n the storage device at this time.

When any multi-cast packet corresponding to the write
partition exists 1n the storage device, 1t 1s determined whether
the multi-cast packets of the storage device and the data block
that the write partition belongs to are received completely
(Step S222). If the multi-cast packets are all recerved com-
pletely, all the multi-cast packets of the data block can be
decompressed and combined into the data block, and the
combined data block 1s written into the storage device (Step
S223). At this time, the recerving end reads the multi-cast
packets temporarily stored in the storage device and the buiier
partition respectively, combines the multi-cast packets into
the Complete data block, and then uses the data block to cover
the previous multi-cast packets temporarily stored 1n the stor-
age device. Specifically, after all the read multi-cast packets
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are combined, the multi-cast packets are then decompressed
to obtain the complete data block. On the contrary, if the
multi-cast packets of the storage device and the data block
that the write partition belongs to are notrecetved completely;
all the multi-cast packets of the write partition can be directly
written 1nto the storage device (Step S224).

According to the above process flow, 1n the method for
receiving the multi-cast packets, a conventional problem of
packet disorder can be eflectively solved through a double
builer mechanism of the memory and the storage device.

Furthermore, 1n the method for receiving multi-cast pack-
ets, a conventional problem of packet loss can also be solved
through Step S400. According to an embodiment, Step 400 of
requesting the retransmission may be implemented when the
first multi-cast packet of the different data block starts to be
received. According to another embodiment, Step 400 of
requesting the retransmission may be implemented when the
existing time of any bufler partition 1s greater than a buifer
time threshold value. In other words, 1n Step S400, when data
of the bufler partition needs to be written 1nto the storage
device, 1t 1s determined whether the retransmission request
needs to be made to the transmitting end.

FI1G. 4 1s a flow chart of Step S400 according to an embodi-
ment.

The receving end may determine whether a packet loss
rati1o of any buffer partition with the existing time greater than
the builfer time threshold value 1s greater than a packet loss
threshold value (Step S410). The packet loss ratio may be
obtained by subtracting a ratio between the number of the
multi-cast packets stored 1n the buller partition during pro-
cessing and the number of all multi-cast packets of the data
block corresponding to the buifer partition from 1. For
example, 11 one data block 1s segmented nto 100 multi-cast
packets to be transmitted, and the receiving end only recerves
90 multi-cast packets so far, so the packet loss ratio 1s 1-90/
100=10%.

When the packet loss ratio 1s greater than the packet loss
threshold value, the recerving end can transmit the retrans-
mission request requesting to retransmit all the multi-cast
packets of the data block to the transmitting end (Step S420).
When the packet loss ratio 1s not greater than the packet loss
threshold value, the retransmission request requesting to
retransmit at least one multi-cast packet that 1s incomplete can
be transmitted to the transmitting end (Step S420). That 1s to
say, when the packet loss ratio 1s not large, the transmitting
end can be required to retransmit the lost multi-cast packets
only. However, 11 the packet loss ratio is large, the transmit-
ting end can be required to retransmit the whole data block
directly, so as to prevent additional parts such as headers of
multi-cast packets from causing too heavy load on the net-
work and the transmitting end.

Practical examples are 1llustrated below with reference to
FIGS. 5 to 8.

FIGS. 5A, 5B, and 5C are schematic views of multi-cast
packets when reception 1s normal, packet disorder occurs,
and packet loss occurs respectively. It 1s assumed that multi-
cast packets 20 such as A0, A1, and An correspond to the data
block (referred to as a data block A hereinafter), and multi-
cast packets 20 such as B0, B1, and Bn correspond to another
data block (referred to as data block B heremaftter). FIG. 5B 1s
a situation when disorder occurs to the multi-cast packets 20
An and B1, while 1n FI1G. 5C the multi-cast packets 20 A2 and
Bn-1 are lost.

As shown 1n FIG. 6, for the disorder situation, the receiving
end can store the multi-cast packets 20 corresponding to the
data blocks A and B into corresponding buifer partitions 32,
respectively. When the bulfler partition 32 completely
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receives the corresponding multi-cast packets 20, Step S300
can be performed to decompress and combine the multi-cast
packets 20 mto the data block, and then write the data block
into the storage device 40. Even i a more complicated
example as shown 1n FIG. 7, a disorder problem 1s solved
through the plurality of butifer partitions 32.

In FIG. 7, the multi-cast packets 20 A1 and B2 are lost. As
the packet loss ratio 1s small, the transmitting end can be
requested to retransmit the two lost multi-cast packets 20
only. The retransmitted A1l and B2 are written into the corre-
sponding buffer partitions 32 according to the method for
receiving the multi-cast packets. The butlfer partition 32 cor-
responding Al thus completely recetves all the multi-cast
packets 20 corresponding to the data block A, and stores the
data block A 1nto the storage device 40.

Refer to an embodiment as shown 1n FIG. 8. When the
multi-cast packet 20 DO 1s received, as the space of the
memory 30 is msuificient, the recerving end directly writes
the data of the butler partition 32 that the data block A corre-
sponds to mnto a temporary storage space 42 of the storage
device according to the FIFO principle. As discussed above,
at this time, these non-decompressed multi-cast packets 20
are only temporarily stored, and these multi-cast packets 20
are written 1nto preset positions of storing the data block A 1n
the storage device 40.

The multi-cast packets 20 D0 and D1 can be written nto
the emptied bulfer space 32. When the recerving end finds that
the Al (retransmitted by the transmitting end) in the builer
space 32 and other multi-cast packets 20 stored 1n the tempo-
rary storage space 42 ol the storage device are complete, these
multi-cast packets 20 temporarily stored 1n the storage device
40 and the buffer partition 32 can be read, compressed and
combined into the data block A, and then the data block A
covers previous data temporarily stored in the temporary
storage space 42 of the storage device.

In conclusion, 1n the method for receiving the multi-cast
packets, a high-speed processing capacity of the memory can
be used to butfer an incomplete data block (that 1s, multi-cast
packets that are recerved incompletely), so as to effectively
solve a problem of false packet loss caused by packet recep-
tion disorder, and not to influence a data transmaission speed.
Also, 1 the method of using the high capacity of the storage
device to temporarily store the incomplete data, a situation of
large-amount packet loss due to a poor network condition can
be solved, so as to increase a transmission success rate of the
multi-cast packets. Furthermore, through a retransmission
mechanism requesting to retransmit the whole data block or
the lost multi-cast packets 1n a mode such as the packet loss
ratio, the method for recetving the multi-cast packets can
reduce network traific, increase transmission efficiency, and
reduce the network load.

What 1s claimed 1s:

1. A method for receiving multi-cast packets, used for
receiving a plurality of multi-cast packets from a transmitting
end, and the method comprising;:

creating a plurality of bufler partitions 1n a memory;

writing at least one of the recerved multi-cast packet that

belongs to a same data block into the same butler parti-
tion 1n sequence;

when all the multi-cast packets that belong to the data block

in any butler partition are recerved, decompressing and
combining all the multi-cast packets 1n the butiler parti-
tion 1nto the data block that the multi-cast packets belong
to, writing the combined data block into a storage
device, and emptying the buffer partition; and
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transmitting a retransmission request to the transmitting
end for any builer partition that 1s not empty and the
multi-cast packets that belong to the data block are not
all received.

2. The method for recerving the multi-cast packets accord-
ing to claim 1, wherein the step for writing the packets into the
butler partitions further comprises:

performing the following steps when the data block that the

received multi-cast packet belongs to does not corre-
spond to any builer partition:

searching for one of the empty bulifer partition; and

storing the recerved multi-cast packet into the empty buifer

partition.

3. The method for recerving the multi-cast packets accord-
ing to claim 2, wherein the step for writing the packets into the
butler partitions further comprises:

performing the following steps when the data block that the

received multi-cast packet belongs to does not corre-
spond to any bulfer partition, and the empty buller par-
tition can not be found:

using the butler partition with a longest existing time in the

memory as a write partition;

writing all the multi-cast packets of the write partition 1nto

the storage device;

emptying the write partition; and

storing the recerved multi-cast packets into the write par-

tition.

4. The method for recerving the multi-cast packets accord-
ing to claim 3, wherein the step of writing all the multi-cast
packets of the write partition into the storage device com-
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performing the following steps when any multi-cast packet
corresponding to the write partition exists in the storage

device:

when the multi-cast packets that belong to the data block
corresponding to the storage device and the write
partition are all recerved, decompressing and combin-
ing all the multi-cast packets of the data block into the
data block, and writing the combined data block into
the storage device; and

writing all the multi-cast packets of the write partition
into the storage device, when the multi-cast packets
that belongs to the data block corresponding to the
storage device and the write partition are not all
received.

5. The method for recerving the multi-cast packets accord-
ing to claim 4, wherein the step of writing all the multi-cast
packets of the write partition 1nto the storage device further
COmprises:

writing all the multi-cast packets of the write partition into
the storage device, when no multi-cast packet corre-

sponding to the write partition exists in the storage
device.

6. The method for recerving the multi-cast packets accord-
ing to claim 1, wherein the step for requesting the retransmis-
s10on 1s executed when the first multi-cast packet of the differ-
ent data block starts to be received.
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