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(57) ABSTRACT

A method and system are disclosed for antialiased rendering
a plurality of pixels 1n a computer system. The method and
system comprise providing a fixed storage area and providing
a plurality of sequential format levels for the plurality of
pixels within the fixed storage area. The plurality of format
levels represent pixels with varying degrees of complexity in
subpixel geometry visible within the pixel. A system and
method 1n accordance with the present invention provides at
least the following format levels: one-fragment format, used
when one surface fully covers a pixel; two-fragment format,
used when two surfaces together cover a pixel; and multi-
sample format, used when three or more surfaces cover a
pixel. The method and system further comprise storing the
plurality of pixels at a lowest appropriate format level within
the fixed storage area, so that a minimum amount of data 1s
transtferred to and from the fixed storage area. The method and
system further comprise procedures for converting pixels
from one format level to take 1mnto account newly rendered
pixel fragments. All formats represent depth values 1n a con-
sistent manner so that fragments rendered during later ren-
dering passes match depth values resulting from rendering the
same primitive 1n earlier passes. Thus, the invention enables

high-quality antialiasing with minimal data transterred to and
from the fixed storage area, while supporting multi-pass ren-
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rgba “ Resolved RGBA color for the pixel.
z/stencil0 24-pit Z and 8-bit stencl value of sample 0 {the most distant sample).
fmt 2-hit code indicating multisample format (0b10).
select 2 Z-bit code indicating which of the three samples is stored as sample 0.
rgbaf} 28 RGBA color of sample 0. -
z/sfencil1 32 24-bit Z and 8-bit stencil value of sample 1.
Z/stenci? “ 24-bit Z and 8-bit stencil value of sample 2.
rghal RGBA color of sample 1.
rgbal 32 R(GBA color of sample 2.
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METHOD AND SYSTEM FOR EFFICIENT
ANTIALIASED RENDERING

FIELD OF THE INVENTION

The present invention relates generally to an antialiasing
scheme for a computer system and more particularly to pro-
viding an antialiasing scheme that maximizes percerved {il-
tering of rendered pixels, while minimizing memory band-
width requirements and providing compatibility with
applications that render in multiple passes.

BACKGROUND OF THE INVENTION

Computer systems are utilized extensively to render
objects on a display screen. As 1s well known, typical render-
ing systems require some form of antialiasing to remove the
jagged edges that are present when 1images are rendered with
a single poimnt-sample per pixel. There are two general
approaches for antialiasing images.
Supersampling/Multisampling

The simplest approach 1s to sample the image at multiple
sample points per pixel, effectively computing a high resolu-
tion 1mage, which 1s filtered down by averaging the samples
within a pixel or using a weighted average of samples based
on a filter kernel. This scheme 1s called supersampling. Super-
sampling 1s simple and robust, but has disadvantages of
requiring rendering time, frame-buffer storage costs, and
frame-bulfer bandwidth costs that are proportional to the
number of samples per pixel. Typically, between four and 16
samples per pixel are required for acceptable results, so the
overall cost of supersampling is roughly four to 16 times that
of normal rendering.

Multisampling 1s a variant of supersampling. As in super-
sampling, the scheme provides storage for multiple samples
per pixel and the final 1mage 1s computed by filtering the
samples per pixel. However, in multisampling, rather than
computing the color and depth value for each sample 1nde-
pendently, a single color and depth (perhaps including slope
information) 1s computed at the center of each pixel, along
with a coverage mask indicating which samples are covered
by the primitive being rendered. The sample locations indi-
cated by the mask, and which pass the depth test, are then
updated using the single shared color for all samples within
the pixel. Multisampling reduces rendering costs to little
more than that of normal rendering, but the storage and band-
width costs are the same as for supersampling.

A-Bulifer

The second general scheme for generating antialiased
images 1s referred to as the A-bufler. An A-buller scheme
maintains, for each pixel, a list of “fragments” from surfaces
that are potentially visible at the pixel. A fragment generally
consists of color information, depth information, and cover-
age information that describe the contribution of a surface to
a pixel. Depth information may consist of a single depth value
or a depth value and slopes. Coverage normally consists of a
coverage bitmask, indicating which of a set of subpixel
sample points the fragment covers, but it may also contain a
coverage fraction. In the most general A-buller scheme, the
fragment list stores information for every surface that is
potentially visible at a pixel. Since there 1s no bound to the
number of surfaces that can be visible at a pixel, the fragment
list can become arbitrarily large. The A-buffer scheme allows
for high-quality antialiasing with storage and bandwidth
costs that are proportional to the complexity at each pixel.
However, supporting variable and potentially unbounded
amounts of information per pixel adds significant costs and
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complexity to the overall system. Furthermore, provisions
must be made to handle scenes that are too complex to be
represented using the finite resources available 1 a given
system.

Reduced A-buiter algorithms have been proposed which
limit the number of fragments per pixel to some small num-
ber, typically two to four fragments per pixel, providing many
of the advantages of A-buflering with the fixed memory
requirements ol supersampling/multisampling. Typically,
when a fragment 1s introduced which exceeds the fixed num-
ber of fragments that can be stored, the two fragments that are
most similar (based on criteria such as coverage, depth, simi-
larity of color, or combinations of these) are merged to form
a single fragment.

Reduced A-buffer algorithms are appealing because of
their low storage costs. However, artifacts can result from
merging fragments. Additional fragments that lie between
two fragments that have been merged will be handled 1ncor-
rectly.

Multi-pass rendering, in which objects are rendered mul-
tiple times to apply multiple textures or perform complex
shading, can also lead to artifacts. Multipass rendering gen-
crally uses a depth-equality test during second and third
passes to 1dentily pixels that should participate 1n the multi-
pass update. If fragments are merged during the 1nitial ren-
dering pass, the depth values of fragments 1n later passes will
not match, so pixel values will not be updated as intended.

Fragment merging effectively changes the subpixel geom-
etry of the scene. As can be understood from the above, a
variety of other types of artifacts can result from this changed
subpixel geometry. This 1s a serious limitation of previous
reduced A-butfer algorithms.

Accordingly, what 1s desired 1s an antialiasing scheme that
combines the advantages of the reduced A-butfer algorithm’s
low fixed-storage requirements, and supersampling/multi-
sampling’s robustness for complex images and support for
multipass algorlthms The system should be easy to imple-
ment, cost-effective, and fit within the framework of existing
systems. The present invention addresses this need.

SUMMARY OF THE INVENTION

A method and system for antialiased rendering of a plural-
ity of pixels 1n a computer system 1s disclosed. The method
and system comprise providing a {ixed storage area and pro-
viding a plurality of sequential format levels for the plurality
of pixels within the fixed storage area. The method and sys-
tem further comprise storing the plurality of pixels at alowest
appropriate format level within the fixed storage area. The
method and system further comprise algorithms for merging
a plurality of newly rendered fragments with the plurality of
stored pixels and for resolving the plurality of pixels into a
plurality of pixel colors that may be displayed.

More particularly, in a system and method in accordance
with the present invention, pixels are represented 1n the fol-
lowing formats:

(a) One-fragment format (one surface 1s visible at the
pixel).

(b) Two-fragment format (two surfaces are visible at the
pixel).

(¢c) Multisample format (three or more surfaces are visible
at the pixel).

Newly rendered fragments are merged with pixels such
that the merged pixel 1s represented using the simplest format
capable of representing the surfaces visible at the pixel. Sim-
pler formats require less frame buffer bandwidth while com-
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plex formats require more bandwidth. The present invention
mimmizes frame buffer bandwidth while supporting high
image quality.

The system and method perform accurate and repeatable
sampling of surface depth values, so that if the same surfaces >
are rendered 1n a subsequent pass, the depth values match the
corresponding depth values stored in the plurality of pixels. A
resolved color butler 1s maintained at all times so that appli-
cations can query current pixel values without requiring an
explicit resolution pass. 10

Accordingly, through a system and method in accordance
with the present invention, high-quality antialiasing can be
performed with a minimal increase in frame buffer bandwidth

and multi-pass rendering can be performed without artifacts.
15

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 1s a stmple high level block diagram of a system for
rendering 1images.

FI1G. 2 illustrates the three storage builers within the fixed 20
storage area of the frame butler.

FIGS. 2a-2¢ show the contents of the three storage butters
for each pixel format.
FIG. 3 illustrates storage of pixel data in one-fragment
format. 25
FIG. 4 illustrates storage of pixel data in two-fragment
format.

FI1G. 5 illustrates storage of pixel data in multisample for-
mat.

FIG. 6 1llustrates one possible set of sample locations. 30

FI1G. 7 1llustrates the centroid of a fragment and an esti-
mated centroid based on a coverage mask.

DETAILED DESCRIPTION

35

The present invention relates generally to an antialiasing
scheme for a computer system and more particularly to pro-
viding an antialiasing scheme which maximizes perceived
filtering quality of rendered pixels, while minimizing
memory requirements and providing compatibility with 40
applications that render in multiple passes.

The following description 1s presented to enable one of
ordinary skill in the art to make and use the invention and 1s
provided in the context of a patent application and its require-
ments. Various modifications to the preferred embodiment 45
and the generic principles and features described herein will
be readily apparent to those skilled in the art. Thus, the
present invention 1s not intended to be limited to the embodi-
ment shown, but is to be accorded the widest scope consistent
with the principles and features described herein. 50

Computer systems are utilized extensively to render
objects on a display screen. Typically this rendering 1s accom-
plished through operation of a graphics processing system.
FIG. 1 1s a simple high level block diagram of a system 10 for
rendering 1mages. System 10 includes a plurality of mput 55
primitives 12 (such as triangles, lines and points), which are
provided to a transform block 14. The transtorm block 14
transforms the mput primitives from their native coordinate
system 1nto screen coordinates. These transformed primitives
are then provided to a rasterizer 16. The rasterizer 16 com- 60
putes the contribution of each primitive to each pixel in the
form of fragments. These fragments are forwarded to a raster
processing and antialiasing system 18. Each fragment
includes the contribution of a primitive to a pixel. For
example, a fragment typically includes color (RGB), opacity 65
(alpha), depth (z, possibly z slopes) and coverage (coverage
mask) imformation. This fragment information 1s then pro-

4

cessed and antialiased 1n the raster processing and antialias-
ing system 18. A frame butfer 20 provides data to and receives
information from the raster processing and antialiasing sys-
tem 18. The frame buifer accumulates subpixel information
needed for antialiasing and visibility testing. The frame buiier
can reside on the same chip as the raster processing and
antialiasing system, or it can reside 1n an external memory.
Either at rasterization time, or after the scene has been fully
rasterized, the subpixel information stored 1n the frame butier
1s merged or filtered to compute a final 1mage of the scene.

An 1deal antialiasing system has the following properties:

(1) Small, fixed amount of storage for pixel data.

(2) Minimal frame bufiler bandwidth. Ideally, frame butier
bandwidth should approach that of non-antialiased rendering
for regions of the 1mage that contain no edges.

(3) High quality filtering for the common single-edge-in-
pixel case.

(4) Robustness against artifacts. The algorithm should
robustly handle pixels with many primitives visible, such as
can occur when primitives are small or at the center vertex of
a triangle fan. Background colors should not bleed through
seams ol foreground surfaces and colors 1n meshes of tiny
triangles should remain ntact.

(5) Accuracy and repeatability of depth values. Antialiased
7. values should have the same precision and accuracy as
non-antialiased Z values, since antialiasing 1s intended to
improve 1mage quality, not reduce 1t. Z values must be
adjusted appropniately at subpixel positions to avoid punch-
through artifacts. For multipass-rendering algorithms to
work, 7 values of fragments 1n later passes must match those
stored 1n the frame builer from earlier passes.

(6) Inexpensive and simple to implement.

As described above, previous approaches to antialiasing
fall short 1n various regards. Multisampling 1s robust, but
requires excessive frame-bulfer storage and bandwidth for
high-quality results 1n the single-edge-in-pixel case. A-builer
algorithms conserve bandwidth and handle the single-edge-
in-pixel case. However, conventional A-buffer algorithms
require unbounded storage. Fixed-storage A-buffer schemes
come closest to tulfilling the requirements, but artifacts result
when the number of surfaces visible 1n the pixel exceeds the
fragment storage available: potentially visible fragments can-
not be thrown away, but merging fragments can cause bleed-
through artifacts or Z mismatch artifacts during multipass
rendering.

Therefore, what 1s needed 1s a system that 1s eflicient 1n
terms of bandwidth and storage, produces high-quality
results for the single-edge-in-pixel case, and avoids the arti-
facts mentioned above. This invention addresses this need.

In the preferred embodiment described below, pixels are
represented in the following formats:

(a) One-fragment format (one surface 1s visible at the
pixel).

(b) Two-fragment format (two surfaces are visible at the
pixel).

(c) Multisample format (three or more surfaces are visible
at the pixel).

The representation has the following advantages. One-
fragment format 1s a compact representation of the common
simple pixel case, resulting 1n bandwidth savings. Two-1irag-
ment format allows pixels with a single edge to be represented
accurately. If z slope values are maintained, the slopes can be
used to compute accurate intersections ol interpenetrating,
objects. Multisample format i1s used for pixels that are too
complex to be represented in one of the other formats.
Through multisampling, the surface of the pixel can be accu-
rately sampled at a discrete number of locations, rather than
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merging surfaces, which can cause visibility errors and/or
interfere with multipass texturing. This embodiment uses
three samples 1n multisample format, but other embodiments
could use as few as two or as many as five or more. Multi-
sample pixels typically occur at vertices 1n a tessellated mesh,
where primitive colors are consistent, or at complex intersec-
tions of surfaces, where fragment colors often are disparate
and noise 1s less noticeable. Two-fragment and multisample
pixels can be converted back to simple pixel representation
when a surface tully occludes the pixel, as will be explained
in detail later.

To more particularly describe the features of the present
invention, refer now to the following description in conjunc-
tion with the accompanying Figures.

FIG. 2 illustrates the storage provided 1n the frame builer
200 1n a preferred embodiment in accordance with the present
invention. The frame butler 200 contains three storage butlers
for pixel data: a color buttfer 202 storing 32 bits of color data
per pixel, a primary Z/antialiasing buifer 204 storing 64 bits
of data per pixel, and a secondary Z/antialiasing buffer 206
storing 128 bits of data per pixel. FIGS. 2aq-2¢ show the
contents of the three storage butfers 202, 204 and 206 for each
pixel format.

The color butfer 202 always contains a resolved pixel color
for each pixel, allowing the buffer to be displayed directly
without a separate resolve step.

The primary 7/ antlahasmg butfer 204 (called ‘primary
buifer’) contains suilicient storage to fully represent one-
fragment pixels, including a tlag indicating the pixel format.

The secondary Z/antialiasing butier 206 (called ‘second-
ary bulfer’) contains additional storage needed for pixels in
two-fragment-format or multisample-format. It only needs to
be read or written for pixels that have been determined to be
complex.

In systems that perform double- or triple-bu:
the color bulfer needs to be double- or triple-builered.

The butler sizes and formats in this preferred embodiment
have been designed for rendering pixels with 8-bit RGBA
color components and 24-bit Z/8-bit stencil values. One of
ordinary skill in the art will readily recognmize that a variety of
representations for color, Z, and stencil are possible and that
color, primary, and secondary buffer formats could be
adapted 1n a straightforward way to accommodate other rep-
resentations of color, Z, and stencil.

Using these three butilers 202, 204 and 206, pixels can be
represented 1n the three formats above. The format 1s chosen
based on the number of fragments visible at the pixel. The
formats are described in detail below.

One-Fragment Format.

One-fragment format 1s used to represent pixels that are
tully covered by a single surface. In most scenes, the vast
majority of pixels are of this type. In this preferred embodi-
ment, pixel data 1n one-fragment format 1s stored as shown in
FIGS. 2a and 3.

In, this preferred embodiment, Z gradients are stored in
floating-point format with a separate mantissa and sign bit for
dz/dx and dz/dy and a shared exponent. One encoding that has
been found to be adequate 1s: 6 bits for the common exponent,
1 bit for the sign of dz/dx, 1 bit for the s1ign of dz/dy, and 8 bits
for the mantissa of dz/dx and dz/dy. One skilled in the art will
recognize that a variety of encodings of Z gradients are pos-

sible.

lwo-Fragment Format.

Two-Tragment format 1s used to represent pixels that are
covered by exactly two surfaces. The two-Iragment situation
arises at seams between primitives that form a mesh and at the
silhouette edge of an object 1n front of a background surface.

Tering, only

10

15

20

25

30

35

40

45

50

55

60

65

6

In this preferred embodiment, data within two-fragment
pixels 1s stored as shown in FIGS. 26 and 4.

Given two fragments, we choose the fragment with the
most distant covered sample to be fragment 0. By storing the
/. and 7 gradient data for fragment O 1n the primary butfer 204
(FI1G. 2b), a new fragment that lies entirely behind fragment O
can be rejected as non-visible by inspecting the primary
butiler 204 alone. It scenes are loosely ordered front-to-back,
this can significantly reduce memory bandwidth. Note that
we could have made the opposite choice: choose the fragment
with the nearest covered sample as fragment 0. That would
allow a new fully-covering fragment to trivially overwrite a
two-fragment pixel without examiming the secondary bufier
206. The resolved color 1s computed by performing a
weighted average ol the two fragment colors based on their
respective fractional coverage.

Multisample Format.

Multisample format i1s used to represent pixels 1 which
more than two surfaces are visible. This 1s a rare case 1n most
scenes, typically occurring at pixels that contain vertices of
tessellated meshes or at pixels containing a silhouette edge
that intersects a seam 1n a background object.

Rather than storing fragments with Z gradients, as in the
other formats, multisample format stores color and Z values
at a few (typically 2, 3, or 4) discrete sample points. The
sample points for multisample format generally are a subset
of the sample points used to compute the coverage mask and
are selected to sample the pixel as well as possible, given the
small number of samples. In this preferred embodiment, three
sample points are chosen among the eight samples used to
compute the coverage mask. FIG. 6 illustrates a possible set
of eight sample locations, with the three samples used 1n
multisample format highlighted.

In this preferred embodiment, pixels in multisample format
are stored as shown 1n FIGS. 2¢ and 5. Given three samples,
we store the color and Z values for the sample that 1s farthest
from the viewer as sample 0. Since 1ts Z data 1s stored 1n the
primary buffer, a new fragment that lies entirely behind
sample 0 can be rejected as non-visible by mnspecting the
primary bufler 206 alone. If primitives are loosely ordered
from front-to-back, this will reduce memory bandwidth. Note
that we could have made the opposite choice: choose the
nearest sample as sample 0. That would allow a new fully-
covering fragment to trivially overwrite a multisample pixel
without examining the secondary butier 206. The 2-bit select
field indicates which of the three physical sample points 1s
stored as sample 0. To allow room for the format and select
fields, the color value for sample 0 has only seven bits of
resolution per color channel.

The resolved color 1s computed by blending the sample
colors. The blend can be a simple average, or a more complex
filter function familiar to those skilled 1n the art.

Hierarchy of Pixel Formats.

As can be seen, the preferred embodiment provides a fixed
amount ol storage for each pixel, capable of handling the
most complex pixel format. Most pixels in most scenes, how-
ever, can be represented using one of the simpler formats. The
secondary buftfer 206 1s only accessed when needed, and this
occurs only for a small fraction of pixel accesses, reducing
memory bandwidth.

Non-Blending Fragment Processing Algorithm

The rendering system generates a plurality of fragments
that comprise color, Z, 7Z gradient, and coverage mask data. In
the preferred embodiment, when blending i1s disabled (1.e.
color values are simply written to the frame builer, not
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blended with existing frame-builer contents), this plurality of
fragments 1s merged with the plurality of stored pixels as
follows.

Pixels 1in Single-Fragment Format.

When a new fragment 1s recerved from the rendering sys-
tem, the primary buffer 204 1s read and 7 and 7 gradient
values are compared to see if the new fragment lies entirely
behind or entirely 1n front of the stored fragment. In the
preferred embodiment, this comparison 1s done at all sample
locations, producing a definitive answer. An alternate
embodiment could perform a conservative depth test using
fragment min/max 7 values only. If the new fragment lies
behind, 1t 1s rejected without further processing. If the new
fragment fully covers the stored fragment, it replaces the
stored fragment. If the new fragment partially covers the
stored fragment, a coverage mask 1s computed and both frag-
ments are stored using two-fragment representation (requir-
ing a write to the secondary buifer). Note that the Z gradients
allow the coverage mask to be computed correctly for frag-
ments that intersect.

Pixels 1n Two-Fragment Format.

When a new fragment 1s recerved from the rendering sys-
tem, the primary buffer 204 1s read and 7 and 7Z gradient
values are compared to see if the new fragment lies entirely
behind the maximum Z value of this most distant fragment. I
the new fragment lies entirely behind the maximum Z value,
it 1s rejected without further processing. Otherwise, the sec-
ondary builer 206 1s read as well, and the new fragment 1s
compared against both stored fragments. If the new fragment
tully covers both stored fragments, the new fragment 1s stored
in one-fragment format. Otherwise, 11 any of the three frag-
ments can be rejected because 1t 1s entirely covered, the two
remaining fragments are stored 1n two-Iragment format (with
a new coverage mask). Otherwise, 7Z values are evaluated at
the three multisample points (using 7 gradient information)
and these 7 values and the corresponding fragment colors are
stored 1n multisample format.

Pixels 1n Multisample Format.

When a new fragment 1s recerved from the rendering sys-
tem, the primary buffer 204 1s read and the minimum frag-
ment Z value 1s compared against the distant Z value stored in
z0. If the new fragment lies entirely behind this maximum Z
value, 1t 1s rejected without further processing. Otherwise, the
secondary builer 206 1s read as well, and the fragment’s 7
values are evaluated at each of the three sample points and
compared against the previously stored samples. If the new
fragment covers all samples, the new fragment 1s stored 1n
one-fragment format. Otherwise, any covered sample points
are updated with the new fragment’s color and sampled Z and
the pixel 1s stored 1n multisample format.

Blending Fragment-Processing Algorithm.

In a non-antialiased system, blending causes rendered
pixel colors to be mathematically combined with pixel colors
stored 1n the frame buifer. The blending operation 1s con-
trolled by a variety of render state variables. In a supersam-
pling or multisampling antialiased system, blending occurs at
the sample level, rather than the pixel level. In an A-builer
system, blending operations must be defined on fragments.
Depending on the overlap of an incoming fragment with a
fragment or fragments stored in the frame builer, no action
may be taken, the existing fragment(s) may be updated, or
existing fragments may be split when an mncoming fragment
partially overlaps an existing fragment or fragments. This
results 1n a more complicated set of transitions between pixel
formats. The blended fragment-processing algorithm 1s
described below.
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Pixels in Single-Fragment Format.

When a new fragment 1s received from the rendering sys-
tem, the primary buffer 204 1s read and 7 and 7 gradient
values are compared to see if the new fragment lies entirely
behind or entirely 1n front of the stored fragment. I1 the new
fragment lies behind, 1t 1s rejected without further processing.
If the new fragment fully covers the stored fragment, 1ts color
value 1s blended with the stored fragment’s color value and
the blended color value replaces the color of the stored frag-
ment. If Z writes are enabled, the fragment Z and Z slope
values are updated with the values from the new fragment.
Otherwise, the fragment Z and Z slope values remain
unchanged.

If the new fragment partially covers the stored fragment,
the portion of the pixel that 1s covered 1s written as a separate
fragment whose color value 1s the blended color and whose Z
and Z slope values are updated or not, as described above. The
original fragment 1s retained. The pair of fragments are writ-
ten 1n two-fragment representation with the respective frag-
ment coverages encoded in the coverage mask. Note that this
update requires a write to the secondary butfer 206.

Pixels 1n Two-Fragment Format.

When a new fragment 1s received from the rendering sys-
tem, the primary buffer 204 1s read and 7Z and 7 gradient
values are compared to see if the new fragment lies entirely
behind the maximum Z value of this most distant fragment. I
the new fragment lies entirely behind the maximum Z value,
it 1s rejected without further processing. Otherwise, the sec-
ondary builer 206 1s read as well, and the new fragment 1s
compared against both stored fragments.

I1 the new fragment fully covers both stored fragments (1.e.
tully covers the pixel), the new fragment color 1s blended with
the existing fragment colors and the blended fragment colors
replace the stored colors. The Z/Zslope values are updated or
not based on the Z write enable.

I1 the new fragment covers exactly one stored fragment, the
covered fragment’s color and 7Z/Zslope values are updated as
described above.

I1 the new fragment partially covers one or both fragments,
the pixel 1s converted to multisample format, and the new
fragment color 1s blended with the sample color of any
sample(s) 1t covers. Z values are set to the interpolated Z value
for the new fragment (or not), depending on the Z write
cnable.

Pixels in Multisample Format.

When a new fragment 1s received from the rendering sys-
tem, the primary buifer 204 1s read and the minimum frag-
ment 7 value 1s compared against the distant Z value stored in
70. If the new fragment lies entirely behind this maximum Z
value, 1t 1s rejected without further processing. Otherwise, the
secondary buffer 206 1s read as well, and the fragment’s 7
values are evaluated at each of the three sample points and
compared against the previously stored samples. Samples
that are covered have their colors updated with the blended
color value. Z values of covered samples are updated or not,
depending on the Z write enable. Samples that are not covered
are unchanged. The pixel remains 1n multisample format.
Multipass Rendering,

Multipass rendering 1s done by rendering an object (or
objects) multiple times with blending enabled. The Z plane of
an incoming fragment (defined by the Z and Z gradient values
of the fragment) can be compared exactly against the Z plane
of existing fragments in one-fragment or two-fragment for-
mats. The Z plane of an incoming fragment can be evaluated
at the three sample points and compared exactly against the
stored sample Z values. Whatever the disposition of the frag-
ment from an earlier rendering pass, 1 any portion of that
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fragment 1s visible 1n the pixel format, a Z comparison with
the same fragment from a subsequent pass will match. This

meets the requirement of correctly supporting multipass algo-
rithms.
Extensions and Variations

The preferred embodiment described above represents one
way the mvention may be practiced. The following sections,
without being exhaustive, describe enhancements or varia-
tions that are also within the scope of the invention.
Dynamically Allocated Storage.

The preferred embodiment above provides a fixed amount
of storage for all pixels, regardless of their format. Since most
pixels 1n most applications are simple one-fragment pixels,
much of the additional storage for complex pixels goes
unused. In an alternate embodiment of the invention, second-
ary storage for complex pixels 1s allocated from one or more
storage pools. This reduces the overall storage required, and
could be a desirable tradeoil for applications in which the
scene complexity 1s controlled, as 1n a game console.
Centroid z Sampling,

In the preferred embodiment described above, fragments
contain 7 gradient information, which describes how 7 values
for the fragment vary across the pixel. This bandwidth and
storage may be too great for certain applications. It has been
determined that Z values sampled at pixel centers are msui-
ficient to avoid noticeable artifacts from background surtfaces
punching through foreground surfaces.

/. accuracy can be enhanced without storing Z gradients by
sampling 7 at the centroid of each fragment. A preferred
embodiment utilizes a lookup table, which 1s indexed by the
fragment coverage mask, to estimate the centroid of the
samples (see FI1G. 7). The table stores centroid x and centroid
y at some reduced resolution (for example, 5 or Vis pixel
diameter). The centroid-adjusted Z value 1s then computed as
Zcenter+centroid x*dz/dx+centroid y*dz/dy. In this embodi-
ment, the centroid-adjusted Z value 1s stored in the frame
butfer without gradient information. This reduces artifacts
compared to center-pixel sampling and significantly reduces
the storage required per pixel.

Deferred Resolution of Pixel Colors

The preferred embodiment above maintains a resolved
color butfer at all times, so resolved pixel colors are always
available regardless of the pixel format. Other embodiments
may resolve pixel colors 1n a later pass performed after ren-
dering 1s complete, or may resolve pixel colors as part of
video scanout.

Optimized Pixel Formats for Z Occlusion Culling

7. occlusion culling 1s a technique to avoid texturing and
shading pixels that are known to be 1nvisible. By appropri-
ately choosing pixel formats, the invention can support eifi-
cient 7Z occlusion culling. We modily the pixel formats
described above so that an occluding z value, zcull, 1s stored
in a fixed location, regardless of the pixel format. Any frag-
ment whose 7 value lies behind this zcull value can be dis-
carded before texturing or shading because 1t 1s known that no
portion of 1t can be visible 1n the final 1mage.

For one-fragment pixels, zcull can be computed as the
center-sampled 7 value offset by the sum of the absolute
values of the Z gradients. This provides the 7 value at the
farthest corner of the pixel. Note that, given the zcull value
and the 7Z gradients, the Z value can be reconstructed at the
pixel center by subtracting the appropriate slope magnitudes
from zcull. For two-1ragment pixels the zcull values are deter-
mined for both fragments and the more distant one 1s chosen.
For multisample pixels the Z value of the most distant sample
1s chosen as zcull.
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Using this approach, no matter what the pixel format, only
the zcull value needs to be examined to determine whether a
newly rasterized fragment can be trivially rejected. For pixels
that are notrejected, the remaining pixel data can be read later
(1f they are needed) and used to compute the output pixel
value.

Compressed Tiles

Memory bandwidth can be reduced further by adding addi-
tional representations to the set of pixel formats described
above. One such method i1s to store contiguous arrays of
one-fragment pixels that sample the same surface as a com-
pressed tile. In a preferred embodiment, a compressed tile 1s
defined to be a 4x4 array of pixels that are fully covered by a
single primitive. For compressed tiles, a Z value and dz/dx
and dz/dy gradients are stored. Since Z values are linear 1n
screen space, the Z values for the remainder of the pixels (and
subpixel samples) can be derived from these three param-
cters. In this preferred embodiment, the Z values 1n a com-
pressed tile require one fourth the storage of 4x4 one-1rag-
ment pixels. Since a large fraction of tiles in many scenes
meet the criteria for compression, this additional representa-
tion can significantly reduce 7Z bandwidth.

One who 1s skilled in the art will recognize other tile shapes
and compression formats are possible and would yield similar
benelits and are within the scope of the invention.

Other Extensions

Although the present invention has been described 1in
accordance with the embodiments shown, one of ordinary
skill 1n the art will readily recognize that there are variations
to the embodiments and those variations lie within the spirit
and scope of the present invention. Accordingly, many modi-
fications may be made by one of ordinary skill 1n the art
without departing from the spirit and scope of the appended
claims.

What 1s claimed 1s:
1. A method for rendering a plurality of pixels, the method
comprising;

providing a respective storage area 1n a computer memory
for each of the plurality of pixels, wherein each respec-
tive storage area comprises a substantially equal alloca-
tion of memory, and wherein further each respective
storage area comprises a color buffer, a primary buffer,
and a secondary butler, wherein each primary butfer has
smaller capacity than a corresponding secondary butler;

providing a plurality of format levels for a respective pixel
of the plurality of pixels, the plurality of format levels
comprising: a first format level to store one fragment 1n
a corresponding primary builer; a second format level to
store two fragments in the corresponding primary buffer
and a corresponding secondary builer; and a third format
level to store a plurality of discrete sample points of the
respective pixel 1in the corresponding primary butfer and
the secondary buliler,

wherein fragments or discrete sample points 1n different
format levels are stored 1n different formats,

wherein each color buller stores a comprehensive color
value of a surface visible at a corresponding pixel, and

wherein each primary bulfer comprises a format flag indi-
cating a format level currently used for a corresponding
pixel.

2. The method of claim 1,

wherein a respective primary buifer of the first format level
1s configured to store a single fragment comprising a 7
value, a stencil, Z gradients, and 7 gradient signs, and
wherein a secondary buffer of the first format level 1s
unused;
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wherein a respective primary builer of the second format
level 1s configured to store: a Z value of the respective
first fragment; a stencil of the respective first fragment;
/. gradients the respective first fragment; and Z gradient
s1igns the respective first fragment, and wherein arespec-
tive secondary builer of the second format level 1s con-
figured to store: a Z value of the respective second frag-
ment, stencil of the respective second Ifragment, Z
gradients ol the respective second fragment, color values
of the respective first fragment and the respective second
fragment, and a respective coverage mask; and

wherein a respective primary buffer of the third format
level 1s configured to store: a Z value and a stencil of a
respective first sample point; a color value of the respec-
tive first sample point; a format code; and a selection
code identitying a sampling point that 1s assigned as the
respective first sample point, wherein a respective sec-
ondary buffer of the third format level i1s configured to
store: 7. values, stencils, and color values of a respective
second point and a respective third sampling point.

3. The method of claim 2, wherein the each color butter 1s
allocated with 32 bits, wherein the each primary butfer is
allocated with 64 bits, and wherein each secondary butler 1s
allocated with 128 baits.

4. The method of claim 2 further comprising;:

providing a new fragment to a respective pixel stored 1n the

first format level;
comparing 7. values and Z gradients between a new Irag-
ment and a respective single fragment stored in the
respective primary buflfer of the first format level;

rejecting the new fragment without further processing
upon determination that the new fragment lies behind
the single fragment; and

replacing the single fragment with the new fragment 11 the

new fragment fully covers the single fragment.

5. The method of claim 4 further comprising, upon deter-
mination that the new fragment partially covers the single
fragment, computing a coverage mask, and storing both the
new fragment and the single fragment 1n the second format
level.

6. The method of claim 5, wherein the coverage mask 1s
derived from Z gradients of the new fragment and the single
fragment.

7. The method of claim 2, further comprising;

providing a new fragment for a respective pixel stored 1n

the second format level;

ispecting a respective primary butler associated with the

respective pixel to determine a location of the new frag-
ment relative to a first fragment 1n the respective pixel;
and

rejecting the new fragment without inspecting the second-

ary buller associated with the respective pixel 1f the new
fragment lies entirely behind the first fragment 1n the
respective pixel.
8. The method of claim 7 further comprising;:
inspecting the secondary buffer of the respective pixel to
determine the location of the new fragment relative to
the first and the second fragments 1n the respective pixel;

storing the new fragment 1n the first format level 11 the new
fragment ftully covers the respective pixel;

rejecting a fragment 11 the fragment 1s entirely covered by

any two of the first, the second and the new fragment;
and

writing the new, the first and the second fragment in the

third format level 11 none of first, the second and the new
fragments are fully covered.
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9. The method of claim 8, wherein the location of the new
fragment relative to the first and the second fragments are
determined based on Z values thereof.

10. The method of claim 9, wherein respective 7 values are
calculated at or near respective fragment centroid.

11. The method of claim 2, wherein a first sample point
stored 1n a respective primary builer corresponds to a farthest
sample point with reference to a viewer; further comprising:

providing a new fragment for a respective pixel stored 1n
the third format level;

inspecting the primary bulifer associated with the respec-
tive pixel to determine a location of the new fragment
relative to the first sample point; and

rejecting the new fragment without inspecting the second-
ary buffer associated with the respective pixel 1f the new
fragment lies entirely behind the first sample point.

12. The method of claim 11, further comprising: inspecting

the secondary buller associated with the respective pixel;
comparing 7. values between the new fragment and the
first, a second and a third sample points;

11 the new fragment covers all o the first, the second and the
third sample points, storing the new fragment 1n the first
format level; and

i1 not, updating the respective storage area with the new
fragment 1n either the second format level or the third
format level.

13. The method of claim 12 further comprising blending
colors of the new fragment with color values of the first, the
second, and the third sample points 1n accordance with Z
values thereof.

14. The method of claim 2, wherein a portion of the respec-
tive storage area 1s on a rendering chip.

15. The method of claim 14, wherein the respective storage
area 1s entirely on a rendering chip.

16. The method of claim 2, wherein an additional format
level 1s provided for contiguous arrays of simple pixels whose
data can be compressed.

17. The method of claim 2, wherein each primary butler of
the first format level provides suflicient storage to fully rep-
resent simple pixels.

18. The method of claim 2 further comprising sampling for
the first and the second format level at vertices 1n a tessellated
mesh.

19. The method of claim 1, wherein the comprehensive
color value provides a full resolution color data for the cor-
responding pixel, and wherein the compressive color 1s cal-
culated by blending color values of fragments or sampling
points stored 1n the respective storage area.

20. The method of claim 1, wherein the first format level 1s
used for pixels 1n which one surface 1s visible, the second
format level for pixels 1n which two surfaces are visible, and
the third format level 1s used for pixels 1n which at least three
surfaces are visible.

21. A system for rendering images, the system comprising:

a rendering system; and

a respective storage area 1n a computer memory for each of
a plurality of pixels, wherein each respective storage
arca comprises a substantially equal allocation of
memory, and wherein further each respective storage
area comprises a color buifer, a primary builer, and a
secondary bufler wherein each primary buller has
smaller capacity than a corresponding secondary buifer,

wherein a respective pixel 1s provided with a plurality of
format levels comprising: a first format level to store one
fragment 1n a corresponding primary buifer; a second
format level to store two fragments 1n the corresponding
primary buffer and a corresponding secondary butfer;
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and a third format level to store a plurality of discrete
sample points of the respective pixel 1n the correspond-
ing primary builer and the secondary buifer,

wherein fragments or discrete sample points 1n different

format levels are stored 1n different formats,
wherein each color buller stores a comprehensive color
value of a surface visible at a corresponding pixel, and

wherein each primary buller comprises a format flag indi-
cating a format level currently used for a corresponding
pixel.

22. The system of claim 21, wherein a respective primary
butfer of the first format level 1s configured to store a single
fragment comprising a 7 value, a stencil, Z gradients, and Z
gradient signs, and wherein a secondary builer of the first
format level 1s unused;

wherein a respective primary bulifer of the second format

level 1s configured to store: a Z value of the respective
first fragment; a stencil of the respective first fragment;
/. gradients the respective first fragment; and Z gradient
signs the respective first fragment, and wherein arespec-
tive secondary builfer of the second format level 1s con-
figured to store: a 7 value of the respective second frag-
ment, stencil of the respective second Ifragment, Z
gradients ol the respective second fragment, color values
of the respective first fragment and the respective second
fragment, and a respective coverage mask; and
wherein a respective primary buffer of the third format
level 1s configured to store: a Z value and a stencil of a
respective first sample point; a color value of the respec-
tive first sample point; a format code; and a selection
code identitying a sampling point that 1s assigned as the
respective first sample point, wherein a respective sec-
ondary buffer of the third format level i1s configured to
store: 7. values, stencils, and color values of a respective
second point and a respective third sampling point.

23. The system of claim 22, wherein the each color butler
1s allocated with 32 bits, wherein the each primary buffer 1s
allocated with 64 bits, and wherein each secondary builer 1s
allocated with 128 baits.

24. The system of claim 22, further comprising:

providing a new fragment to a respective pixel stored 1n the

first format level;
comparing 7 values and 7 gradients between a new Irag-
ment and a respective single fragment stored in the
respective primary buflfer of the first format level;

rejecting the new fragment without further processing
upon determination that the new fragment lies behind
the single fragment; and

replacing the single fragment with the new fragment 11 the

new fragment fully covers the single fragment.

25. The system of claim 24 further comprising, upon deter-
mination that the new fragment partially covers the single
fragment, computing a coverage mask, and storing both the
new fragment and the single fragment 1n the second format
level.

26. The system of claim 25, wherein the coverage mask 1s
derived from 7 gradients of the new fragment and the single
fragment.

27. The system of claim 22, further comprising:

providing a new fragment for a respective pixel stored 1n

the second format level;

ispecting a respective primary butler associated with the

respective pixel to determine a location of the new frag-
ment relative to a first fragment 1n the respective pixel;
and
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rejecting the new fragment without inspecting the second-
ary buffer associated with the respective pixel 11 the new
fragment lies entirely behind the first fragment in the
respective pixel.

28. The system of claim 27 further comprising:

inspecting the secondary butler of the respective pixel to
determine the location of the new fragment relative to
the first and the second fragments 1n the respective pixel;

storing the new fragment in the first format level 1f the new
fragment fully covers the respective pixel;

rejecting a fragment 1f the fragment 1s entirely covered by
any two of the first, the second and the new fragment;
and

writing the new, the first and the second fragment 1n the
third format level 11 none of first, the second and the new
fragments are fully covered.

29.The system of claim 28, wherein the location of the new
fragment relative to the first and the second fragments are
determined based on Z values thereof.

30. The system of claim 29, wherein respective 7 values are
calculated at or near respective fragment centroid.

31. The system of claim 22, wherein a {irst sample point
stored 1n a respective primary bufler corresponds to a farthest
sample point with reference to a viewer; further comprising:

providing a new Iragment for a respective pixel stored 1n
the third format level;

inspecting the primary buffer associated with the respec-
tive pixel to determine a location of the new fragment
relative to the first sample point; and

rejecting the new fragment without inspecting the second-
ary buffer associated with the respective pixel 1f the new
fragment lies entirely behind the first sample point.

32. The system of claim 31, further comprising;

inspecting the secondary butier associated with the respec-
tive pixel;

comparing 7. values between the new fragment and the
first, a second and a third sample points;

11 the new fragment covers all of the first, the second and the
third sample points, storing the new fragment 1n the first
format level; and

i1 not, updating the respective storage area with the new

fragment 1n either the second format level or the third
format level.

33. The system of claim 32, further comprising blending
colors of the new fragment with color values of the first, the
second, and the third sample points in accordance with Z
values thereof.

34. The system of claim 22, wherein an additional format
level 1s provided for contiguous arrays of simple pixels whose
data can be compressed.

35. The system of claim 22, wherein each primary buifer of
the first format level provides sulficient storage to fully rep-
resent simple pixels.

36. The system of claim 21, wherein the comprehensive
color value provides a fill resolution color data for the corre-
sponding pixel, and wherein the compressive color 1s calcu-
lated by blending color values of fragments or sampling
points stored 1n the respective storage area.

37. The system of claim 21, wherein the first format level 1s
used for pixels 1n which one surface 1s visible, the second
format level for pixels 1n which two surfaces are visible, and
the third format level 1s used for pixels 1n which at least three
surfaces are visible.

38. The system of claim 21, wherein a portion of the
respective storage area 1s on a rendering chip.
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39. The system of claim 21, wherein the respective storage
area 1s entirely on a rendering chip.
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