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(57) ABSTRACT

A 1mage processing apparatus includes a transformation unit
that reproduces a color tone of a first output data of an original
image data output from a first image output apparatus by
using a second output data of the original image data output
from a second 1image output apparatus, an estimating unit that
estimates {irst and second geometric transformation param-
eters, an associating unit that generates first and second color
component value association data, and a determining unit that
generates a color tone transformation parameter based on a
combination of pixel values in which a pixel value of the first
image output data 1s substantially equivalent to a pixel value
of the second 1mage output data.
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IMAGE PROCESSING APPARATUS, SYSTEM,
AND METHOD

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an 1image processing appa-
ratus, system, and method.

2. Description of the Related Art

Image output apparatuses (e.g., printing machines, dis-
plays) output images according to pixel values of an original.
Accordingly, in some cases, the 1mage output apparatus per-
forms an operation of updating a color profile of the image
output apparatus based on comparison between, for example,
a pixel value of an original and a pixel value of a printed
material measured by a colorimeter. In a case of updating the
color profile of the 1mage output apparatus, there 1s a known
updating method 1n which the image output apparatus outputs
a color chart whose pixel values are known, and a colorimeter
(e.g., scanner) 1s used to measure the pixel values of the colors
ol the color chart. Based on the results of comparing the pixel
values of the color chart and the measured pixel values, the
color profile of the image output apparatus 1s updated. Such
method 1s disclosed in, for example, Japanese Laid-Open
Patent Publication No. 2009-177790.

There are basically 2 types of updating methods. The 2
types are described with an example of a printing machine.
a) Matching Color Tone with a Reference Color Chart
In this method, first, a reference color chart (color chart
defined as a reference) 1s printed by an 1mage output appara-
tus. Then, each color patch constituting the reference color
chart 1s measured with a colorimeter. Then, a printer profile of
the 1image output apparatus 1s updated so that the difference
between a value measured by the colorimeter and a desired
value 1s within a predetermined range.

b) Matching Color Tone with a Reference Image Output
Apparatus

In this method, first, a color tone of an output of a proofer
(calibrator for calibrating color tone or a printing machine
capable of outputting substantially the same output material
as the calibrator) 1s matched with a color tone of the output of
an 1mage output apparatus. In this case, a color chart of the
proofer and a color chart of the image output apparatus are
printed, respectively. Then, the values of each color patch of
the two printed color charts are measured with a colorimeter.
Then, a printer profile of the proofer 1s updated so that the
difference between the measured values between the two
printed color charts 1s within a predetermined range.

However, the above-described method for updating color
profile has a problem of being unable to be performed 1n a
situation where a printed material of the reference color chart
cannot be obtained. This 1s because matching the color tone
output from one 1image output apparatus with a color tone of
another image output apparatus requires the same color chart
to be output by both 1mage output apparatuses. However, in
reality, there may be a case where a reference 1mage output
apparatus 1s unable to output a color chart or a case where an
image output apparatus, which performs updating a color
profile, 1s unable to obtain a reference color chart printed by
the reference 1mage output apparatus.

One example of such situation 1s a case of receving an
order for a printing service from a customer where the cus-
tomer requests color tone to be matched with the output
results of the customer’s printer. It may be possible for the
supplier of the printing service (printing service supplier) to
tulfill such request if the customer appropriately conducts
color management. However, the customer 1s often not adept

10

15

20

25

30

35

40

45

50

55

60

65

2

with color management. Appropriate conducting of color
management may be, for example, a case where calibration of
the image output apparatus 1s periodically conducted or a case
where colors of image data are managed based on a standard-
1zed system (e.g., ICC (International Color Consortium).
The printing service supplier needs to perform the match-
ing process manually 1n a case where the color chart cannot be
used or a case where the customer does not appropnately
conduct color management. The manual matching process
requires a long amount of time and depends heavily on the
experience and instinct of the printing service supplier. Fur-
ther, the manual matching process leads to losses including

spoiled paper (hereinafter also referred to as “waste paper™)
because 1t 1s necessary to confirm the matching results by

consecutively output printed material.

SUMMARY OF THE INVENTION

The present invention may provide an image processing
apparatus, system, and method that substantially obviate one
or more of the problems caused by the limitations and disad-
vantages of the related art.

Features and advantages of the present invention are set
torth in the description which follows, and 1n part will become
apparent from the description and the accompanying draw-
ings, or may be learned by practice of the invention according
to the teachings provided in the description. Objects as well as
other features and advantages of the present invention will be
realized and attained by an image processing apparatus, sys-
tem, and method particularly pointed out 1n the specification
in such full, clear, concise, and exact terms as to enable a
person having ordinary skill in the art to practice the mnven-
tion.

To achieve these and other advantages and 1n accordance
with the purpose of the invention, as embodied and broadly
described herein, an embodiment of the present invention
provides A 1mage processing apparatus including: a transfor-
mation unit configured to reproduce a color tone of a first
output data of an original image data output from a first image
output apparatus by using a second output data of the original
image data output from a second image output apparatus; an
estimating unit configured to estimate first and second geo-
metric transformation parameters; an associating unit config-
ured to generate first and second color component value asso-
ciation data; and a determining unit configured to generate a
color tone transformation parameter based on a combination
ol pixel values 1n which a pixel value of the first image output
data 1s substantially equivalent to a pixel value of the second
image output data; wherein the transformation unit 1s config-
ured to transform pixel values of the original image data with
the color tone transformation parameter generated by the
determining unit; wherein the associating unit 1s configured
to detect at least a first pixel located 1n corresponding posi-
tions of the original image data and the first output data based
on the first geometric transformation parameter and at least a
second pixel located in corresponding positions of the origi-
nal image data and the second output data based on the second
geometric transformation parameter; wherein the associating
unit 1s configured to generate the first and second color com-
ponent value association data based on the detected first and
the second pixels.

Other objects, features and advantages of the present
invention will become more apparent from the following
detalled description when read in conjunction with the
accompanying drawings.
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BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 1s a schematic diagram for describing a relationship
between pixel value “a” and pixel value “b” according to an
embodiment of the present invention;

FIGS. 2A-2C are schematic diagrams for describing color
tone transformation characteristics:

FIG. 3 1s a schematic diagram illustrating a configuration
of a color transformation parameter generation system
according to an embodiment of the present invention;

FI1G. 4 1s a schematic diagram 1llustrating the generation of
a color tone transformation parameter according to an
embodiment of the present invention;

FI1G. 5 1s a schematic diagram 1llustrating a hardware con-
figuration of a color tone transformation parameter genera-
tion system according to an embodiment of the present inven-
tion;

FIG. 6 1s a schematic diagram 1llustrating a hardware con-
figuration of a computer according to an embodiment of the
present invention;

FI1G. 7 1s a schematic diagram 1llustrating a hardware con-
figuration of a MFP 1n a case where a color tone transforma-
tion parameter generation system 1s established with a single
MEFP according to an embodiment of the present invention;

FIG. 8 1s a functional block diagram of a color tone trans-
formation parameter generation system or a MFP according
to an embodiment of the present invention;

FIG. 9 1s a tlowchart illustrating steps including, for
example, reading reference printed material and user printed
material with an image reading unit and generating color tone
reproduction characteristic data with a color tone reproduc-
tion characteristic estimating unit according to an embodi-
ment of the present invention;

FIGS. 10A and 10B are schematic diagrams for describing
estimation of a geometric transformation parameter accord-
ing to an embodiment of the present invention;

FIGS. 11A-11C are schematic diagrams for describing
examples where the number of divisions and the width of
each division are determined beforehand;

FIGS. 12A-12B are schematic diagrams for describing
examples where gradation of original image data 1s reduced;

FIG. 13 1s a flowchart illustrating an example of an opera-
tion of generating color tone transformation parameter by a
color transformation parameter generation system or a MEP
according to the first embodiment of the present invention;

FIGS. 14A-14D are schematic diagrams illustrating
examples of a color tone transformation parameter 1n a case
where 1image data does not change before and after color tone
transformation;

FI1G. 15 1s a schematic diagram 1llustrating an example of a
color tone transformation parameter generation system
according to the second embodiment of the present invention;

FIG. 16 1s a flowchart illustrating an example of an opera-
tion of generating a color tone transformation parameter by a
color transformation parameter generation system or a MEP
according to the second embodiment of the present invention;

FIG. 17 1s a flowchart illustrating an example of an opera-
tion of generating a color tone transformation parameter by a
color transformation parameter generation system or a MEP
according to the third embodiment of the present invention;

FIG. 18 15 a flowchart 1llustrating an example of an opera-
tion of reading a reference printed material and a user printed
material with an image reading unit and generating color tone
reproduction characteristic data with, for example, a color
tone reproduction characteristic estimating unit according to
an embodiment of the present invention; and
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4

FIG. 19 1s a flowchart 1llustrating an example of an opera-
tion of generating a color tone transformation parameter by a

color transformation parameter generation system or a MFP
according to the fourth embodiment of the present invention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

First Embodiment

In the following embodiments of the present invention, the
color tone reproduction characteristic of a first image output
apparatus 1s defined as “P,(x)”, the color tone reproduction
characteristic of a second 1mage output apparatus 1s defined
as “P,(x)”, and the color tone reproduction characteristic of
an 1mage reading apparatus 1s defined as “S(x)”, respectively,
wherein “x” represents a color or a pixel value. Technically,
“pixel value” 1s not equivalent to “color” i1n view of the
existence of various kinds of color spaces. In the following,
however, “pixel value” and “color” are not strictly distin-
guished from each other because “pixel value=color” in the
same color space. Further, a first color tone reproduction
characteristic can be expressed as “S(P,(x)), and a second
color tone reproduction characteristic can be expressed as
“S(Px(x))”.

It 1s to be noted that “P, (X)” represents a color correspond-
ing to a case where a pixel value x 1s printed by the first image
output apparatus, and “S(P, (x))” represents a gradation cor-
responding to a case where the color “P, (x)” 1s read by the
image output apparatus. Further, “P, (X)” represents a color
corresponding to a case where a pixel value x 1s printed by the
second 1mage output apparatus, and “S(P, (X))” represents a
gradation corresponding to a case, where the color “P, (x)” 1s
read by the image output apparatus.

In a case where the pixel value x printed by the first image
output apparatus and the pixel value x printed by the second
image output apparatus are the same, gradation would not be
“S(P, (x))=S(P, (x))” because the color tone reproduction
characteristics P (x) of the first and the second are different
from each other. On the other hand, 1n a case where the pixel
value X printed by the first image output apparatus and the
pixel value x printed by the second 1mage output apparatus
are not the same, a combination of colors (a, b) satistying a
relationship of “S(P, (a))=S(P, (b))” 1s expected to exist in the
image data of a printing object (corresponding to below-
described “original 1mage data™). It 1s, however, to be noted
that “S(P, (a))” and “S(P, (b)) do not need to be exactly the
same.

With the 1mage process apparatus according to an embodi-
ment of the present invention, one or more combinations (a, b)
satisfying are “S(P; (a))=S(P, (b)) are obtained. In other
words, because S(P, (b)) can be obtained by printing a pixel
value “b” with the second 1image output apparatus, a transior-
mation where a pixel value “a” 1s assumed as the pixel value
“b” 1s performed. Thereby, 1n a case of printing the pixel value
“a” with the second 1image output apparatus, the pixel value
“b” 1s printed 1n reality. Accordingly, the second 1mage output
apparatus can perform printing with the same color tone as
that of the first image output apparatus.

FIG. 1 1s a schematic diagram for describing a relationship
between the pixel value “a’ and the pixel value “b” according
to an embodiment of the present mvention. In this example,
both the first and second 1mage output apparatuses print the
same 1mage data. The image data 1s referred to as “original
image data”.

In a case of printing the pixel value “a” with the first image
output apparatus, the first image output apparatus prints a first
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output object which becomes a gradation “s” when the 1mage
data 1s scanned. In a case of printing the pixel value “b” with
the second 1mage output apparatus, the second 1mage output
apparatus prints a second output object which becomes a
gradation “S” when the 1mage data 1s scanned. Thus, 1t can be
understood that the second 1image output apparatus 1s to per-
form printing so that the pixel value “a” becomes “s” (be-
comes “‘s” when read out) 1n a case of matching the color tone
reproduction characteristic of the second image output device
with that of the first image output apparatus. Accordingly, the
second 1mage output apparatus replaces the pixel value “a”
with the pixel value “b” of the original image data. By per-
forming this color transformation (color replacement), the
second 1mage output apparatus can perform printing with the
same color tone as that of the first image output apparatus.

Color tone reproduction characteristics are explained by
using schematic drawings as follows. In the below-described
embodiment, the 1image output apparatus 1s a printer, and the
image reading apparatus 1s a scanner.

FIGS. 2A and 2B are schematic diagrams for describing
color tone reproduction characteristics. The color tone repro-
duction characteristic of the first image output apparatus indi-
cates the gradation to which a given color of an input original
image data 1s allocated by the first image output apparatus.
Accordingly, 1n a case where the horizontal axis of FIG. 2A
represents a color of an 1image and the vertical axis of FIG. 2A
represents a gradation of a printed material, the color repro-
duction characteristic of the first image output apparatus can
be illustrated as the solid line of FIG. 2A.

It 1s to be noted that the broken line of FIG. 2A represents
a hypothetical color tone reproduction characteristic where
the color of the original image data 1s equivalent to the gra-
dation of the printed material. In comparing the solid line and
the broken line of FIG. 2A, more dark parts of the original
image data are allocated to the gradation of the printed mate-
rial compared to the light parts of the original 1mage data.

The color tone reproduction characteristic of the second
image output apparatus, which 1s illustrated with a solid line
in FIG. 2B, 1s substantially the same as the color tone repro-
duction characteristic of the first image output apparatus. As
illustrated 1n FIG. 2B, more dark parts of the original image
data are allocated to the gradation of the printed matenal
compared to light parts of the original image data. However,
compared to the color tone reproduction property of FIG. 2A,
the color tone reproduction property of FIG. 2B more light
parts of the original image data area allocated to the gradation
of the printed matenal.

On the other hand, the color tone reproduction character-
istic of the 1image reading apparatus indicates the color to
which a given gradation of an input image data of a printed
material 1s allocated. Accordingly, 1n a case where the hori-
zontal axis of FIG. 2C represents a gradation of a printed
material and the vertical axis of FIG. 2C represents a color of
an 1mage data read by the 1image reading apparatus, the color
reproduction characteristic of the 1image reading apparatus
can be 1llustrated as the solid line of FIG. 2C. As 1llustrated 1in
FIG. 2C, 1t can be understood that more pixel values are
allocated to both dark and light parts of the printed material,
and the pixel values 1n the middle parts are reduced (com-
pressed).

If a printer profile or a scanner profile can be obtained,
color tone reproduction characteristics can be derived as
described above. Even 1f the printer profile or the scanner
profile cannot be obtained, the printer profile can be calcu-
lated by printing out a color chart of the printer and measuring
the printed results with a colorimeter. Even 11 the scanner
profile cannot be obtained, the scanner profile can be calcu-
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lated by reading a color chart and comparing the read results
with color measurement results.

With the apparatus, system, and method of the below-
described embodiments of the present invention, a color tone
reproduction characteristic can be estimated even 1n a case
where one of the 1mage output apparatus 1s unable to provide
a printer profile and print a color chart.

FIG. 3 1s a schematic diagram 1llustrating a configuration
of a color transformation parameter generation system 600
according to an embodiment of the present mvention. An
example of a process of generating a color tone transforma-
tion parameter 1s described 1n detail below. First, the flow of
performing color tone transformation on an original image
data for matching the color tone between first and second
image output apparatuses 1s described.

The terms of apparatuses, image data and the like accord-
ing to this embodiment are defined as follows.

First 1image output apparatus: printer (hereinafter also
referred to as “reference printer”)

Second 1mage output apparatus: printer (hereinafter also
referred to as “user printer™)

Image reading apparatus: scanner

Reference printer: a printer corresponding to the first
image output apparatus and being a printer to which color
tone 1s matched

User printer: a printer corresponding to the second image
output apparatus and being a printer having 1ts color tone
matched to the color tone of the reference printer 400

Scanner: an apparatus corresponding to the image reading
apparatus

Original image data: image data used when a printer out-
puts a printed material

Reference printed material: a printed material being
obtained by outputting an original image data from the refer-
ence printer 400 and being the target of color tone matching

Reference image data: an image data obtained by reading
the reference printed material from the 1mage reading appa-
ratus

User printed matenial: a printed material being obtained by
outputting an original image data from the user printer 200
and desired to have its color tone matched with that of the
reference printed matenal

User image data: image data obtained by reading the user
printed material from the 1image reading apparatus

In this embodiment, an original image data, which 1s to be
provided to the user printer 200, 1s subjected to color tone
transiformation using the reference printer material and the
user printed material. Thereby, the user printed material can
attain the same color tone as that of the reference printed
material.

The apparatus used to perform color tone transformation
may be the second 1mage output apparatus, the scanner 300,
or a computer 100 that 1s independent from the second 1mage
output apparatus and the scanner 300. In this embodiment, the
computer 100 1s used to perform the below-described pro-
cesses for obtaining a color tone transformation parameter.
(Process 1) Estimating the First Color Tone Reproduction
Characteristic

First, the reference color tone reproduction characteristic
S(P, (x)) of the reterence printer 400 together with the scanner
300 1s estimated as follows. It 15 to be noted that the reference
color tone reproduction characteristic S(P,(x)) of the refer-
ence printer 400 together with the scanner 300 1s estimated
due to the difficulty 1n extracting the reference color tone
reproduction characteristic S(P,(x)) of the reference printer

400 alone.
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(1-1) The reference 1image data 1s obtained by reading the
reference printed material with the scanner 300.
(1-2) The position, the t1lt, and the size of the reference image
data are matched with those of the original image data.
(1-3) The colors of the pixels of the original image data are
associated to pixels located in corresponding positions of the
reference image data and stored 1n association with the pixels
ol the reference 1image data.
(1-4) It 1s determined (calculated) which color of the refer-
ence 1mage data corresponds to a given pixel value of the
original image data based on the pixel values of the associated
pixels.
(Process 2) Estimating the Second Color Tone Reproduction
Characteristic

Then, the user color tone reproduction characteristic S(P,
(x)) of the user printer 200 together with the scanner 300 1s
estimated as follows.
(2-1) The user printed materal 1s obtained by outputting the
original image data from the user printer 200.
(2-2) The user 1image data 1s obtained by reading the user
printed material with the scanner 300.
(2-3) The position, the t1lt, and the si1ze of the user image data
are matched with those of the original 1image data.
(2-4) The colors of the pixels of the user image data are
associated to pixels located in corresponding positions of the
original image data and stored 1n association with the pixels
ol the user 1image data.
(2-5) It 1s determined (calculated) which color of the user
image data corresponds to a given pixel value of the original
image data based on the pixel values of the associated pixels.
(Process 3) Estimating the Color Tone Transformation
Parameter

The color tone transformation parameter 1s obtained by the
reference color tone reproduction characteristic and the user
color tone reproduction characteristic.
(3-1) The color of the reference 1image data *“s” (=S(P,(a)))
corresponding to the color “a” of the original image data 1s
obtained from the reference color tone reproduction charac-
teristic.
(3-2) The color “b” of the original image data corresponding
to the color “s” (=S(P,(b))) of the user image data 1s obtained
from the user color tone reproduction characteristic.
(3-3) The color of the reference 1mage data “s” corresponding
to the color “a” of the original image data and the color “b” of
the original 1mage data corresponding to the color s (=S(P,
(b))) of the user 1mage data are associated to each other (1.¢. a
combination (a, b) which satisties S(P,(a))=s=S(P,(b)) 1s
obtained).
(3-4) A color tone transformation parameter 1s obtained from
the two colors (a, b) of the corresponding original image data.
(Process 4) Color Tone Transformation of Original Image
Data

Finally, color tone transformation 1s performed on the
original image data using the obtained color tone transforma-
tion parameter. Thereby, the original image data 1s updated.

By performing the above-described processes (1)-(4), the
user data printed by the user printer 200 based on the color-
tone transformed original image data can attain substantially
the same color tone as the color tone of the reference 1image
data. In a case where the user data cannot attain substantially
the same color tone as the reference image data by performing,
the set of processes (1)-(4) once, the set of processes (1)-(4)
may be repeated until the difference between the color tone of
the reference 1image data and the color tone of the user image
data 1s within a predetermined range. In the case where the set
of processes (1)-(4) 1s repeated, the original 1mage data that
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has been subjected to the color tone transformation may be
used for estimating the color tone reproduction characteristic
of the user printer 200.

It 1s to be noted that, processes such as estimating the color
tone characteristic of the user printer 200 or transforming the
color tone may be performed on original image data or origi-
nal image data which has already been subjected to the color
tone transformation process. For example, the color tone
transformation process may be performed 1n 2 types of pat-
terns. The first type 1s performing the color tone transforma-
tion process two times in which color tone transformation 1s
performed on original image data for the first time, and color
tone transformation 1s performed for the second time on the
original image data being subjected to the color tone trans-
formation process. The second type 1s performing the color
tone transformation process two times in which color tone
transformation 1s performed on original image data for the
first time, then, color tone transformation 1s performed on
original image data for the second time, and then compositing
(combining) the results of the first and second color tone
transformation processes. The first and the second types of
color tone transformation processes may be performed
according to circumstance. It 1s preferable to use the first type
in a case where a simple sequential operation 1s desired. It 1s
preferable to use the second type 1n a case of avoiding accu-
mulation of error due to performing the color tone transior-
mation process on the original image data for multiple times.

FIG. 41s a schematic diagram 1llustrating an example of the
processes (1)-(3). InFIG. 4, the color tone reproduction char-
acteristic of FIG. 2A 1s allocated 1n a first quadrant, the color
tone reproduction characteristic of FIG. 2C being inverted in
the horizontal direction 1s allocated in a second quadrant, the
color tone reproduction characteristic of FIG. 2C being
rotated 180 degrees 1s allocated 1n a third quadrant, and the
color tone reproduction characteristic of FI1G. 2B 1s allocated
in a fourth quadrant.

The processes (1)-(3) may be matched to FI1G. 4 as follows.
The process of estimating the first color tone reproduction
characteristic (process (1)) corresponds to obtaining the first
and the second quadrants of FIG. 4, the process of estimating
the color tone transformation parameter (process (2)) corre-
sponds to obtaining the third and fourth quadrants of FIG. 4,
and the process of estimating the color tone transformation
parameter (process 3) corresponds to obtaining the combina-
tion (a, b) which satisfies S(P,(a))=s=S(P,(b)) in accordance
with the arrows illustrated 1n FIG. 4.

Although the color tone reproduction characteristic of the
printer together with the scanner 300 1s estimated in the
above-described processes (1) and (2), the color tone repro-
duction characteristic of the printer and the color tone repro-
duction characteristic of the scanner 300 are 1llustrated sepa-
rately 1n FI1G. 4 for the sake of convenience.
|Configuration Example]

The color tone transformation parameter generation sys-
tem 600 1llustrated 1n FIG. 3 includes, for example, the com-
puter 100, the user printer 200, and the scanner 300 that are
connected to each other by a network 500. An offset printing
machine or a gravure printing machine may be used instead of
the user printer 200. Further, a spectral colorimeter or a cam-
cra may be used instead of the scanner 300. Because the
reference printer 400 1s not typically located on the user side
ol the color tone transformation parameter generation system
600, the reference printer 400 1s not connected to the network
500. Alternatively, however, the reference printer 400 may be
connected to the network 500. The user of the color tone
transformation parameter generation system 600 may have
already obtained the reference printed material by outputting
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the reference 1mage data from the reference printer 400. If the
user of the color tone transformation parameter generation
system 600 has not yet obtained the reference printed mate-
rial, the user may obtain the reference printed material by
outputting the original image data from the reference printer
400.

The network 500 may be, for example, an intra-office LAN
(Local Area Network), a WAN (Wide Area Network), a IP-
VNP (Virtual Private Network), the Internet, or a combina-
tion of these networks, as long as the computer 100, the user
printer 200, and the scanner 300 can communicate with each
other. The network 500 may also include atelephone line. The
network may perform wired-communications and/or wire-
less communications.

The reference printer 400 and the user printer 200 do not
need to be separate apparatuses and could be the same printer.
For example, in the case where the reference printer 400 and
the user printer 200 are the same printer, the color tone of the
past and the color tone of the present can be matched. As long,
as a printer function 1s included 1n the reference printer 400
and the user printer 200, one or more other functions such as
a scanner function, a facsimile function or a copier function
may also be included in the reference printer 400 and the user
printer 200. Likewise, as long as a scanner function 1s
included 1n the scanner 300, one or more other functions such
as a printer function, a facsimile function, or a copier function
may also be included 1n the scanner 300. An apparatus having,
multiple functions 1s hereinafter also referred to as an MFP
(Multi-Function Peripheral).

Further, in this embodiment, the computer 100 estimates
the color tone transformation parameter based on 3 types of
image data. The first 1s the original image data (1image data
used by the reference printer 400 for outputting the reference
printed maternal), the second i1s the reference image data
(image data obtained by reading the reference printed mate-
rial with the scanner 300), and the third 1s the user image data
(image data obtained by reading the user printed material
output by the printer 200 in accordance with the original
image data). The original 1mage data may be stored before-
hand 1n the user printer 200. Alternatively, the user printer 200
may obtain the original image data from the reference printer
400. The computer 100, the user printer 200, and the scanner
300 may be mounted 1n a single MFP.

FIG. 5 1s a schematic diagram 1llustrating a hardware con-
figuration of the color tone transformation parameter genera-
tion system 600 according to an embodiment of the present
invention. The color tone transformation parameter genera-
tion system 600 includes an 1image input unit 601, an 1mage
output umt 602, an 1mage storage unit 603, an 1image analysis
unit 604, and a parameter storage umt 605, and an 1mage
process unit 606.

The 1image mput unit 601 1s for mputting an 1mage output
from an 1mage output apparatus. The image mnput unit 601
corresponds to the scanner 300. The image storage unit 603 1s
for storing 1mage data obtained by recerving input from the
image input unit 601. The image storage unit 603 corresponds
to the computer 100 1n FIG. 3. The image analysis unit 604 1s
for generating a color tone transformation parameter(s) by
analyzing the reference image data, the user image data, and
the original 1image data. The 1mage analysis unit 604 also
corresponds to the computer 100 1n FIG. 3. The parameter
storage umt 605 1s for storing the color tone transformation
parameter(s) obtained by analyzing image data. The param-
eter storage unit 605 also corresponds to the computer 100 1n
FIG. 3. The image process unit 606 1s for performing color
tone transformation on image data based on the generated
color tone transformation parameter. The image process unit
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606 corresponds to the user printer 200 1n FIG. 3. The image
output unit 602 1s for outputting an 1image having 1ts color
tone converted. The 1image output unit 602 corresponds to the
user printer 200 1n FIG. 3.

FIG. 6 1s a schematic diagram 1llustrating a hardware con-
figuration of the computer 100 according to an embodiment
of the present mnvention. The computer 100 includes a CPU
(Central Processing Unit) 101, a RAM (Random Access
Memory) 102, a ROM (Read-Only Memory) 103, a drive unit
(recording medium mounting unit) 104, a communication
device 105, an input unit 106, a plotting control unit 107, and
a HDD (Hard Disk Drive) 108. The CPU 101 provides various

functions by executing an OS (Operating System) and pro-
grams read from the HDD 108. The CPU 101 also performs
the process of generating the color tone transformation
parameter(s).

The RAM 102 1s a memory (main storage memory) for
temporarily storing data required for enabling the CPU 101 to
execute a program. The ROM 103 1s for storing, for example,
programs and static data for activating the BIOS (Basic Input
Output System) and the OS.

The drive unit 104 can have a computer-readable recording,
medium 101 mounted thereon. The drive umit 104 1s for
reading data recorded on the computer-readable recording
medium 101 and storing the read data to the HDD 108. The
drive unit 104 1s also for writing data stored in the HDD 108
to the computer-readable recording medium 110. The com-
puter-readable recording medium 101 may be, for example,
USB (Universal Serial Bus) memory or an SD (Secure Digi-
tal) card. A program 111 may be distributed 1n the form of
being recorded 1n the computer-readable recording medium
110 or 1n the form of being downloaded from a server (not
illustrated).

The mput unit 106 may be, for example, a keyboard, a
mouse, or a trackball for receiving various maneuvers and
instructions from the user to the computer 100.

The HDD 108 may be, for example, a non-volatile memory
such as SSD (Solid State Drive) for storing the OS, programs
and various data including 1mage data.

The communication device 105 may be, for example, a
NIC (Network Interface Card) for connecting the computer
100 to a network 301 such as the Internet. The NIC may be,
for example, an Ethernet (registered trademark) card.

The plotting control umit 107 1s for interpreting a plotting,
command written to a graphic memory, generating a screen,
and plotting the screen on a display 109 by executing the
program 111 with the CPU 101.

FIG. 7 1s a schematic diagram 1llustrating a hardware con-
figuration of a MFP 700 1n a case where the color tone trans-
formation parameter generation system 600 1s established
with a single MFP. The MFP 700 includes, for example, a
controller 30, an operation panel 31, a facsimile control unit

32, a plotter 33, a scanner 34, and other hardware resource(s)
35. The controller 30 includes a CPU 11, a MEM-P 12, a NB

(North Bridge) 13, an ASIC (Application Specific Integrated
Circuit) 16, a MEM-C14, a HDD 15, and a peripheral device
17 connected to the NB 13 via a PCI (Pernipheral Component
Interconnect) bus.

In the controller 30, the MEM-C14, the HDD 15, and the
NB 13 are connected to the ASIC 16. The CPU 11 and the
MEM-P12 are connected to the NB 13. The NB 13 i1s a part of
a CPU chip set. The NB 13 is a bridge for connecting, for
example, the CPU 11, the MEM-P12, the ASIC 16, and the
peripheral device 17.

The ASIC161s an IC suited for image processing purposes.
Various 1mage processes can be performed with the ASIC 16.

The ASIC 16 also acts as a bridge that connects an AGP
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(Accelerated Graphics Port), the HDD 15, and the MEM-
C14. The CPU 11 performs overall controls of the MFP 700.

The CPU 111 also activates various applications installed 1n
the MEFP 700 and executes the applications.

The MEM-P12 is a system memory used by the system of >
the MFP 700. The MEM-C14 1s a local memory used as a
buller of image data during image processing.

The HDD 15 1s a large capacity storage device. A SSD
(Solid State Drive) may be used for the HDD 15. The various
data such as OS, various applications, font data are stored 1n
the HDD 15. Further, the program 23 for performing the
process of generating the color tone transformation parameter
1s stored 1n the HDD 15. The program 23 may be distributed
by being recorded on the computer-readable recording
medium 18 or by being downloaded from a server (not 1llus-
trated).

The peripheral device 17 may include, for example, a serial
bus, aNIC, a USB host, aIEEE 802.11a/b/g/n, an IEEE 1394,

and a memory card I/F. For example, a centronics cable may »g
be connected to the serial bus. The NIC controls communi-
cations performed by way of the network. A device may be

connected to the USB host by way of a USB cable. The IEEE
802.11a/b/g/n are wireless LAN 1nterfaces complying to cor-
responding IEEE standards. The IEEE 802.11a/b/g/n are for 25
controlling communications by way of a wireless LAN. The
IEEE 1394 1s an interface for controlling high speed serial
communications. Various memory cards can be connected to
the memory card I/F. The memory card I'F performs reading,
and writing ol data on the various memory cards. The
memory card may be, for example, an SD card, a multimedia
card, or an xD card.

The control panel 31 may 1nclude, for example, a hard-key
unit such as a keyboard and a display unit such as a liquid
crystal display. The control panel 31 1s for receiving input
various maneuvers and instructions mput from the user and
displaying various data on a screen for the user. The control
panel 31 may also include a soft-key unit such as a touch panel
for enabling the user to input maneuvers and instructions with 4
the keys displayed 1n the touch panel.

The facsimile control unit 32 1s connected to a public

communications network via an NCU (Network Control
Unait). The facsimile control unit 32 performs facsimile trans-
mission/reception by using communication protocols corre- 45
sponding to a facsimile such as the G3 standard or the G4
standard. The facsimile control unit 32 performs various sig-
nal processing (e.g., data compression, modulation) on the
image data and transmits the processed image data. The fac-
simile control umt 32 also performs various processes (€.g., 50
data extension, error correction) on the image data recerved
from a communications partner and reconstitutes (restores)
the recerved 1image data.

The plotter 33 includes, for example, a monotone plotter or
a color plotter based on electrophotographic method. The 55
plotter 33 forms an 1mage per page based on a target printing
data or image data read by the scanner 34 and transfers the
image to a sheet(s) of paper. For example, 1n a case where an
clectrophotographic method using a laser beam 1s used, an
image data 1s output by transierring a toner image formed on 60
a photoconductor drum to a sheet of paper and fixing the toner
image to the paper by applying heat and pressure with a fixing
device. Further, an image output may be output (printed) by
¢jecting ik droplets to a sheet of paper.

The scanner 34 generates image data by optically scanning 65
an original placed on a contact glass, performing A/D con-
version on the light reflected by the scanning, and performing,
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a known 1mage process on the A/D converted data, and con-
verting the 1mage processed data to digital data having a
predetermined resolution.

In the MFP 700 of FI1G. 7, the image mput unit 601 of FIG.
5 corresponds to the scanner 34, the image output unit 602 of
FIG. 5 corresponds to the plotter 33, the image storage unit
603 of FI1G. 5 corresponds to the HDD 135, the image analysis
unit 604 corresponds to the CPU 11, the parameter storage
unit 603 corresponds to the HDD 15, and the image process
unit 606 corresponds to the ASIC 16.

FIG. 8 1s a functional block diagram of the color tone
transformation parameter generation system 600 or the MFP
700 according to an embodiment of the present invention. The
color tone transformation parameter generation system 600
or the MFP 700 includes, for example, an image reading unit
41, a geometric transformation parameter estimating unit 42,
a pixel value associating unit 43, a color component value
associating unit 44, a color tone reproduction characteristic
estimating unit 45, a color tone transformation parameter
determining unit 46, and a color tone transforming umt 47.

The image reading unit 41 reads the results of outputting,
original image data (1.e. reference printed material) and user
printed material and generates reference 1mage data and user
image data.

The geometric transformation parameter estimating unit
42 estimates geometric transformation parameters between
original image data and reference 1mage data and geometric
transformation parameters between original image data and
user 1mage data.

The pixel value associating unit 43 detects pixels of the
reference 1mage data corresponding to pixels of the original
image data by using the geometric transformation param-
cters, associates the pixels of the reference 1image data to the
pixels of the original image data, and generates pixel value
association data indicative of the associated pixels of the
original image data and the reference 1mage data. Similarly,
the pixel value associating unmit 43 detects pixels of the user
image data corresponding to pixels of the original image data
by using the geometric transformation parameters, associates
the pixels of the user image data to the pixels of the original
image data, and generates pixel value association data indica-
tive of the associated pixels of the original image data and the
user 1mage data.

The color component value associating unit 44 obtains the
value of each color component of the original image data in
correspondence with the value of each color component of the
reference 1mage data. Further, the color component value
associating unit 44 obtains the value of each color component
of the original image data in correspondence with the value of
cach color component of the user image data. Then, the color
component value associating unit 44 generates color compo-
nent value association data indicative of the associated values
of the color components of the original image data, the ret-
erence 1mage data, and the user image data.

The color tone reproduction characteristic estimating unit
44 estimates the color tone reproduction characteristic data
by using the color component value association data.

The color tone transformation parameter determining unit
46 determines the color tone transformation parameter by
using the color tone reproduction characteristic data.

The color tone transformation unit 47 performs color tone
transiformation on the original image data by using the color
tone transformation parameter.

FIG. 9 1s a flowchart illustrating the steps including, for
example, reading the reference printed material and the user
printed material with the image reading unit 41 and generat-
ing color tone reproduction characteristic data with the color
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tone reproduction characteristic estimating unit 45. In the
tollowing flowchart, the reference printed material and the
user printed material are processed in parallel. However, in
reality, the reference printed material and the user printed
material are, in most cases, processed sequentially.

The image reading unit 41 reads a reference printed mate-

rial and a user printed material and generates reference image
data and user 1mage data (Step S101).

Then, the geometric transformation parameter estimating,
unit 42 matches the positions between the original image data
and the reference 1image data and the positions between the
original image data and the user image data (Step S102).

Before the matching of the positions between two types of
image data, the geometric transformation parameter estimat-
ing unit 42 obtains the geometric transformation parameter of
the reference 1image data (or the user 1mage data) in a case
where the original image data 1s used as a reference (standard)
for matching the positions. The geometric transformation
parameter may be, for example, displacement, rotation angle,
or magnification. Known methods may be used for estimating
the geometric parameter. The methods for estimating the
geometric parameter may be, for example, a method using a
marker, a method of pattern matching using no marker, or a
method of phase-only correction.

a) Method of Using a Marker(s)

With this method, a marker referred as a trim mark 1s
allocated 1n each of the four corners of an original 1image data
and/or at the center of each of the sides of an original 1mage
data (see, for example, FIG. 10A). Then, the original image
data including the allocated trim marks 1s output. Then, the
displacement, the rotation angle, or the magnification 1is
obtained based on the displacement of the position of the trim
marks 1in a case where reference image data and user image
data are read out.

FI1G. 10A 1s a schematic diagram illustrating an example of
the trim marks. In this example, 1image data and 4-6 trim
markers are formed in a single sheet of recording paper.
Assuming that the relative positions of a trim mark(s) and an
image data are the same between the original image data and
the user 1mage data, the geometric transformation parameter
1s obtained by comparing the amount of position displace-
ment between the trim marks of corresponding positions.
Because the position of the trim mark relative to the edge of a
recording paper 1s roughly known beforehand, the position of
the trim mark can be detected by performing a process of
detecting the trim mark located within a predetermined range
from the edge of the recording paper.

FIG. 10B 1s a schematic diagram 1illustrating an example
for describing displacement of the trim mark. In FIG. 10B,
“P.” (“n” being an imnteger greater than or equal to 1) indicates
a position of a feature point of a trim mark of an original
image data, “q,” indicates a feature point of a trim mark of a
reference image data. In a case where there 1s no displacement
ol position, the position of point P, and the position of point
q,, the position of point P, and the position of point q,, the
position of point P, and the position of point g5, . . . would
match, respectively. Accordingly, the geometric transforma-
tion parameter can be calculating the relationship between
corresponding points by using a known method. For example,
there 1s a known method of matching two point patterns by
performing aifine transformation on either one ol two 1mages.
Thus, the geometric transformation parameter can be
obtained by finding an optimum parameter in which the posi-
tions of two point patterns are nearest to each other. For
example, after defining an evaluation function of an affine
parameter for performing aifine transformation on points
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P,-P., an affine parameter 1n which the evaluation function
becomes minimal 1s determined as the geometric transforma-

tion parameter.
b) Method of Using Pattern Matching

One example of a method for estimating displacement 1s a
template matching method. The template matching method 1s
performed by assuming either one of two 1mages as a tem-
plate, obtaining the degree of match (coincidence) with
respect to the other image by gradually shifting position of the
image, and detecting a position where the degree of match 1s
highest. In a case where geometric transiformation 1s not only
limited to displacement, a method of estimating rotation
angle (e.g., Hough transform) or a method of estimating the
magnification (e.g., multiscale modeling) may be performed
in combination with the method of using pattern matching.

In a case where a block matching method which uses the
pattern matching method, displacement can be obtained by
dividing one of two 1mages into blocks and detecting, in units

of blocks, a position at which the degree of match becomes
highest with respect to the other image. With the block match-
ing method, rotation angle or magnification can also be esti-
mated based on the displacement of each block.

¢) Method of Using Phase-Only Correlation

As a method for obtaining displacement, rotation angle, or
magnification with high accuracy, there 1s, for example, a
POC (Phase-Only Correlation) method and a RIPOC (Rota-
tion Invariant Phase-Only Correlation) method. With the
POC method, phase images are obtained by performing dis-
crete Fourier transform on an image. Then, displacement 1s
calculated by referring to the obtained phase images and
detecting a position from which a highest correlation can be
derived from two phase 1images obtained from two 1images to
be compared (comparison objects). Further, with the RIPOC
method, the rotation angle and the magnification can be
detected as displacement in the phase 1images by performing
log polar mapping on the phase images.

After obtaining the geometric transformation parameter,
the geometric transformation parameter estimating umt 42
executes geometric transformation on the reference image
data (or user 1image data). In a case where pixels before the
performing of geometric transformation do not match pixels
after the performing of geometric transformation (i.e. pixels
prevented from matching one on one) due to shifting of sub-
pixel precision, rotation, or magnification of a real value
during the performing of the geometric transformation, pixel
values may be derived by discretionally using an interpola-
tion method. The interpolation method performed on the pix-
cls may be, for example, a bilinear method or a bi-cubic
method.

It 1s, however, to be noted that the process of geometric
transformation may be omitted. Alternatively, whether corre-
sponding pixels are located in the same position may be
determined by performing coordinate transformation. In this
case, the coordinate transformation 1s performed by using a
geometric transformation parameter when obtaining pixels of
corresponding positions 1n the original 1mage data and the
reference 1mage data (or the user image data) 1in a subsequent
step. Even 1f coordinate values are different 1n a coordinate
system having an origin of each image as 1ts reference point,
pixels having the same coordinate value are assumed as pixels
of the same position as a result of geometric transformation.

A printed material may have blank parts surrounding a
pixel when an original image data 1s output. In such a case, the
blank parts are not taken 1nto consideration because the height
and width of the blank parts are included 1n the displacement
of geometric transformation. However, the position of the
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origin ol each 1image may be matched by removing parts
required for excluding the blank parts from output image
data.

Then, the pixel value associating unit 43 associates the
pixel values of the original image data with the pixel values of
the reference 1image data (or user image data) corresponding,
to pixels located in the same positions as those of the original
image data (Step S103). In other words, after matching the
positions between the original image data and the reference
image data (or the user image data) 1s completed, the pixel
values of corresponding pixels between the original image
data and the reference image data (or the user image data) are
obtained. Then, the pixel values of the original image data are
associated to corresponding pixel values of the reference
image data (or the user image data). Thereby, pixel value
association data 1s generated based on the associated pixel
values. In a case of matching positions by performing geo-
metric transformation on 1image data, a corresponding pixel
indicates a pixel located 1n a same position. On the other hand,
in a case of matching positions without performing geometric
transformation, pixels are assumed to be located 1n the same
position if the same coordinate values are obtained by coor-
dinate transformation. Thus, 1n this case, pixels having the
same coordinate values are assumed as corresponding pixels.

As a method of associating pixel values and recording the
pixel values, there 1s, for example, a method of recording 1n a
list format or a matrix format. For example, 1n a case where
both the original image data and the reference image data (or
user 1image data) are RGB 1mages 1n which each color com-
ponent of R, G, B has 256 gradations, the recording of pixel
values are described as follows.

a) Recording 1n a List Format

Recording of color component values to a list 1s performed

as follows:

a-1) Prepare 3 lists;

a-2) Select coordinates 1n which the original image data 1s
located;

a-3) Associate R component values of the pixels correspond-
ing to the coordinates of the original image (selected 1n a-2))
to R component values of the pixels of corresponding refer-
ence 1mage data (or user image data) and add associated R
component values to a R component list;

a-4) Likewise, add associated G component values to a G
component list, and add associated B component values to C
component list; and

a-5) Repeat a-2) to a-4) with respect to all of the coordinates
of original 1image data.

The 1tems 1n the list may be rearranged in an ascending
order or a descending order according to necessity.

b) Recording in a Matrix Format

Voting a corresponding relationship of color component
values with respect to a matrix i1s performed as follows. In this
case, the vertical axis represents values of original image
data, and the horizontal axis represents values of reference
image data (or user 1mage data).

b-1) Prepare 3 matrices each having 256 rows and 256 col-
umns;

b-2) Select coordinates 1in which the original 1mage data 1s
located;

b-3) Cast a vote for an intersecting location at which a row of
a R color component of a pixel corresponding to the coordi-
nates of the original image data (selected 1n b-1)) intersects a
column of an R color component of a pixel corresponding to
the coordinates of reference 1image data (or user image data)
in a R color component matrix;

b-4) Likewise, cast a vote for a corresponding relationship of
G color components 1n a G color component matrix, and cast
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a vote for a corresponding relationship of B color components
in a B color component matrix; and
b-35) Repeat b-2) to b-4) with respect to all of the coordinates
of original 1mage data.

More specifically, in a case where the pixel value data of
pixels of coordinates in which the original 1image data 1s

located 1s (128, 130, 132) in the order of RGB, and the pixel
values of corresponding pixels of the reference image data (or
user image data)1s (132, 130, 126), the matrix corresponding

to the R color component 1s selected from the 3 matrices and
a vote 1s cast for row 128 and column 132. Likewise, a vote 1s
cast for row 130 and column 130 of the matrix corresponding
to the G color component, and a vote 1s cast for row 132 and
column 126 of the matrix corresponding to the B color com-
ponent. Whether the values of the original image data or the
values of the reference 1mage data (user image data) should be
allocated to the vertical axis, and whether the values of the
original image data or the values of the reference 1image data
(user 1mage data) should be allocated to the horizontal axis
may be determined according to necessity.

Regardless of whether the recording 1s performed with the
in the list format or the matrix format, the range 1n which the
recording 1s performed or the coordinates may be moved a
predetermined stride, so that processing can be simplified
compared to repeating the above-described processes on all
of the coordinates of the original 1mage data.

Then, the color component value associating unit 44 asso-
ciates the values of corresponding color components between
the original image data and the reference 1mage data (or user
image data) (Step S104). That 1s, by using the pixel value
association data, 1t can be calculated which color component
values of the original image data correspond to the color
component values of the reference image data (or user image
data). As a result, the color component value association data
1s generated.

Similar to the above-described Step S102, a case where
both the original image data and the reference image data (or
user image data) are RGB 1mages (in which each color com-
ponent of R, G, B has 256 gradations) 1s described as follows.
a) Case where Pixel Value Association Data 1s Recorded 1n a
L1st Format

In a case where pixel value association data 1s recorded 1n
the form of a list, the following steps are performed.

a-1) Select a given value of a given color component of
original image data;

a-2) Obtain list corresponding to color component selected 1n
a-1);

a-3) Obtain all records corresponding to values selected 1n
a-1) from the list obtained 1n a-2);

a-4) Composite color component values of the reference
image data (or user image data) 1n all of the records obtained
n a-3);

a-5) Associate the color component value of the original
image data selected 1n a-1) to the color component value
composited 1n a-4), and record the associated data as color
component value association data; and

a-6) Repeat a-1) to a-5) with respect to each value of each
color component.

In a case where only one record 1s obtained 1n step a-3), the
value of the obtained record 1s used as-1s 1n step a-4) by the
color component value associating unit 44. In a case where
multiple records are obtained 1n step a-3), the values of the
reference image data (or user image data) are composited to a
single value, so that the composite value 1s used in step a-4) by
the color component value associating unit44. As a method of
compositing multiple values, there 1s, for example, a method
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ol using an average value, a method of using a mode value, or
a method of using a median value.

b) Case where Pixel Value Association Data 1s Recorded 1n a
Matrix Format

In a case where pixel value association data 1s recorded in
the form of a matrix, the following steps are performed.
b-1) Select a given value of a given color component of
original image data;

b-2) Obtain matrix corresponding to color component
selected 1n b-1);

b-3) Extract row corresponding to value selected in b-1) from
the matrix obtained 1n b-2);

b-4) Composite values of rows voted from the rows extracted
in b-3);

b-5) Associate the color component value of the original
image data selected in b-1) to the color component value
composited 1n b-4), and record the associated data as color
component value association data; and

b-6) Repeat b-1) to b-5) with respect to each value of each
color component.

In a case where only one row 1s obtained in step b-3), the
value of the obtained row 1s used 1n step b-4). In a case where
there are votes for multiple columns in step b-4), the values of
the columns are composited to a single value, so that the
composite value 1s used in step b-4). The method of compos-
iting multiple values may be the same as the above-described
method a). In this case, however, the number of votes are used
as the number of times of appearances of the column number.

Supposing a case where there 1s an unused color compo-
nent value 1n the original image data, 1t 1s preferable to record
data indicating whether there 1s an unused color component
value data 1n the original 1image data. The recorded unused
color component value data may be used 1n a subsequent step
described below.

Then, the color tone reproduction characteristic estimating,
unit 45 estimates a color tone transformation characteristic
(Step S105). The color tone reproduction characteristic esti-
mating unit 45 may estimate a color tone transformation
characteristic by using data series of the color component
value association data. The color tone reproduction charac-
teristic estimating unit 45 may use the color component value
association data as-1s or use the color component value asso-
ciation data after performing a given process on the color
component value association data. The purpose for performs-
ing such process 1s for preventing values from changing dras-
tically or for improving stability of a characteristic curve.

As for a method of processing the color component value
association data and using the processed color component
value association data, there are the following methods.

a) Use of Moving Average

There 1s a method of performing a weighted average pro-
cess on target data of the data series, data preceding the target
data (preceding data), and data succeeding the target data
(succeeding data). The reference range for referring to the
preceding data and the succeeding data may be determined
according to the smoothness desired with respect to the data
series. In order to attain greater smoothness, the reference
range 1s to be wide. The weight of the weighted average
process may be constant value with respect to all data. Alter-
natively, the weight of the weighted average process may be
in iverse proportion to the distance from the target data.

Before using the moving average, 1t 1s necessary 1o rear-
range the data series 1n an ascending order or a descending,
order. Further, in case where there 1s an unused color compo-
nent value 1n the original 1image data, an element of the data
series would be missing when the data series 1s rearranged.
Therefore, 1t 1s necessary to remove the unused color compo-
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nent value from the weighted average for preventing the miss-
ing element from adversely affecting other data. Whether
there 1s a missing element can be determined, for example, by
determining whether the data 1s consecutive or by referring to
unused color component value recorded 1n the previous step.
b) Approximating with Straight Line or Curved Line

There 1s a method of approximating the data series by
using, for example, a linear function, a quadratic function, a
spline function, or a exponential function.

c) Interpolating or Approximating with Straight Line or
Curved Line after Reduction of Gradation Number

Examples of a method of reducing the gradation number of
a data series of color component value association data are as
follows.

A) Evenly Dividing a Value Area of Gradation.

Thereby, the data of the gradations to be combined are com-
posited. The number for dividing the gradations (gradations
to be combined) or the width of dividing the gradation may be
determined beforehand. Alternatively, the number for divid-
ing the gradations or the width of dividing the gradation may
be determined dynamaically.

A-1) Case of Determining the Number of Divisions and The
Width of Each Division Betforehand

FIG. 11 A 1s a schematic diagram for describing an example
where the number of divisions and the width of each division
are determined beforehand. In FIG. 11A, 256 gradations
(from O to 255) are evenly divided with a predetermined
dividing number (1n this example, 4). Accordingly, 1n this
example, 256 gradations are divided into four regions which
are0to 63,64t0 127, 128 to 191, and 192 to 255. Each of the
64 gradations 1s reduced to a single gradation (1.e. combined
to become a single transformation characteristic). The same
results as the predetermined dividing number can be obtained
by using a predetermined dividing wadth.

A-2) Case of Dynamically Determining the Number of Divi-
sions and the Width of Each Division

As a method for dynamically determining the number of
divisions or the width of each division for evenly dividing
gradations, there 1s, for example, a method of determining 1n
proportion to the number of pixels. With this method, the
dividing number may be a value obtained by dividing the
number of pixels with a number determined in accordance
with experience.

B) Unevenly Dividing a Value Area of Gradation.

Thereby, the data of the gradations to be combined are com-
posited. By using the cast number of votes for the pixel value
association data corresponding to each gradation, the divid-
ing width 1s adaptively determined so that the cast votes of the
gradations to be composited becomes a predetermined num-
ber.

FIG. 11B 1s a schematic diagram having 256 gradations (O
to 255) being unevenly divided into 4 regions. In this
example, the 256 gradations are divided into regions of 0 to
(a-1), ato (b-1), b to (c-1), and ¢ to 255. Each of the regions
1s reduced to a single gradation. The gradation to which
gradations a, b, and ¢ 1s combined 1s determined discretion-
arily.

In a case of unevenly dividing the gradations, a method for
determining the gradations to be combined may be, for
example, 1) dividing the cumulative frequency of the number
ol pixels belonging to each gradation, or 11) using a histogram
of the frequency of the number of pixels belonging to each
gradation.

1) Method of Using Cumulative Frequency of the Number of
Pixels Belonging to Each Gradation

With this method, the cumulative frequency of the number

of pixels belonging to each gradation i1s evenly divided into
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segments, and gradations are divided in correspondence with
the positions of the segments of the cumulative frequency.

FI1G. 11C illustrates an example where 256 gradations (0 to
2535) are unevenly divided into 4 regions. In a case where the
maximum value of the cumulative frequency of the vertical
axis 1s assumed as 1.0, gradations corresponding to the posi-
tions of segments 0.25, 0.50, and 0.75 of the cumulative
frequency are obtained. Accordingly, the obtained gradation
1s determined as the position at which gradation 1s to be
divided. In this example, gradation a 1s dertved as having a
cumulative frequency of 0.25, gradation b 1s derived as hav-
ing a cumulative frequency o1 0.50, and gradation c 1s dertved
as having a cumulative frequency o1 0.75. Thereby, 4 regions
can be determined. By dividing gradations in this manner, the
number of pixels (to which each transformation characteristic
1s assigned) can be made equal.

11) Method of Using Frequency Distribution of the Number of
Pixels Belonging to Each Gradation

FIG. 12A 1illustrates a method for dividing gradation by
preparing a histogram of the frequency of the number of
pixels belonging to each gradation and dividing gradations at
positions corresponding to gradations e, I, and g where Ire-
quency 1s minimal. By dividing gradations in this manner, the
number of pixels at which transformation characteristic 1s
switched can be reduced.

Accordingly, 1n a case where the number of gradations 1s
reduced, interpolation may be performed on the combined
gradations or approximation using a straight line or a curved
lined based on combined data may be performed, so that the
number of gradations can be recovered to 1ts 1nitial number.

FI1G. 12B illustrates an example where the reduced number
of gradations 1s returned to 1ts 1mitial number by using linear
approximation or curve approximation. In FIG. 12B, the
circles indicate combined data, the solid straight line indi-
cates an example of linear approximation, and the solid
curved line indicates an example of curve approximation. Itis
preferable for the function used for approximation to selected
in correspondence with the tendency of the combined data.
By performing such interpolation and approximation (e.g.,
linear approximation, curve approximation), specific trans-
formation due to a small number of pixels can be excluded
from the estimated transformation characteristic.

Next, determining of a color tone transformation parameter
according to an embodiment of the present invention 1is
described.

FI1G. 13 1s a flowchart 1llustrating an example of an opera-
tion of generating color tone transformation parameter by the
color tone transformation parameter generation system 600
or the NFP 700 according to the first embodiment of the
present invention.

In FIG. 13, Step S110 “estimate color tone reproduction
characteristic of reference printer” and Step S150 of “esti-
mate color tone reproduction characteristic of user printer”
have been described with reference to FI1G. 9. In this embodi-
ment, Steps S110 and S150 need only to be performed once.
However, if Steps S110 and S150 are performed to be per-
formed multiple times, the 1mage data to be used may be the
initial original 1mage data and not 1image data that has been
subjected to color tone transformation.

It 1s to be noted that, processes such as estimating the color
tone characteristic of the user printer 200 or transforming the
color tone may be performed on original image data or origi-
nal image data which has already been subjected to the color
tone transiformation process. For example, the color tone
transformation process may be performed 1n 2 types of pat-
terns. The first type 1s performing the color tone transforma-
tion process two times 1n which color tone transformation 1s
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performed on original image data for the first time, and color
tone transformation 1s performed for the second time on the
original 1mage data being subjected to the color tone trans-
formation process. The second type 1s performing the color
tone transformation process two times 1 which color tone
transformation 1s performed on original image data for the
first time, then, color tone transformation 1s performed on
original image data for the second time, and then compositing
(combining) the results of the first and second color tone
transformation processes. The first and the second types of
color tone transformation processes may be performed
according to circumstance. It 1s preferable to use the first type
in a case where a simple sequential operation 1s desired. It 1s
preferable to use the second type 1n a case of avoiding accu-
mulation of error due to performing the color tone transior-
mation process on the original image data for multiple times.

Then, the original 1mage data 1s printed with the user
printer 200 by the user (Step S120). By printing the original
image data with the user printer, the user printed material can
be obtained. The user uses the scanner 34, 300 (heremafter
also collectively referred to as “scanner 300”°) to read the user
printed material.

The color tone transformation parameter determining unit
46 evaluates the user printed material (Step S130). Then, the
quality of the user printed material 1s evaluated by comparing
the user printed material with the reference printed material
(Step S140).

In a case where the quality of the user printed material 1s
satistfactory (Yes i Step S140), the operation 1s terminated. In
a case where the quality of the user printed material 1s unsat-
isfactory (No 1n Step S140), the operation proceeds to Step
S150.

As a method for evaluating the quality of the user printed
material, there 1s, for example, a method of using color dif-
terence with respect to the reference printed material. As
another method for evaluating the quality of the user printed
material, there 1s a method of using hue difference. There 1s
also a method of using the difference of the absolute value of
cach color component. The evaluation of quality may be
performed by visual observation.

a) Evaluation Method Using Color Difference

Color difference 1s the distance between two colors 1n a
L*a*b* color space or a L*u*v* color space. In this embodi-
ment, color difference 1s described with the L*a*b* color
space because a printer 1s used as the image output apparatus.
The color difference AE* , of the L*a*b* color space 1s
defined by the following expression.

AE*, 5=\/(&L*)2+(&a*)z+(&b*)2 [Expression 1]

In this embodiment, (AL*, Aa*, Ab*) represents the color
difference between two colors 1n the L*a*b* color space. An
example of steps for obtaining the color difference between
the reference printed material and the user printed material 1s
described as follows.

(1) Reference image data 1s obtained by reading the reference
printed material with the scanner 300.

(2) User image data 1s obtained by reading the user printed
material with the scanner 300 (same scanner 300 used 1n step
(1)).

(3) The reference 1image data and the user 1mage data are
transformed to a device-independent color space (e.g., XY Z
color space) by using a color profile of the scanner 300.

(4) The reference 1image data and the user image data being
transiformed into device-independent color space are further
transiformed to the L*a*b* color space.

(5) The color difference of each pixel 1s obtaimned by the
expression 1.
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In this embodiment, the reference printed material and the
user printed material are read by the same scanner 300. Alter-
natively, the reference printed material and the user printed
material may be read by separate scanners 300 under a con-
dition where the color profile of the scanner 300 can be
transiformed to the device-independent color space by using,
the color profile of the scanner 300.

In a case where only a single scanner 300 1s used, the
reference printed material and the user printed material do not
necessarily need to be transformed to a device-independent
color space by using the color profile of the scanner 300.
Although transformation to the device-independent color
space may be necessary 1n a case of quantitatively evaluating
the value of color difference because the absolute value 1s
essential, the transformation to the device-independent color
space may be omitted 1n a case of qualitatively evaluating the
value of color difference because the transformation 1s not
necessary as long as the relative tendency can be obtained.

After the color difference of each of the pixels 1s obtained,
the quality of the user printed material can be evaluated by
statistically analyzing the data pertaining to the color differ-
ence of the color pixels. As for the methods of analyzing the
color difference of the pixels, there 1s, for example, a method
of analyzing an average value of the color difference of the
pixels, analyzing the maximum value of the color difference
ol the pixels, analyzing the distribution of the color difference
of the pixels, and analyzing the variance of the color differ-
ence of the pixels.

In a case of determining whether the quality of the user
printed material 1s approprate, the criterion for such deter-
mination may be, for example, whether the average color
difference 1s within a predetermined range, whether the maxi-
mum color difference 1s within a predetermined range, or
whether the variance 1s within a predetermined range. In the
case of evaluating the quality of the user printed material, 1t 1s
preferable to omit the 1image data pertaining to a contour
portion of the contents of the image data. This 1s due to, for
example, the difficulty of perfectly matching the contour
portion during a position matching process required to be
performed afterwards or the difference of reproduction char-
acteristic of the contour portion (tint, sharpness) among print-
ers.

Because the area of the contour portion of the printed
material 1s an extremely small relative to the entire area of the
printed material, the area of the contour portion has little
elfect to the evaluation of the entire color tone (performed by
visual observation). In quantitative evaluation, the color dif-
terence of the contour portion 1s liable to become an outlier
and cause loss of reliability of the evaluation result. There-
fore, an evaluation result having a higher precision 1s antici-
pated by 1gnoring the data of the contour portion.

As a method of detecting the contour portion, there 1s a
method, for example, a method using binarization or a
method using edge detection. As one example of the method
using binarization, image data 1s binarized to black and white
by using a predetermined threshold, and an area where black
and white areas are adjacent to each other 1s determined as the
contour portion. As one example of the method using edge
detection, an edge 1mage 1s formed from 1image data by using,
for example, a Sobel method, the generated edge 1mage 1s
binarized with a predetermined threshold, and a pixel having,
a value greater than or equal to a predetermined threshold 1s
determined as the contour portion.

There 1s also a method where the above-described prob-
lems can be reduced even were the contour portion 1s not
removed. In this method, a smoothing process 1s performed
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on 1mage data for smoothening the contour portion, so that the
occurrence of the color difference can be reduced.

An average filter or a low pass filter may be used to perform
the smoothing process.

b) Evaluation Method Using Hue Ditlerence

The hue difference AH* , of the L*a*b* color space 1s
defined by the following expression.

AH* =V (AE*  P—(AL*P—(AC* , V [Expression 2]

In this embodiment, AE* , represents color difference,
(AL*, Aa*, Ab*) represents the chromaticity difference
between 2 colors, and AC* _, represents difference of chroma.
The chroma “AC* ,”” 1s defined by the following expression.

%,V (@ P+(b%)

[Expression 3]

Although the steps for obtaining hue difference between
the reference printed material and the user printed material
are the same as the steps for obtaining the color difference,
hue 1nstead of color difference 1s calculated. Further, the
method for statistically analyzing hue difference and the
method for evaluating quality of hue difference are also the
same those of the color difference.
¢) Evaluation Method Using Absolute Value of Difference
Each Color Component

With this method, the absolute value of the difference of
cach color component 1n a predetermined color space of the
reference printed material and the user printed material 1s
obtained, and the obtained absolute value 1s evaluated. For
example, 1 a case where the color space 1s an RGB color
space, the absolute value of the difference of R component
values, the absolute value of the difference of G component
values, and the absolute value of the difference of B compo-
nent values are used.

The steps for obtaining the absolute value of the difference
of each color component between the reference printed mate-
rial and the user printed material are described as follows.

1) Reference image data 1s obtained by reading the reference
printed material with the scanner 300.

(2) User image data 1s obtained by reading the user printed
material with the scanner 300 (same scanner 300 used 1n step
(1)).

(3) The reference 1image data and the user 1mage data are
transformed to a device-independent color space (e.g., XY Z
color space) by using a color profile of the scanner 300.

(4) The absolute value of the difference of each color com-
ponent for each pixel 1s obtained atfter the transforming of the
color space.

Similar to the case of obtaining the color difference, the
reference printed material and the user printed material do not
necessarily need to be transformed to a device-independent
color space by using the color profile of the scanner 300. The
absolute value of the difference of each of the color compo-
nents may be directly obtained from a device-dependent color
space of the scanner 300. Further, the statistical analyzing
method and the quality determining method are also the same
those of the case of obtaining color difference.

Then, the step of estimating the color reproduction char-
acteristic of the user printer 200 (Step S150) has been
described above with reference to FIG. 9.

Then, the color tone transformation parameter determining,
unit 46 obtains the color tone transformation parameter (Step
S160). That 1s, the color tone transformation parameter 1s
obtained by combiming the color tone reproduction charac-
teristic of the reference printer 400 and the color tone repro-
duction characteristic of the user printer 200. An example of
the steps for obtaining the color tone transformation param-
eter 1s described as follows.
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(1) Select a given value of a given color component of original
image data;

(2) Obtain value s of reference 1mage data corresponding to
value a of selected color component from the color tone
reproduction characteristic data of the reference printer 400;
(3) Obtain value b of original 1mage data corresponding to
obtained value s of reference 1image data from the color tone
reproduction characteristic data of the user printer 200;

(4) Associate the color component values a and b to each
other, and record the associated color components; and

(5) Repeat steps (1) to (4) with respect to each value of each
color component of the original image data.

Accordingly, the color tone transformation parameter can
be obtained by directly using the associated values or by
processing the associated values and using the processed
values.

a) Case of Directly Using the Associated Values

A pair(s) of the associated values 1s used as a LUT (Look-
up Table), and the LUT 1s used as a color tone transformation
parameter.

b) Case of Processing the Associated Values and Using the
Processed Values

The associated values are processed by the above-de-
scribed methods performed 1n estimating the transformation
characteristic (e.g., method of using the moving average,
method of linear or curved approximation, method of reduc-
ing gradation). After the associated values are processed, the
processed associated values are used. The associated values
are used as a LUT. Thus, similar to step a), the LUT 1s used as
a color tone transformation parameter. In a case where the
linear or curved approximation method 1s used, the coetli-
cient of the function expression of the linear or curved
approximation may be used as the color tone transformation
parameter. In a case of using gamma correction (similar to
curved approximation), gamma values are obtained by using
the associated values, and the obtained gamma values may be
used as color tone transformation parameter.

The color tone transformation parameter determining unit
46 cvaluates the color tone transformation parameter and
determines whether the color tone transformation parameter
1s appropriate (Steps S170, S180).

In a case where the color tone transformation parameter 1s

evaluated as 1nappropriate (No 1n Step S180), the operation 1s
terminated. In a case where the color tone transformation
parameter 1s evaluated as appropnate (Yes 1n Step S180), the
operation proceeds to the next step.

As a method for determining whether the color tone trans-
formation parameter of Step S140 1s approprnate, there 1s, for
example, a method of determiming the deviated amount from
a parameter 1n which mput and output match each other
during color tone transformation.

Supposing that color tone transformation 1s 1llustrated as a
graph, the deviated amount may be determined using the
following measurements:

a) Accumulated value of absolute value of the di
input and output;

b) Accumulated value of a square value of the difference of
input and output;

¢) Maximum value of absolute value of the difference of input
and output; or

d) Maximum value of absolute value of inclination of the
graph.

Supposing an evaluated value 1s within a predetermined
range as a result of the determination using the measure-
ments, the color tone transformation parameter can be deter-
mined to be appropriate.
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The determining of whether the color tone transformation
parameter 1s appropriate 1s for determining whether 1t 1s sig-
nificant to conduct color tone transformation by using the
color tone transformation parameter. Thus, the determining
of whether the color tone transformation parameter 1s appro-
priate may be referred to as determining of convergence of
color tone transformation. Accordingly, Step S180 may be
omitted according to necessity. Examples where color tone
transformation has little signmificance are described as follows.
a) Case where there 1s No Change of Image Data Before and
alter Color Tone Transformation

FIG. 14 A 1s a schematic diagram illustrating an example of
a color tone transformation parameter 1n a case where 1mage
data does not change before and after color transformation. In
FIG. 14 A, 1n a case where a color tone transformation param-
cter 1s illustrated 1n a graph, the color tone transformation
parameter substantially matches the line indicating that input
and output are equivalent (y=x). If the color tone transforma-
tion 1s gamma correction, the gamma value would substan-
tially match 1.0. In this case, there 1s substantially no signifi-
cance 1n conducting color tone transformation.

b) Case where there 1s an Extreme Change of Image Data
Betore and after Color Tone Transformation

FIGS. 14B and 14C are schematic diagrams illustrating
examples of a color tone transformation parameter in a case
where there 1s an extreme change of 1mage data before and
after color tone transformation, respectively. In FIG. 14B, 1n
a case where a color tone transformation parameter 1s 1llus-
trated 1n a graph, the color tone transformation parameter
significantly deviates from the line indicating that input and
output are equivalent (y=x). In this case of FIG. 14B, 1t 1s
preferable not to perform color tone transformation because
the color tone of the user printed material 1s significantly
changed by color tone transformation. In FIG. 14C, the color
tone transformation parameter 1s extremely undulate and dis-
continuous compared to the line indicating that input and
output are equivalent (y=x). In this case of FIG. 14C, 1t 1s
preferable to not perform color tone transformation because
the color tone of the user printed material 1s discontinuously
changed by color tone transformation. If the color tone trans-
formation 1s gamma correction, the gamma value would
either be substantially close to O or significantly greater than
1 1n the case of FIG. 14B.

As 1llustrated in FI1G. 14C, 1n general, 1t 1s not preferable to
perform color tone transformation when multiple 1nput val-
ues correspond to a single output value or when the points of
color tone transformation are discontinuous. Nevertheless,
depending on the conditions (e.g., degree 1n which the points
are discontinuous), color tone transiformation may be per-
formed even 1n a case similar to FIG. 14C.

As 1llustrated in FIG. 14D, it can be determined that image
data does not significantly change before and after color tone
transformation in depending on whether the color tone trans-
formation parameter 1s within a predetermined range with
respect to the line indicating that input and output are equiva-
lent (y=x). That 1s, 1t can be determined whether an output
value of the color tone transformation parameter 1s +d % or
within a pixel value range D with respect to each input value
of the color tone transformation parameter.

In a case where the color tone transformation parameter 1s
approprate (Yes in Step S180), the color tone transformation
unit 47 performs color tone transformation on the original
image data (Step S190). By performing color tone transior-
mation with the color tone transformation parameter, the
original image data 1s updated.

Thereby, a single round of a color tone transformation
operation 1s finished. As a method of color tone transforma-
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tion, there 1s, for example, a transformation method using
gamma correction and a transformation method usinga LUT
(Look-Up Table).

The color tone transformation operation 1s repeated for a
predetermined number of times. Accordingly, in a case where
the number of times of performing the color tone transforma-
tion operation has reached the predetermined number of
times ( Yes 1n Step S200), the color tone transformation opera-
tion of FI1G. 19 1s terminated. Although satistactory color tone
transformation can be performed even where the color tone
transiformation operation 1s performed only once, the preci-
sion of color matching can be improved by repeating the
number of times of performing the color tone transformation
operation.

In a case of continuing the color tone transformation opera-
tion (No 1n Step S200), the same steps are performed where a
color matched original image data 1s input to the user printer
200 and output from the user printer 200 (Step S120). All of
the original image data used 1n the subsequent loop may be
original image data that have been subjected to the color tone
transiormation.

It 1s to be noted that, processes such as estimating the color
tone characteristic of the user printer 200 or transforming the
color tone may be performed on original image data or origi-
nal image data which has already been subjected to the color
tone transformation process. For example, the color tone
transformation process may be performed 1n 2 types of pat-
terns. The first type 1s performing the color tone transforma-
tion process two times in which color tone transformation 1s
performed on original image data for the first time, and color
tone transformation 1s performed for the second time on the
original 1mage data being subjected to the color tone trans-
formation process. The second type 1s performing the color
tone transformation process two times 1 which color tone
transformation 1s performed on original image data for the
first time, then, color tone transformation 1s performed on
original image data for the second time, and then compositing
(combining) the results of the first and second color tone
transformation processes. The first and the second types of
color tone transformation processes may be performed
according to circumstance. It 1s preferable to use the first type
in a case where a simple sequential operation 1s desired. It 1s
preferable to use the second type 1n a case of avoiding accu-
mulation of error due to performing the color tone transior-
mation process on the original image data for multiple times.

Although there are 3 conditions for terminating the color
tone transformation in FIG. 13, all 3 conditions do not nec-
essarily need to be set. That 1s, one or more of the conditions
may be omitted according to circumstance. It 1s, however,
preferable to set at least one of the 3 conditions 1n FIG. 13.

In this embodiment, although the color space used 1s the
same as the color space used in reading 1mage data with the
scanner 300, 1t 1s preferable to change color space to a device-
independent color space by using a color profile of the scan-
ner 300 because the color space used 1s a device-dependent
color space. As an example of a device-independent color
space, there 1s, for example, a device-independent RGB color
space or a device-independent XY Z color space.

In a case of processing output image data after performing
color tone transformation 1n a L*a*b* color space, 1t 1s also
necessary to perform color tone transformation on original
image data in the L*a*b* color space. Further, the estimating
of color reproduction characteristic, the determining of color
tone transformation parameter, and the performing of color
tone transiformation in the L*a*b* color space. However, 1t 1s
necessary to return the color space to its mitial color space
after color tone transformation has been performed.
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|Other Examples of Color Tone Transformation]
(1) Transtorming TRC (Tone Reproduction Curve)
A TRC 1s transformed based on halftone dot density corre-
sponding to an original 1mage.
Color a—halitone density A
Color b—halftone density B

If the color a becomes the color b according to the color
tone transformation parameter, the halftone density A 1s
transformed to the halftone density B.
(2) Replacing 1n Unaits of Pixels (Use Matrix or List as LUT).

Replace color of nearest pixel which 1s to become the same
output color with original color
(3) Applying Diflerence to Transformation Matrix and Using,
the Matrix on the Original Image Data

Achieve color tone transforming by obtaining difference
between reference 1image data and user image data, applying
the obtained difference to a color tone transformation param-
cter, and using the color tone transformation parameter on the
original image data. In this case, the amount of deviation from
a straight line indicating that two gradations are equivalent
(y=x) 1s used as the color tone transformation parameter
where the horizontal axis represents the gradation of the
reference 1mage data and the vertical axis represents the gra-
dation of the user image data. In the case of applying the
difference to the color tone transformation parameter, the
difference may be applied so that the weight of the color tone
transiformation parameter increases as the amount of devia-

tion 1ncreases.
(4) Using the ICC (International Color Consortium) Profile
In the ICC profile, the parameter or LUT for converting the
device-dependent color space to a PCU (Profile Connection
Space) 1s determined by using the color tone transformation
parameter. In a case where an iput profile 1s attached to the
original image data, the original image data may be updated
with the mput profile. If no input profile 1s attached to the
original image data, the original image data may be generated
and have the input profile attached thereto. Alternatively, an
output profile may be updated 1nstead of the input profile.
Although a single color tone transformation parameter 1s
estimated with respect to original 1mage data in the above-
described embodiment, more than one color tone transtforma-
tion parameter may be estimated. For example, 1n a case
where original image data 1s divided into blocks, color tone
transformation may be performed by estimating color tone
transformation parameters for each of the divided blocks of
the original image data. In the case of performing color tone
transformation for each block, color tone may be discontinu-
ous at the borders of the blocks. Therefore, color transforma-
tion may be performed by calculating color tone transforma-
tion parameters with respect to each pixel of the original
image data or with respect to each region (smaller than a
block) of the original image data, so that the discontinuity can
be prevented.

Second Embodiment

According to the following second embodiment of the
present invention, the first image output apparatus 1s a display,
the second 1mage output apparatus 1s a projector, and the
image reading unit 1s a digital camera. In this embodiment, 1t
1s possible to obtain a color profile by, for example, displaying
a color chart in view that both the first and the second image
output apparatuses conform to the management (control) of
the user. However, by using the below-described method,
color matching can be performed without having to use a
color profile.
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FIG. 15 1s a schematic diagram 1llustrating an example of a
color tone transformation parameter generation system 600
according to the second embodiment of the present invention.
The color tone transformation parameter generation system
600 includes the computer 100, a projector 800, and a digital
camera 900 that are connected to the network 500.

In comparison with the color tone transformation param-
cter generation system 600 of FI1G. 3, the color tone transior-
mation parameter generation system 600 of FIG. 15 has:

a) the display 109 corresponding to the reference printer 400;
b)areterence display screen of the display 109 corresponding,
to the reference printed material;

¢) the projector 800 corresponding to the user printer 200;
d) a user display screen projected by the projector 800 corre-
sponding to the user printed material; and

¢) the digital camera 900 corresponding to the scanner 300.

In the first embodiment, the L*a*b* color space 1s used as
the uniform color space because printers are used as the image
output apparatuses. In the second embodiment, the L*u*v*
color space 1s used as the uniform color space because the
display 109 and the projector 800 are used as the image output
apparatuses. Because the functional block diagram of the
second embodiment 1s the same as that of the first embodi-
ment, the functional block diagram of the second embodi-
ment 1s omitted.

FIG. 16 1s a flowchart illustrating an example of an opera-
tion of generating a color tone transformation parameter by
the color transformation parameter generation system 600 or
the MFP 700 according to the second embodiment of the
present invention. The steps in the operation 1llustrated in
FIG. 16 are substantially the same as those 1llustrated in FIG.
13 except that the apparatuses are different. In FIG. 16, steps
that are the same as those of FIG. 13 are not further explained.

The color tone reproduction characteristic of the display
109 1s estimated by, for example, the color tone reproduction
characteristic estimating unit 45 (Step S310). That 1s, the
color tone reproduction characteristic of the display 109 is
estimated based on the reference display screen output by the
display 109 and the original image data.

Then, the user projects the original 1image data with the
projector 800 (Step S320). The user display screen 1s obtained
by projecting the original image data by using the projector
800.

Then, the color tone transformation parameter determining,
unit 46 evaluates the user display screen (Step S330). That 1s,
the color tone transformation parameter determinming unit 46
compares the user display screen and the reference display
screen and evaluates the quality of the user display screen
based on the comparison (Step S340). In a case where the
quality of the user display screen 1s appropriate (Yes 1n Step
S5340), the operation 1s terminated. In a case where the quality
of the user display screen 1s mnappropriate (No 1n Step S340),
the operation proceeds to Step S350.

As for the method of evaluating the quality of the user
display screen, there 1s a method of, for example, using the
color difference with respect to the reference display screen.
As for other methods, there 1s, for example, a method of using
the hue difference or a method of using the ditference of the
absolute value of each color component. The evaluation of
quality of the user display screen may be performed by visual
observation. The methods for evaluating the quality of the
user display screen are substantially the same as those of the
first embodiment.

a) Evaluation Method Using Color Difference

Color difference 1s the distance between two colors 1 a
L*a*b* color space or a L*u*v* color space. In this embodi-
ment, color difference 1s described with the L*u*v* color
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space because the display 109 and the projector 800 are used
as the 1mage output apparatuses. The color difterence AE*
of the L*u*v* color space 1s defined by the following expres-
$1011.

AE $Hv=\/(&L*)2+(&H*)2+(&V*)2 [Expression 4]

In this embodiment, (AL*, Au*, Av*) represents the color
difference between two colors 1n the L*u*v* color space. An
example of steps for obtaining the color difference between
the reference display screen and the user display screen 1s
described as follows.

(1) Reference image data i1s obtained by reading the reference
display screen with the digital camera 900.

(2) User image data 1s obtained by reading the user display
screen with the digital camera 900 (same digital camera 900
used 1n step (1)).

(3) The reference 1image data and the user 1mage data are
transformed to a device-independent color space (e.g., XY Z
color space) by using a color profile of the digital camera 900.
(4) The reference 1mage data and the user image data being
transformed into device-independent color space are further
transiformed to the L*u*v* color space.

(5) The color difference of each pixel 1s obtaimned by the
expression 4.

In this embodiment, the reference display screen and the
user display screen are read by the same digital camera 900.
Alternatively, the reference display screen and the user dis-
play screen may be read by separate digital cameras 900
under a condition where the color profile of the digital camera
900 can be transformed to the device-independent color space
by using the color profile of the digital camera 900.

In a case where only a single digital camera 900 1s used, the
reference display screen and the user display screen do not
necessarily need to be transformed to a device-independent
color space by using the color profile of the digital camera
900. Although transformation to the device-independent
color space may be necessary 1 a case ol quantitatively
evaluating the value of color difference because the absolute
value 1s essential, the transformation to the device-indepen-
dent color space may be omitted 1n a case of qualitatively
evaluating the value of color difference because the transior-
mation 1s not necessary as long as the relative tendency can be
obtained.

After the color difference of each of the pixels 1s obtained,
the quality of the user printed material can be evaluated by
statistically analyzing the data pertaiming to the color differ-
ence of the color pixels. As for the methods of analyzing the
color difference of the pixels, there 1s, for example, a method
of analyzing an average value of the color difference of the
pixels, analyzing the maximum value of the color difference
of the pixels, analyzing the distribution of the color difference
of the pixels, and analyzing the variance of the color differ-
ence of the pixels.

In a case of determining whether the quality of the user
printed material 1s appropnate, the criterion for such deter-
mination may be, for example, whether the average color
difference 1s within a predetermined range, whether the maxi-
mum color difference 1s within a predetermined range, or
whether the variance 1s within a predetermined range. In the
case of evaluating the quality of the user display screen, it 1s
preferable to omit the 1image data pertaining to a contour
portion of the contents of the image data. This 1s due to, for
example, the difficulty of perfectly matching the contour
portion during a position matching process required to be
performed afterwards or the difference of reproduction char-
acteristic of the contour portion (tint, sharpness) among dis-

plays.
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Because the area of the contour portion of the display
screen 1s an extremely small relative to the entire area of the
display screen, the area of the contour portion has little effect
to the evaluation of the entire color tone (performed by visual
observation). In quantitative evaluation, the color difference
ol the contour portion 1s liable to become an outlier and cause
loss of reliability of the evaluation result. Therefore, an evalu-
ation result having a higher precision 1s anticipated by 1gnor-
ing the data of the contour portion.

b) Evaluation Method Using Hue Ditlerence

The hue difference AH* , of the L*u*v* color space 1s

defined by the following expression.

AHY* NV(AE* P (AL¥)-(AC* Y [Expression 5]

In this embodiment, AE*  represents color difference,
(AL*, Au™*, Av*) represents the chromaticity difference
between 2 colors, and AC* represents difterence of chroma.
The chroma “AC* " 1s defined by the following expression.

C $HFZV(H*)2+(V*)2 [Expression 6]

Although the steps for obtaining hue difference between
the reference display screen and the user display screen are
the same as the steps for obtaining the color difference, hue
instead of color difference 1s calculated. Further, the method
for statistically analyzing hue difference and the method for
evaluating quality of hue difference are also the same those of
the color difference.
¢) Evaluation Method Using Absolute Value of Difference
Each Color Component

With this method, the absolute value of the difference of
cach color component 1n a predetermined color space of the
reference display screen and the user display screen is
obtained, and the obtained absolute value 1s evaluated. For
example, 1n a case where the color space 1s an RGB color
space, the absolute value of the difference of R component
values, the absolute value of the difference of G component
values, and the absolute value of the difference of B compo-
nent values are used.

The steps for obtaining the absolute value of the difference
of each color component between the reference display
screen and the user display screen are described as follows.
1) Reference image data 1s obtained by reading the reference
display screen with the digital camera 900.

(2) User image data 1s obtained by reading, the user display
screen with the digital camera 900 (same digital camera 900
used 1n step (1)).

(3) The reference 1mage data and the user image data are
transformed to a device-independent color space by using a
color profile of the digital camera 900.

(4) The absolute value of the difference of each color com-
ponent for each pixel 1s obtained atfter the transtorming of the
color space.

Similar to the case of obtaining the color difference, the
reference display screen and the user display screen do not
necessarily need to be transformed to a device-independent
color space by using the color profile of the digital camera
900. The absolute value of the ditference of each of the color
components may be directly obtained from a device-depen-
dent color space of the digital camera 900. Further, the sta-
tistical analyzing method and the quality determining method
are also the same those of the case of obtaining color differ-
ence.

The geometric transformation parameter estimating unit
42 estimates the color tone reproduction characteristic of the
projector 800 (Step S350). In this step, the color tone repro-
duction characteristic of the projector 800 1s estimated based
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on the user image data output and displayed on the user
display screen by the projector 800 and the original image
data.

Then, the color tone transformation parameter determining,
unit 46 obtains the color tone transformation parameter (Step
S5360). That 1s, the color tone transformation parameter 1s
obtained by combiming the color tone reproduction charac-
teristic of the reference display 109 and the color tone repro-
duction characteristic of the projector 800. An example of the

steps for obtaining the color tone transformation parameter 1s
described as follows.

(1) Select a given value of a given color component of original
image data;

(2) Obtain value s of reference 1mage data corresponding to
value a of selected color component from the color tone
reproduction characteristic data of the display 109;

(3) Obtain value b of original 1mage data corresponding to
obtained value s of reference 1image data from the color tone
reproduction characteristic data of the projector 800;

(4) Associate the color component values a and b to each
other, and record the associated color components; and

(5) Repeat steps (1) to (4) with respect to each value of each
color component of the original image data.

Accordingly, the color tone transformation parameter can
be obtained by directly using the associated values or by
processing the associated values and using the processed
values.

a) Case of Directly Using the Associated Values

A pair(s) of the associated values 1s used as a LUT (Look-
up Table), and the LUT 1s used as a color tone transformation
parameter.

b) Case of Processing the Associated Values and Using the
Processed Values

The associated values are processed by the above-de-
scribed methods performed 1n estimating the transformation
characteristic (e.g., method of using the moving average,
method of linear or curved approximation, method of reduc-
ing gradation). After the associated values are processed, the
processed associated values are used. The associated values
are used as a LUT. Thus, similar to step a), the LUT 1s used as
a color tone transformation parameter. In a case where the
linear or curved approximation method is used, the coefli-
cient of the function expression of the linear or curved
approximation may be used as the color tone transformation
parameter. In a case of using gamma correction (similar to
curved approximation), are gamma values are obtained by
using the associated values, and the obtained gamma values
may be used as color tone transformation parameter.

The color tone transformation parameter determining unit
46 evaluates the color tone transformation parameter and
determines whether the color tone transformation parameter
1s appropriate (Step S370). In a case where the color tone
transformation parameter 1s evaluated as appropriate (Yes in
Step S380), the operation proceeds to the next step. In a case
where the color tone transformation parameter 1s evaluated as
iappropriate (No i Step S380), the operation 1s terminated.

The determining of whether the color tone transformation
parameter 1s appropriate 1s for determining whether 1t 1s sig-
nificant to conduct color tone transformation by using the
color tone transformation parameter. Thus, the determining
of whether the color tone transformation parameter 1s appro-
priate may be referred to as determining of convergence of
color tone transformation. Accordingly, Step S370 may be
omitted according to necessity. Examples where color tone
transformation has little significance are substantially the
same as those of the first embodiment.
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In a case where the color tone transformation parameter 1s
appropriate (Yes in Step S380), the color tone transformation

unit 47 performs color tone transformation on the original
image data (Step S390). By performing color tone transior-
mation with the color tone transformation parameter, the
original 1mage data 1s updated. Thereby, a single cycle of a
color tone transformation operation 1s finished.

In this embodiment, although the color space used i1s the
same as the color space used in reading 1mage data with the
digital camera 900, 1t 1s preferable to change color space to a
device-independent color space by using a color profile of the
digital camera 900 because the color space used 1s a device-
C
C

ependent color space. As an example of a device-indepen-
ent color space, there 1s, for example, a device-independent
RGB color space or a device-independent XY Z color space. It
1s more preferable to transform to the color space to a umiform
color space such as the L*u*v* color space.

In a case of processing output image data after performing
color tone transformation 1n a L*u*v* color space, 1t 1s also
necessary to perform color tone transformation on original
image data in the L*u*v* color space. Further, the estimating
ol color reproduction characteristic, the determining of color
tone transformation parameter, and the performing of color
tone transformation 1n the L*u*v* color space. However, 1t 1s
necessary to return the color space to 1ts initial color space
alter color tone transiformation has been performed.

Third Embodiment

In the third embodiment, instead of performing a color tone
transformation process on original image data as in the first
embodiment, the color tone transformation parameter gen-
eration system 600 changes the method of color separation
(converting original image data to CMY or CMYK) with a
color tone transformation parameter 1n a case of outputting
the original 1image data. By changing the color separation
method with the color tone transformation parameter, the
output results of the first and the second image output appa-
ratuses can be matched.

Because the schematic diagram illustrating the configura-
tion of the color tone transformation parameter generation
system 600 and the functional block diagram of the third
embodiment are substantially the same as those of the first
embodiment, the schematic diagram illustrating the configu-
ration of the color tone transformation parameter generation
system 600 and the functional block diagram of the third
embodiment are omitted.

FI1G. 17 1s a flowchart 1llustrating an example of an opera-
tion ol generating a color tone transformation parameter by
the color transformation parameter generation system 600 or
the MFP 700 according to the third embodiment of the present
invention. The steps 1n the operation 1llustrated in FIG. 17 are
substantially the same as those 1llustrated in FIG. 13 except
that the step of performing color tone transformation on origi-
nal image data (Step S190) 1s replaced with a step of convert-
ing the color separation method of the user printer (Step
S192). In FIG. 17, steps that are the same as those of FIG. 13
are not further explained. Thus, Step S192 i1s mainly
described as follows.

In Step S192, the color tone transformation unit 47 changes
the color separation method of the user printer 200 (Step
S5192). More specifically, the color tone transformation unit
4’7 changes the color separation method of the user printer 200
by using a color tone transformation parameter.

In changing the color separation method, there 1s a first
method 1 which a parameter(s) 1s changed without having to
change the color separation method, and a second method 1n
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which the color separation method itself 1s changed. As one
example of the first method, there 1s a method of changing the

content of a LUT according to the color tone transformation
parameter 1n a case where color separation 1s performed by
using the LUT. This example of the first method 1s performed
as follows:

(1) Obtain a corresponding relationship of colors of the origi-
nal image data (a, b) based on the color tone transformation
parameter obtained 1n Step S160;

(2) Obtain CMY/CMYK density B corresponding to color b
according to the LUT;

(3) Replace CMY/CMYK density A corresponding to color a
according to the LUT with the CMY/CMYK density B; and
(4) Repeat steps (1) to (3) with respect to each color.

In a case where separate LUTS are used 1n correspondence
with each of the color components, color separation 1s per-
formed with the above-described steps (1)-(4). In a case
where the LUT 1s defined three-dimensionally, 1t 1s necessary
to obtain the color tone transformation parameter in corre-
spondence with the three-dimensionally defined LUT. That
1s, although the color tone transformation parameter is
obtained 1n correspondence with each color component in the
first embodiment, the third embodiment requires the corre-
sponding relationship of colors to be obtained 1n correspon-
dence with a combination of 3 color components and obtain
the color tone transformation parameter in the case where the
LUT 1s defined three-dimensionally. In a case where there 1s
a missing element 1n the color tone transformation parameter
or the LUT, a known interpolation method such as linear
interpolation or cubic interpolation 1s to be used according to
necessity.

As an example of the second method, there 1s a method 1n
which an optimum color separation method (1.e. a color sepa-
ration method that 1s most suitable for the obtained color tone
transformation parameter) 1s selected from multiple color
separation methods registered beforehand. This method 1s
performed as follows:

(1) Prepare multiple color separation methods;

(2) Associate a particular color tone transformation parameter
to each of the color separation methods and register the color
separation methods 1n association with the particular color
tone transformation parameter; and

(3) Select a color separation method associated to the color
transiformation parameter which 1s most similar to the color
tone transformation parameter obtained 1n Step S160.

In the second method, multiple color tone transformation
parameters that are similar to the obtained color tone trans-
formation parameter may be obtained, and the color separa-
tion results using the similar color tone transformation
parameters may be combined by using the degree of similar-
ity of the color tone transformation parameters as a weight.

Fourth Embodiment

In the fourth embodiment, instead of obtaining the color
tone transformation parameter in correspondence with each
color component, the color tone transformation parameter
generation system 600 generates the color tone transforma-
tion parameter 1n correspondence with each pixel of the origi-
nal 1image data (1.e. generates the color tone transformation
parameter 1n units of pixels) and performs color tone trans-
formation separately 1n units of pixels. In a case where color
tone transformation 1s performed on original image data
including plural pixels mitially having the same color accord-
ing to the first embodiment, all of the plural pixels of the same
color are transformed into the same color. In the fourth
embodiment, even where the original image data includes
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plural pixels 1nitially having the same color, color tone trans-
formation can be performed with respect to each of the plural
pixels mstead of transforming the plural pixels into the same
color.

Because the schematic diagram illustrating the configura-
tion of the color tone transformation parameter generation
system 600 and the functional block diagram of the fourth
embodiment are substantially the same as those of the first
embodiment, the schematic diagram illustrating the configu-
ration of the color tone transformation parameter generation
system 600 and the functional block diagram of the fourth
embodiment are omitted.

FIG. 18 1s a flowchart illustrating an example of an opera-
tion of reading a reference printed material and a user printed
material with the image reading unit 41 and generating color
tone reproduction characteristic data with, for example, the
color tone reproduction characteristic estimating unit 45.
FIG. 19 1s a flowchart illustrating an example of an operation
of generating a color tone transformation parameter by the
color tone transformation parameter generation system 600
or the MFP 700 according to the fourth embodiment of the
present invention.

InFI1G. 18, Step S104 of F1G. 9 1s replace with Step S1041.
In Step S1041, the color component value associating unit 44
associates the colors of the original image data and the colors
ol the reference 1mage data (or the user image data). That 1s,
in Step S1041, color association data 1s generated by associ-
ating a color of a corresponding pixel of the reference image
data (or user image data) to a color of each pixel of the original
image data by using pixel association data. Step S1041 may
be performed together with Step S103.

The color tone reproduction characteristic estimating unit
435 uses the color association data as color tone reproduction
characteristic data (Step S1051).

The steps in the operation 1illustrated 1n FIG. 19 are sub-
stantially the same as those illustrated 1n FIG. 15 except that
the step of obtaining the color tone transformation parameter
(Step S160) and the step of performing color tone transior-
mation on original image data (Step S190) are different.

In Step S160, the color tone transformation parameter
determining unit 46 obtains the color tone transformation
parameter (Step S160). That 1s, 1n this step, the color tone
transformation parameter 1s obtained by combining the color
tone reproduction characteristic data of the reference printer
400 and the color tone reproduction characteristic data of the
user printer 200. The color tone transformation parameter 1s
obtained as follows:

(1) Select a given pixel of original image data;

(2) Obtain a color s of output image data corresponding to
color a of the selected pixel from the color tone reproduction
characteristic data of the reference printer 400;

(3) Obtain a color b of original image data corresponding to
obtained color s of user image data from the color tone repro-
duction characteristic data of the user printer 200;

(4) Associate the colors a and b to each other, and record the
associated colors; and

(5) Repeat steps (1) to (4) with respect to each pixel of the
original 1image data.

The above-described associated data are used as data of the
LUT. One or more pixels corresponding to a color(s) of the
reference image data may be included 1n the user image data.
In a case of obtaining the color tone transformation parameter
where there are plural corresponding pixels, one or more
colors of a pixel nearest to the selected pixel may be used 1n
which the distances from the selected pixel are combined as a
weilght. In a case of obtaining the color tone transformation
parameter where there are no pixel in the user image data
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corresponding to the color of the reference image data, one or
more colors b' of the user image data corresponding to color
a' being similar to the color a of the reference image data may
be obtained and used. Similar to the case where there are
plural colors b corresponding to the color a, one or more
colors of a pixel nearest to the selected pixel may be used 1n
which the distances from the selected pixel are combined as a
weight.

Then, the color tone transformation unit 47 performs color
tone transformation on the original 1image data in units of
pixels (Step S190). That 1s, 1n Step S190, color tone transior-
mation 1s performed on the original image data by using the
color tone transformation parameter 1n units of pixels, to
thereby update the original image data. In the color tone
transformation of the fourth embodiment, the pixel value of
cach pixel of the original 1image data 1s transformed with the
above-described LUT.

Because the color tone transformation parameter 1s gener-
ated 1n units of pixels according to the fourth embodiment,
even 1n a case where plural pixels having the same color are
included, color tone transformation can be performed without
transforming the plural pixels into the same color.

The present invention 1s not limited to the specifically
disclosed embodiments, and variations and modifications
may be made without departing from the scope of the present
ivention.

The present application 1s based on Japanese Priority
Application No. 2011-165810 filed on Jul. 28, 2011, the
entire contents of which are incorporated herein by reference.

What 1s claimed 1s:

1. An 1image processing apparatus comprising:

a transformation unit configured to reproduce a color tone
of a first output data of an original 1mage data output
from a first image output apparatus by using a second
output data of the original 1mage data output from a
second 1mage output apparatus;

an estimating unit configured to estimate first and second
geometric transformation parameters;

an associating unit configured to generate first and second
color component value association data; and

a determiming unit configured to generate a color tone
transformation parameter based on a combination of
pixel values 1n which a pixel value of the first image
output data 1s substantially equivalent to a pixel value of
the second 1mage output data;

wherein the transformation unit 1s configured to transform
pixel values of the original image data with the color
tone transformation parameter generated by the deter-
mining unit;

wherein the associating unit 1s configured to detect at least
a first pixel located in corresponding positions of the
original image data and the first output data based on the
first geometric transformation parameter and at least a
second pixel located 1n corresponding positions of the
original image data and the second output data based on
the second geometric transformation parameter;

wherein the associating unit 1s configured to generate the
first and second color component value association data
based on the detected first and the second pixels.

2. The 1image processing apparatus as claimed 1n claim 1,

wherein the determining unit 1s configured to

read out a first pixel value associated to a pixel value of an
arbitrary pixel of the original 1image data based on the
first color component value association data,

read out a second pixel value of the original image data
associated to the first pixel value based on the second
color component value association data, and
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record the pixel value of the arbitrary pixel in association

with the second pixel value.

3. The image processing apparatus as claimed 1n claim 2,
wherein the associating unit 1s configured to generate the first
and the second color component value association data after
the original image data, the first output data, and the second
output data are transformed in a device-independent color
space.

4. The image processing apparatus as claimed 1n claim 3,
wherein the determining unit 1s configured to determine
whether the color tone transformation parameter 1s appropri-
ate when at least one of first and second conditions 1s satisfied,
wherein the first condition 1s whether the color tone transfor-
mation parameter 1s within a predetermined range, wherein
the second condition 1s whether a difference between a pixel
value before being transformed by the color tone transforma-
tion parameter and a pixel value after being transformed by
the color tone transformation parameter satisfies a predeter-
mined criterion.

5. The 1mage processing apparatus as claimed 1n claim 3,
turther comprising:

another estimating unit configured to determine first and

second association parameters, the {first association
parameter associating the original image data of the first
color component value association data with the first
output data, and the second association parameter asso-
ciating the original 1mage data of the second color com-
ponent value association data with the second output
data;

wherein the other estimating umt 1s configured to deter-

mine the first association parameter that associates the
first output data with the original image data after gra-
dation of the original image data 1s reduced, and deter-
mine the second association parameter that associates
the second output data with the original image data after
gradation of the original image data 1s reduced.

6. The 1image processing apparatus as claimed 1n claim 5,
wherein other estimating unit 1s configured to reduce grada-
tion by assuming that a single gradation i1s equivalent to one
section of the gradation of the oniginal 1mage data being
unevenly divided so that the number of pixels become uni-
form.

7. The image processing apparatus as claimed 1n claim 4,

wherein 1n a case where the determining unit determines

that the color tone transformation parameter 1s appropri-
ate, the associating umit 1s configured to generate a third
color component value association data associating a
third output data with a color component value of a
corresponding pixel of the original image data, the third
output data being output by the second 1image output
apparatus by using the original image data having pixel
values transformed by the transformation unit,

wherein the determining unit 1s configured to generate

another color tone transformation parameter based on
another combination of pixel values 1n which the pixel
value of the first 1mage output data 1s substantially
equivalent to the pixel value of the third image output
data.

8. The 1image processing apparatus as claimed 1n claim 2,
wherein the transformation unit 1s configured to transforms
pixel values of the original 1mage data to pixel values of a
different color space by using a lookup table;

wherein the determining unit 1s configured to read out the

combination of pixel values from the color transforma-
tion parameter, read out a third pixel value of a different
color space associated to a pixel value of an arbitrary
pixel of the combination of pixel values according to the
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lookup table, and replace the third pixel value with a
fourth pixel value of another different color space asso-
ciated to the arbitrary pixel of the combination of pixel
values according to the lookup table.

9. The 1image processing apparatus as claimed 1n claim 3,
wherein the determining unit 1s configured to evaluate match-
ing between the first and the second output data, wherein the
determining unit 1s configured to refrain from generating the
color tone transformation parameter when the determining
unit determines that the first and the second output data
match.

10. An 1mage processing system comprising;

a first image output apparatus;

a second 1mage output apparatus; and

an 1mage processing apparatus including:

a transformation unit configured to reproduce a color tone
of a first output data of an original 1mage data output
from the first image output apparatus by using a second
output data of the original image data output from the
second 1mage output apparatus;

an estimating unit configured to estimate first and second
geometric transformation parameters;

an associating unit configured to generate first and second
color component value association data; and

a determining unit configured to generate a color tone
transformation parameter based on a combination of
pixel values i which a pixel value of the first image
output data 1s substantially equivalent to a pixel value of
the second 1mage output data;

wherein the transformation unit 1s configured to transform
pixel values of the original image data with the color
tone transformation parameter generated by the deter-
mining unit;

wherein the associating unit 1s configured to detect at least
a first pixel located in corresponding positions of the
original image data and the first output data based on the
first geometric transformation parameter and at least a
second pixel located 1n corresponding positions of the
original image data and the second output data based on
the second geometric transformation parameter;

wherein the associating unit 1s configured to generate the
first and second color component value association data
based on the detected first and the second pixels.

11. An 1mage processing method comprising the steps of:

a) reproducing a color tone of a {first output data of an
original image data output from a first image output
apparatus by using a second output data of the original
image data output from a second 1mage output appara-
tus;

b) estimating first and second geometric transformation
parameters;

¢) generating first and second color component value asso-
ciation data; and

d) generating a color tone transformation parameter based
on a combination of pixel values in which a pixel value
of the first image output data 1s substantially equivalent
to a pixel value of the second 1mage output data;

wherein the step a) includes transtorming pixel values of
the original image data with the color tone transforma-
tion parameter generated 1n the step d);

wherein the step ¢) includes detecting at least a first pixel
located 1n corresponding positions of the original image
data and the first output data based on the first geometric
transformation parameter and at least a second pixel
located 1n corresponding positions of the original image
data and the second output data based on the second
geometric transformation parameter:;
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wherein the step ¢) includes generating the first and second
color component value association data based on the
detected first and the second pixels.
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