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ABSTRACT

A method for control of real-time traffic entry of a managed
packet network includes the step of receiving, from a border
clement processor, a first message indicative ol a new active
registration request associated with a client. The border ele-
ment processor 1s one of a plurality of border element pro-
cessors at an edge of a managed packet network controlling
packets (e.g., relating to real-time multimedia traffic) enter-
ing the managed packet network. The method also 1ncludes
the step of load balancing, by a load balancing engine, the
new active registration request across the plurality of border
clement processors and assigning the client to a designated
border element processor. A second message 1s generated in
response to the new activation registration request. The sec-
ond message includes a parameter 1dentitying the designated
border element processor assigned to the client.
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METHOD AND APPARATUS FOR
CONTROLLING TRAFFIC ENTRY IN A
MANAGED PACKET NETWORK

FIELD OF THE INVENTION

e

The 1nvention generally relates to the control of traffic
entering a managed packet network. The invention also
relates to control of traffic entry by load balancing registra-
tions of clients using a load balancing engine within the
managed packet network.

BACKGROUND OF THE INVENTION

Multimedia operators can deploy networks over which
real-time traffic (e.g., voice data, video or multimedia) 1s
carried with desired quality of service. The networks can
include border elements that act as gates for packets passing
into and out of the managed packet network. A client that
wants to use the managed packet network (e.g., send and
receive data, such as voice data) can register with the man-
aged packet network. Registration can be used to authorize
the use of the managed packet network and control the
amount ol packet traffic entering the managed packet net-
work. The traffic in the network can be Session Initiation
Protocol (SIP) traffic, which 1s used to establish multimedia
SesSs101S.

Currently, SIP clients send their registration requests to a
border element either by using the directly provisioned bor-
der element address or by using a Domain Name System
(DNS) look-up of the border element’s provisioned Fully
Qualified Domain Name (FQDN) and using DNS round robin
to choose a border element. This solution does not provide
adequate balancing of traific across border elements.

Most currently available SIP border elements are not aware
of the traflic coming through other border elements serving
the same network. DNS servers are also unaware of the cur-
rent registered clients on any given border element or the
utilization of those border elements by authorized or unau-
thorized packet traflic. This results 1n the arrival of new tratfic
towards border elements which are overloaded, while other
border elements in the same managed packet network are
under-utilized.

Currently, proxy devices do not keep track of valid, non-
expired registrations and require processing all requests by
clients to refresh registration with the network. Such an
approach 1s time consuming, inetlicient, and 1s not scalable to
large networks handling large numbers of clients and tratfic.
Furthermore, such an approach requires that the SIP proxy
device handle all registrations for all geographic locations to
enable reverting between ditierent border element processors
in the event that a border element processor fails. Therefore,
this solution 1s not scalable to a large network handling a large
number of clients and large amount of traffic in the network.

SUMMARY OF THE INVENTION

Tratlic (e.g., packets relating to real-time multimedia trai-
fic) entering the managed packet network can be controlled
by utilizing a network element (e.g., load balancing engine)
that recerves messages from border element processors
indicative of registration requests from clients and distributes
the registrations across the border element processors. The
border element processors can act as registration proxies and
also as gates for trailic passing through the network border
(e.g., into and from the managed packet network). The load
balancing engine network element can provide centralized,
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2

orderly control of real-time traific (e.g., voice, video or mul-
timedia data) entering the managed packet network by dis-
tributing registrations for clients (e.g., end users) across the
border element processors. Control of real-time traific entry
(e.g., SIP traffic) 1s accomplished by fair distribution of reg-
istrations among a group of border element processors (e.g.,
a border element group). In one aspect, the invention allows
administrative control to be performed by utilizing border
clement processors to control the distribution of traffic pass-
ing through the network border element processors.

In one aspect, the invention features a method for control of
traffic entry of a managed packet network. The method
includes the step of recerving, from a border element proces-
sor, a first message indicative of a new active registration
request associated with a client. The border element proces-
sor 1s one of a plurality of border element processors control-
ling data packets entering the managed packet network. The
method also includes load balancing (e.g., by a load balancing
engine) the new active registration request across the plurality
of border element processors and assigning the client to a
designated border element processor. The method also
includes the step of generating a second message 1n response
to the new activation registration request, the second message
including a parameter identifying the designated border ele-
ment processor assigned to the client.

In some embodiments, the second message includes a sec-
ond parameter identifying that the client has been load bal-
anced.

The load balancing engine can be a standalone entity (e.g.,
a separate and/or a distinct device from the border element
processors). In some embodiments, the load balancing engine
coexists within the border element processors (e.g., the func-
tionality of the load balancing engine i1s run on the border
clement processors).

In some embodiments, the border element processors
reside 1n a geographical location or reside 1n different geo-
graphical locations.

The new active registration request can be load balanced
across the plurality of border element processors based on at
least one of: a number of active registrations on each border
clement processor, a capacity of each border element proces-
sor, a client usage pattern, a client class of service or an
operator preference. In some embodiments, the step of load
balancing includes assigning one or more of the plurality of
border element processors to the client.

In some embodiments, a report including a number of
active registrations being handled by each of the plurality of
border element processors, traflic load levels of each of the
plurality of border element processors and/or available capac-
ity for each of the plurality of border element processors 1s
received by the load balancing engine. A new active registra-
tion request can be associated with one or more clients.

In some embodiments, the method includes recerving a
third message reflecting a register refresh request from the
client and reassigning a client from the designated border
clement processor to a second designated border element
processor. The method can also include transmitting, by a
load balancing engine, a fourth message to the designated
border element processor to migrate the client to the second
designated border element processor.

The method can also include performing, by a load balanc-
ing engine, network imtiated load balancing on at least one
client corresponding to at least one active registration. In
some embodiments, the method includes assigning the at
least one client to a newly designated border element proces-
sor. The method can also include transmitting, by a desig-
nated border element processor, a third message to redirect
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the at least one client to the newly designated border element
processor after the refresh registration request 1s sent by the
client.

In some embodiments, healthchecking 1s performed on the
plurality of border element processors to determine 1f any one
of the plurality of border element processors has failed or
recovered. At least one of the plurality of border element
processors can transmit a third message retlecting that the at
least one of the plurality of border elements processors are
responsive and can handle calls for the managed packet net-
work. This message can be receiwved by the load balancing
engine from the border element processors. Atleast one of the
plurality of border element processors can transmit a third
message (recetved by the load balancing engine) reflecting at
least one of calls being handled and resource usage levels. A
third message can be transmitted to the plurality of border
clement processors requesting a response that provides infor-
mation corresponding to at least one of calls being handled
and resource usage levels of the plurality of border element
Processors.

In some embodiments, it 1s determined that a previously
tailed border element processor has recovered and at least one
of the plurality of border element processors 1s informed to
migrate at least one active registration to the recovered border
clement processor. The step of informing can include trans-
mitting a third message to migrate at least one active regis-
tration, the third message including an identifier (e.g., 1den-
tifier corresponding to the client(s) associated with the active
registrations to be migrated). The i1dentifier can include at
least one of an area code, a directory number, a Session
Initiation Protocol uniform resource identifier (SIP URI) or
TEL uniform resource 1dentifier (TEL URI).

In another aspect, the invention features a method for con-
trol of traffic entry of a managed packet network. The method
includes receiving, at a border element processor, an active
registration request associated with a client. The border ele-
ment processor 1s one of a plurality of border element pro-
cessors controlling data packets entering the managed packet
network. The method also includes transmitting a message
indicative of the active registration request to a load balancing
engine to load balance the active registration request across
the plurality of border element processors.

In some embodiments, a border element processor deter-
mines whether the active registration request associated with
the client 1s a new active registration request or whether the
active registration request includes a parameter 1dentifying
that the client has been previously load balanced by the load
balancing engine. The border element processor can transmut,
to the load balancing engine, the message indicative of the
active registration request i1 the active registration request 1s
the new active registration request and does not include the
parameter.

In some embodiments, a border element processor receives
(e.g., from the load balancing engine) a second message 1n
response to the active registration request identitying a des-
1gnated border element processor assigned to the client. The
border element processor can inform the client of the desig-
nated border element processor.

Each of the plurality of border element processors can
transmit a second message to the load balancing engine i1den-
tifying a number of active registrations being handled by each
of the plurality of border element processors.

In yet another aspect, the mvention features a computer
program product, tangibly embodied in a computer readable
storage medium for control of traific entry of a managed
packet network. The computer program product includes
instructions operable to cause a data processing apparatus to
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4

receive, from a border element processor, a first message
indicative of a new active registration request associated with
a client. The border element processor 1s one of a plurality of
border element processors controlling data packets entering
the managed packet network. The new active registration
request 1s load balanced across the plurality of border element
processors and the client 1s assigned to a designated border
clement processor. A second message 1s generated 1n
response to the new activation registration request, the second
message mcluding a parameter identifying the designated
border element processor assigned to the client.

In some embodiments, the second message also includes a
second parameter identifyving that the client has been load
balanced.

In another aspect, the invention features a computer pro-
gram product, tangibly embodied in a computer readable
storage medium for control of traffic entry of a managed
packet network. The computer program product includes
istructions operable to cause a data processing apparatus to
receive an active registration request associated with a client
and transmit a message indicative of the active registration
request to a load balancing engine to load balance the active
registration request across a plurality of border element pro-
cessors controlling data packets entering the managed packet
network.

In some embodiments, the computer program product fur-
ther includes 1nstructions operable to cause a data processing
apparatus to determine whether the active registration request
associated with the client 1s a new active registration request
or whether the client has been previously load balanced by the
load balancing engine. The message indicative of the active
registration request 1s transmitted to the load balancing
engine 1f the active registration request 1s the new active
registration request.

In yet another aspect, the mvention features a managed
packet network system including a plurality of border ele-
ment processors for controlling data packets entering the
managed packet network. Each border element processor 1s
configured to recetve an active registration request associated
with a client and transmit a first message indicative of the
active registration request. The system also includes a load
balancing engine configured to receive the first message
indicative of a new active registration request associated with
the client and load balance the new active registration request
across the plurality of border element processors. The load
balancing engine 1s also configured to assign the client to a
designated border element processor and generate a second
message 1 response to the new activation registration
request. The term “configured to” can include a device that 1s
preconfigured to perform specific functionalities (e.g., func-
tionalities of the border element processor or the load balanc-
ing engine) or 1t can include a device that implements mstruc-
tions from a computer program product (e.g., software)
embodied in a computer readable storage medium to perform
the requisite Tunctionalities. The second message includes a
parameter 1dentifying the designated border element proces-
sor assigned to the client.

In some embodiments, the load balancing engine and the
border element processor coexist on a network device (e.g.,
the functionalities of the load balancing engine and the border
clement processor are executed by the same device). In some
embodiments, the load balancing engine i1s centralized and
the load balancing engine and the plurality of border element
processors exist on different respective network devices. The
load balancing engine and the border element processors can
ex1st 1n the same geographical location or can exist 1n differ-
ent geographical locations.
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The 1invention, 1 one aspect, features a managed packet
network system that includes means for receiving, from a
border element processor means, a first message indicative of
a new active registration request associated with a client
means. The border element processor means 1s one of a plu-
rality of border element processor means controlling data
packets entering the managed packet network. The system
also 1includes means for load balancing the new active regis-
tration request across the plurality of border element proces-
sor means and means for assigming the client means to a
designated border element processor means. The system also
includes means for generating a second message 1n response
to the new activation registration request, the second message
including a parameter identifying the designated border ele-
ment processor means assigned to the client means.

Other aspects and advantages of the imnvention can become
apparent from the following drawings and description, all of
which 1llustrate the principles of the invention, by way of
example only.

BRIEF DESCRIPTION OF THE DRAWINGS

The advantages of the invention described above, together
with further advantages, may be better understood by refer-
ring to the following description taken in conjunction with the
accompanying drawings. The drawings are not necessarily to
scale, emphasis instead generally being placed upon illustrat-
ing the principles of the mvention.

FIG. 1 shows border element processors at an edge of a
managed packet network, an associated load balancing
engine in the managed network, and a client registering with
the managed network, according to an illustrative embodi-
ment of the mvention.

FI1G. 2 shows border element processor modules at an edge
of a managed packet network, associated load balancing
engine modules of the managed packet network, and clients
registering with the managed packet network, according to
another 1llustrative embodiment of the invention.

FIG. 3A shows border element processors at an edge of a
managed packet network, a failure of a border element pro-
cessor and registration of a client after failure of the border
clement processor, according to an illustrative embodiment of
the 1nvention.

FIG. 3B shows border element processors at the edge of a
managed packet network and a client reverting to a recovered
border element processor, according to yet another illustra-
tive embodiment of the invention.

FI1G. 4 shows border element processors 1n different geo-
graphical locations at an edge of a managed packet network,
recovery of a geographical site from a failure and migration of
a client to a border element processor 1n 1ts recovered geo-
graphical site, according to an 1llustrative embodiment of the
invention.

FIG. 5A shows a method for control of traific entry 1n a
managed packet network, according to an illustrative
embodiment of the invention.

FIG. 5B shows another method for control of traffic entry
in a managed packet network, according to an 1illustrative
embodiment of the invention.

[l

DETAILED DESCRIPTION OF THE INVENTION

A managed packet network can be a private network or a
secured network with border element processors that control
the traffic (e.g., packet traific) coming into the network.
Examples of managed packet networks include, for example,
a carrier multiprotocol label switching (MPLS) network, an
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enterprise network or a network with a firewall border where
packets passing through the firewall (e.g., coming into the
network or going out of the network) are monitored. Opera-
tors allow qualified real time traffic to enter the managed
packet network through network border element processors.
Border element processors act as gates for packets passing
into and out of the managed packet network. The traific in the
network can be packets associated with Session Initiation
Protocol (SIP) and its related media.

FIG. 1 shows border element processors at an edge of a
managed packet network, an associated load balancing
engine (e.g., load balancing policy engine) in the managed
network, and a client registering with the managed network,
according to an illustrative embodiment of the invention. The
managed packet network 1000 (e.g., a secured network)
includes a plurality of border element processors 1005A,
10058, 1005C (e.g., two or more border element processors)
at an edge of the managed packet network. Border element
processors 1005A, 10058, 1005C control traffic/data packets
(e.g., relating to real-time multimedia traffic, such as voice
data) entering the managed packet network 1000 at the net-
work border 1001. The border element processors 1005A,
10058, 1005C belong to a border element group 1010 (e.g., a
registration group) that handles traffic and registrations for
one or more clients 10135. The managed packet network also
includes a load balancing engine 1020 (e.g., a load balancing
policy engine), which 1s a network element that monitors the
number of active registrations being handled by the border
clement processors 1005 A, 10058, 1005C. A client 1015 can
be an endpoint or an end user of the managed packet network
1000 (e.g., a telephone or other device). A client 10135 can
include one line. In this embodiment, the client includes two
lines 1015A and 1015B. The client 1015 sends a registration
request to border element processor 1005A to register with
the managed packet network 1000. The load balancing engine
1020 load balances the client 1015 registration across the
border element processors 1005A, 10058, 1005C and, 1n this
instance, assigns the client 1015 to a designated border ele-
ment processor 1005C. Load balancing engine 1020 1s a
centralized entity that load balances client registration
requests across the border element processors 1005A, 10058,
1005C. Specifically, the load balancing engine 1020 assigns
the client 1015 to a border element processor 1005C that 1s
least loaded so as to evenly distribute tratfic (e.g., packets)
passing through the border element processors 1005A,
1005B and 1005C. In this embodiment, the load balancing
engine 1020 1s a stand-alone entity (e.g., comprised of one or
more devices that are distinct from the border element pro-
cessors 1005A, 10058, and 1005C). When a client 1015
contacts a border element processor 1005A to register, the
load balancing engine 1020 receives a message from the
border element processor 1005 A 1indicative of a new registra-
tion request. The load balancing engine 1020, however, can
redirect new registrations to another border element proces-
sor 1005C that 1s least loaded (e.g., handling the least number
of clients, calls, traflic, etc.) to distribute (e.g., evenly distrib-
ute) registrations from the client 1015 across border element
processors 1005A, 10058 and 1005C.

Load balancing 1s a techmque to distribute load (e.g., data
or traific) evenly across two or more border element proces-
sors 1005A, 10058 and 1005C to achieve optimal resource
utilization, maximize throughput, minimize response time,
and avoid overload of the border element processors 1005A,
1005B and 1005C. Using multiple border element processors
1005A, 1005B and 1005C with a load balancing logic,
instead of a single border element processor, can increase
reliability through redundancy. The load balancing service 1s
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provided by a load balancing engine 1020 (e.g., a network
device such as a Sonus PSX™ designed by Sonus Networks,
Inc.).

A border element processor 1005A, 1005B or 1005C (e.g.,
border element group member or a registration group ele-
ment) can be a network element/device residing at the border
1001 (e.g. Sonus Network Border Switch™ by Sonus Net-
works, Inc.). Border element processors 1005A, 10058 or
1005C monitor packets of data (e.g., packets relating to real-
time multimedia traflic, such as voice data) passing through
the network border 1001 coming to and from the secured
network 1000. Border element processors 1005A, 10058,
1005C act as registration proxies for a client 10135 and can
keep the state/status of the registrations being handled (e.g.,
whether a registration has expired or 1s active). Border ele-
ment processors 1005A, 10058, 1005C can be used to orderly
control the traflic (e.g., packets relating to real-time multime-
dia traflic, such as voice data) entering the managed packet
network 1000 by controlling distribution of registration infor-
mation on the border element processors 1005A, 10058,
1005C. In some embodiments, each border element processor
1005A, 10058 or 1005C handles about an equal number of
session setup/teardown related messages as the number of
registrations hosted by the border element processor (e.g., on
the order of thousands).

Border element processors 1005A, 10058, 1005C can
belong to border element groups. In this embodiment, the
border element processors 1005A, 10058, 1005C belong to
the same border element group 1010. In some embodiments,
the border element processors 1005A, 10058, 1005C can be
grouped according to the geographical locations in which the
border element processors reside. Border element group 1010
can monitor traific (e.g., packets relating to real-time multi-
media traffic) from clients 1015 1n a given geographical loca-
tion (e.g., the border element processors 1005A, 10058,
1005C residing in the same geographical location as the client
1015). The border element processors 1005A, 10058, 1005C
can keep track of the number of active registrations being
handled. Each border element processor 1005A, 10058 or
1005C reports the number of active registrations to, for
example, the load balancing engine 1020. Clients 1015 (e.g.,
endpoints or end users) already registered with the managed
network 1000 send refresh registrations to 1ts designated bor-
der element processor (1005C assigned to the client 1015).
This 1s due to SIP protocol semantics, as refresh registration
requests are sent to the same/designated border element pro-
cessor (e.g., the border element processor to which the mitial
successiul registration request 1s sent by the client). Registra-
tions are active for as long as the duration specified 1n the
registration request sent by the client 1015. The duration can
be specified in the “expires” header of the request. The dura-
tion can be extended with each successtul refresh registration
request sent by the client 1015 to 1ts designated border ele-
ment processor 1003C.

When a client 10135 powers on (e.g., turns on), it sends a
registration request 1025 (REGISTER request) to one of the
border element processors (e.g., 1005A) 1n the border ele-
ment group 1010. This border element processor 1005A
receives the registration request from the client and forwards
the request to a load balancing engine. The border element
processor 1005A determines 11 the registration request 1025
from the client 1013 1s a new active registration request. I a
client 1015 has been previously load balanced, the registra-
tion request 1025 includes a parameter indicating that load
balancing has already been performed. In some embodi-
ments, the border element processor 1005 A 1informs the load
balancing engine 1020 of the registration request if the reg-
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1stration request 1023 1s new (e.g., if the registration request
1025 does not include this parameter indicating that the client
was previously load balanced).

If the registration request 1023 1s new, the border element
processor 1005A transmits a message 1030 (e.g., query),
reflecting a new active registration request 1025 from the
client 1015, to the load balancing engine 1020. The load
balancing engine 1020 load balances the registration request
1025 across the border element processors 1005A, 100358,
1005C 1n the border element group 1010 based on the latest
information it has for active registrations in each border ele-
ment processor 1005A, 10058 and 1005C. The load balanc-
ing engine 1020 assigns a designated border element proces-
sor 1005C to take care of this client 1015 (e.g., the border
clement processor dedicated to handling packets of multime-
dia tratfic from this client). The load balancing engine 1020
sends a message 1035 (e.g., a 302 response) in response to the
border element processor 1005 A that relayed the registration
request 1030. The message 1035 includes the 1dentity of the
designated border element processor 10035C assigned/se-
lected by the load balancing engine 1020. The load balancing
engine 1020 can insert a parameter 1n the response message
1035 including an identifier/data corresponding to the desig-
nated border element processor 1003C (e.g., IP address). The
load balancing engine 1020 can also insert a parameter into
the message 1035 indicating that load balancing (e.g., load
distribution) for this registration request 1025 has been per-
formed. In one embodiment, the message 1035 includes a
parameter indicating that the request 1025 has already been
load balanced or load distributed among the border element
processors 1005A, 10058, and 1005C.

Based on the information (e.g., message 1035) recerved by
the load balancing engine, the border element processor
1005A transmits a message 1040 to the client 1015 1n
response to the client’s request 1025. The message 1040
identifies the designated border element processor 1005C
assigned to the client 1015 and can direct the client 1015 to
contact the designated border element processor 1005C. The
message 1040 can include identity information/data (e.g., an
IP address) for the designated border element processor
1005C and the parameter indicating that the client 1015 has
been load balanced by the load balancing engine 1020. The
client 1015 contacts its designated border element processor
1005C by sending a register request 1045 together with the
parameter indicating that the client 1013 has been load bal-
anced. When the designated border element processor 1005C
receives the registration request 1045 from the client 1015, 1t
does not contact the load balancing engine 1020 because the
parameter in the request specifies that the client 1015 has
already been registered with the network 1000 and load bal-
anced. In some embodiments, the designated border element
processor 1005C sends a message 1050 1n response to the
client’s register request 10435 acknowledging that 1t has been
assigned to the client 1015 and that 1t can handle traific (e.g.,
packet relating to real-time multimedia traffic) for the client
1015.

In this embodiment, a client 1015 corresponds to one or
more call lines 1015A and 1013B (e.g., IP-PBXs/PBXs that
do not register for each call line separately). The load balanc-
ing engine 1020 can include or utilize mapping from a table
(e.g., Address of Records) that specifies the number of lines
controlled by IP-PBXs/PBX clients. IT a load balancing
engine 1020 receives a message from a border element pro-
cessor 1030 reflecting a new registration request for a client
1015 (e.g., IP-BPX or IAD controlling more than one line),
the load balancing engine 1020 assigns a designated border
clement processor 1005C to the client 1015. The load balanc-
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ing engine 1020 also sends a message 1035 to the border
clement processor 1005A that informed the load balancing
engine 1020 of the registration request 1025. The message
1035 includes information identitying the designated border
clement processor 1005C and informing of the number of
lines associated with this registration. The border element
processor 1005A 1nserts a parameter 1nto the response 1040
that reflects the number of lines 1015A and 1015B associated
with the client 1015 to be registered. The border element
processor 1005A sends the response 1040 to the client 1015.
Once the client 1015 1s notified of the designated border
clement processor 1005C, 1t sends a registration request 1043
(REGISTER request) to the designated border element pro-
cessor 1005C. This registration request 1045 can include a
parameter indicating that the client 1015 has been loadbal-
anced but also includes a parameter identifying the number of
lines 1015A and 1015B associated with the client 1015.
When the designated border element processor 1005C finds
the parameter 1dentifying the number of lines 1015A and
1015B 1n a request and when the registration process com-
pletes successiully, 1t increments the number of active regis-
trations 1t hosts by the number of lines rather than one.
Because a client 1015 with multiple call lines 1015A and
1015B can register with the network even though they do not
register for each line 1015A or 1015B individually, load
balancing session traific 1s performed even 1n the presence of
IP-PBX/PBXs. The mnformation about number of lines cor-
responding for an IP-PBX AoR (e.g., an Address of Record
that 1s a SIP identifier for a particular user, device or equip-
ment) can be provisioned 1n the load balancing engine 1020
controlling different geographic sites. In some embodiments,
a central database 1055, which 1s accessed by different load
balancing engines 1020, 1s utilized or IP-PBX AoR 1s not be
treated specially by load balancing engine 1020.

FI1G. 2 shows border element processor modules at an edge
of a managed packet network, associated load balancing
engine modules of the network, and clients registering with
the managed network, according to another illustrative
embodiment of the invention. The managed packet network
system 2000 includes network devices 2010A and 2010B at
an edge of the managed packet network. Each network device
2010A and 2010B can include the functionalities of a border
clement processor and load balancing engine (e.g., border
clement processor 1005A, 10035B or 1005C and load balanc-
ing engine 1020) as described above in FIG. 1). One border
clement processor 1005A, 10058 or 1005C, a subset of the
border element processors (e.g., 1005A, 1005B and/or
1005C) or all of the border element processors 1005A, 10058
and 1005C can include the functionalities of a load balancing
engine. In this embodiment, the load balancing engine coex-
1sts with the border element processor 1n a common processor
structure. Network Device 2010A includes a module 2015A
that operates as a border element processor and another mod-
ule 2020A that operates as a load balancing engine. Network
Device 2010B mncludes a module 20158 that operates as a
border element processor and another module 20208 that
operating as a load balancing engine. Clients 2025A and
2025B can register with the managed packet network by
sending registration requests to border element processor
modules 2010A and 2010B. The border element processor
modules 2015A and 2015B 1n the network devices 2010A and
2010B function as registration proxies for the clients 2025A
and 20258 and perform the same functionalities as the border
clement processors described above for FIG. 1. The load
balancing engine modules 2020A and 2020B can load bal-
ance registration requests from clients 2025A and 20235B and
can perform the same functionalities as the load balancing

5

10

15

20

25

30

35

40

45

50

55

60

65

10

engine (e.g., load balancing logic) as described above 1in FIG.
1. In this embodiment, the network devices 2010A and 2010B
belong to a border element group 2030 that can correspond to,
for example, the geographical location(s) of the network
devices 2010A and 2010B. In other embodiments, the devices
can belong to different border element groups (e.g., network
device 2010A can belong to a first border element group and
network device 2010B can belong to a second, different bor-
der element group).

FIG. 3A shows failure of a border element processor at an
edge of amanaged packet network and registration of a client
(previously load balanced to the failed border element pro-
cessor) through another border element processor, according
to yet another illustrative embodiment of the invention. The
managed packet network 3000 includes border element pro-
cessors 3010A, 30108, and 3010C at an edge of the network
3000 and a load balancing engine 3020 that services client
3025, with the same functionalities as the load balancing
engine and the border element processors as described above
for FIGS. 1-2. The load balancing engine 3020 can also
perform healthchecking on one or more border element pro-
cessors 3010A, 30108, and 3010C to determine if any one of
the border element processors 3010A, 30108 or 3010C have
tailed or recovered from a failure. A border element processor
3010A, 3010B or 3010C can be deemed to have “failed” if 1t
1s unable to handle packet traific (e.g., packets related to
real-time multimedia traffic). In the event of a failure of a
border element processor 3010A, the client can re-register
with the managed network 3000 via another border element
processor 3010B. By registering again with the managed
network, the client 3025 will be assigned a new border ele-
ment processor 3010C.

If a border element processor 3010A, 30108 or 3010C
tails, a client 3025 sending a request to refresh 1ts registration
to 1ts designated border element processor will not success-
tully refresh its registration because there will be no reply
from the failed border element processor. In this embodiment,
the client 3025 already registered with the network 3000 1s
assigned to designated border element processor 3010A,
which has failed. The client sends a message 3030 to its
designated border element processor 3010A to refresh 1ts
registration (e.g., indicating that 1t 1s here and ready for ser-
vice with the managed network 3000, for example, to recerve/
transmit calls). In this embodiment, there will be no reply
from failed border element processor 3010A and the refresh
registration request will time out 3031. Therefore, the client
3025 can send a new registration request 3032 to another
border element processor 3010B 1n the group and that regis-
tration request will be loadbalanced.

The process for load balancing the client 30235 after a
tailure of its designated border element processor 3010A 1s
the same as load balancing the client after a new registration
request (as described above for FIG. 1). For example, the
border element processor 3010B sends a message 3033 to the
load balancing engine 3020 reflecting the registration request
3032 from the client 3025 after failure of 1ts assigned border
clement processor 3010A. The load balancing engine 3020
load balances the request across the border element proces-
sors 30108 and 3010C and assigns the client 3025 to a newly
assigned border element processor 3010C acting as a
standby/backup border element processor for the failed bor-
der element processor 3010A. The load balancing engine
3020 sends a reply 3034 to the border element processor
3010B identitying the newly assigned border element proces-
sor 3010C. The reply message 3034 can include identifier
information (e.g., IP address) of the backup border element
processor 3010C so that the client can contact the backup
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border element processor to begin sending/receiving data
from the network 3000. Upon receiving the reply message
3023 from the load balancing engine 3020, the border ele-
ment processor 3010B transmits a message 3035 to the client
3025 identitying the newly assigned border element proces-
sor 3010C. As noted 1n FIG. 1, the message 3035 can include
a parameter indicating that the client 3025 has been load
balanced and assigned to a border element processor 3010C.
The client 3025 then sends a registration request 3036 to 1ts
newly assigned border element processor 3010C. Because the
registration request 3036 includes a parameter identifying,
that the client 3025 has been load balanced, the newly
assigned border element processor 3010C (acting as the
backup border element processor) does not forward this
request to the load balancing engine 3020. Instead the border
clement processor 3010C sends a reply 3037 confirming that
the client 3025 has been registered and that 1t can handle
packet traific (e.g., packets relating to real-time multimedia
traffic) for the client 3025.

A load balancing engine 3020 can perform healthchecking
to determine 11 a failed border element processor (e.g., border
clement processor 3010A) has recovered. The process for
migrating registrations after recovery of a failed border ele-
ment processor 1s further discussed below 1n FIG. 3B. Health-
checking can be performed based on, for example, reports
3039 sent by the border element processors 3010A, 30108 or
3010C that can include information on the number of calls
being handled by the border element processor, number of
active registrations being handled by the border element pro-
cessor, traific load levels of each border element processor,
available capacity of each border element processor, and/or
information relating to resource usage levels of the border
clement processor (e.g., CPU levels, etc.). For purposes of
clanty, FIG. 3A shows border element processor 3010C send-
ing a healthchecking report to the load balancing engine
3020; however, all of the border element processors 3010A,
3010B, 3010C are configured to send reports to the load
balancing engine 3020. Border element processors 3010A,
3010B or 3010C can report the number of active registrations
being handled, number of calls being handled and/or its
resource usage levels by adding such information to a stan-
dard protocol (e.g., SIP or Diameter) or by using a proprietary
protocol.

The load balancing engine 3020 can also pertorm health-
checking by transmitting a message 3038 to one or more
border element processors 3010A requesting a response 3039
from the border element processor 3010A. The border ele-
ment processor(s) 3010A can respond with a message 3039
indicating that the border element processor(s) 3010A 1is
responsive and ready to handle calls/traffic in the network
3000. In some embodiments, a request/message 3038 can be
transmitted to one or more border element processors 3010A
requesting a response 3039 that includes specific information
(e.g., the number of active registrations being handled by the
border element processor 3010C, the number of calls being
handled by the border element processor 3010C and resource
usage levels).

FIG. 3A above describes the process for reassigning a
client 3025 after failure of 1ts designated border element
processor. FIG. 3B shows the process after recovery of a
previously failed designated border element processor,
according to an 1illustrative embodiment. Specifically, FIG.
3B shows a migration of registrations from a backup border
clement processor to a recovered border element processor.
Client 3025 registrations (e.g., registrations for clients 3023
that have already registered with the managed packet net-
work) are reverted after recovery of one or more failed border

10

15

20

25

30

35

40

45

50

55

60

65

12

processor element(s) 3010C or recovery of a failed site (e.g.,
a geographical location where border element processors
reside). In this embodiment, border element processor 3010 A
has been assigned as a backup border element processor for
client 3025 and border element processor 3010C has recov-
ered from a failure. As noted above, load balancing engine
3020 can perform healthchecking on the border element pro-
cessors 3010A, 3010B, and 3010C. If the load balancing
engine 3020 determines during healthchecking (e.g., using
the healthchecking logic as described above 1n FI1G. 3A) that
a previously failed border element processor 3010C has
recovered, some registrations being handled by other border
clement processors (e.g., backup border element processor
3010A) can be migrated to the recovered border element
processor 3010C. In this embodiment, client 3025 registra-
tions are reverted from a backup border element processor
3010A to arecovered border element processor 3010C. IT the
load balancing engine 3020 detects that the previously failed
border element processor 3010C has recovered, the load bal-
ancing engine 3020 instructs the backup border element pro-
cessor 3010A to migrate the registrations and revert back to
the recovered border element processor 3010C.
Healthchecking allows the load balancing engine 3020 to
detect when any one of border element processors 3010A,
3010B or 3010C have failed and detect when a previously
failed border element processor 3010C as having recovered.
If the load balancing engine 3020 detects that a previously
falled border element processor 3010C has recovered, the
load balancing engine 3020 sends a message 3035 to the
backup border element processor 3010A instructing the
backup border element processor 3010A to migrate registra-
tions for the client 3025 back to the recovered border element
processor 3010C. The message 3055 1dentifies the registra-
tions to be migrated by including an 1dentifier (e.g., such as
providing actual numbers for endpoints, an area code, a direc-
tory number, a Session Initiation Protocol uniform resource
identifier (SIP URI), TEL uniform resource identifier (TEL
URI), or any combination thereot). The client can periodi-
cally message 1ts border element processor 3010A with a
registration refresh request 3060 notifying the border element
processor 3010A that 1t 1s here and ready to handle traific
from network 3000 (e.g., notifying the border element pro-
cessor that the client 1s ready to make and recerve calls). In
this 1nstance, because the backup border element processor
3010A received a message 3055 instructing it to migrate
registrations back to border element processor 3010C, the
backup border element processor 3010A sends a response
message 3065 to the client 3025 notifying that the client 30235
should revert back to the recovered border element processor
3010C. For example, the backup border element processor
3010A can send a message 3063 1nstructing the client 30235 to
contact the recovered border element processor 3010C and
including an i1dentifier such as an IP address of the recovered
border element processor 3010C. In some embodiments, a
backup border element processor 3010A terminates the reg-
istration of the client 3025 (e.g., with a NOTIFY request) 1f
client 3025 has registered for a package that entitles the client
3025 to recerve asynchronous/unsolicited notifications from
the network (e.g., registration event package). After recerving
message 3065, the client contacts the recovered border ele-
ment processor 3010C by sending a registration 3070 indi-
cating that the client 3025 1s available to make/receive calls
(e.g., by sending a refresh registration request to the recov-
ered border element processor 3010C). Since load balancing
engine 3020 already load balanced this client by designating/
assigning the border element processor 3010C for the client
3025, the recovered border element processor 3010C does not
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torward this request to the load balancing engine 3020 and
instead sends a response 3075 acknowledging that can handle
traflic for the client 3025.

In some embodiments, the network can 1nitiate load bal-
ancing. The load balancing engine 3020 can notify the border
clement processor 3010A to migrate the client 3025 to
another border element processor (e.g., 30108 or 3010C)
other than the border element processor 3010A which was
originally assigned to the client 3025 for reasons such as, e.g.,
taking a border element processor 3010A out of service,
rebalancing the load across the border element processors
3010A-3010C because of an upgrade on the border element
processor 3010A.

FIG. 4 shows border element processors at an edge of a
managed packet network residing i different geographical
locations, according to an illustrative embodiment. FIG. 4
also shows a client migrated back to a border element proces-
sor alter recovery of a geographical site, according to an
illustrative embodiment of the invention. In this embodiment,
border element processors 4005A,4010A, 40058 and 40108
belong to border element groups 4015A and 40158 according,
to the geographical locations 4014 A and 4014B 1n which they
reside. Border element processors 4005A and 4010A reside
in geographical location A and belong to border element
group 4015A. Border element processors 40058 and 40108
reside in geographical location B and belong to border ele-
ment group 4015B. In other embodiments, the border element
processors can reside 1n one geographical location and are
associated with that border element group (e.g., FIG. 1). In
this embodiment, load balancing engines 4020A and 40208
are each dedicated for each border element group 4015A and
4015B. For example, a centralized load balancing engine
4020A resides 1n geographical location 4014A and manages
registrations for border element processors 4005A and
4010A 1n border element group 4015 A for geographical loca-
tion 4014A. Another centralized load balancing engine
4020B resides 1n geographical location 4014B and manages
registrations for border element processors 40058 and 40108
in a second border element group 40158 for geographical
location 4014B. A single load balancing engine can also serve
two different geographical locations as well. In this embodi-
ment, a client 4025 residing 1n geographical location 4014 A
registers with the managed packet network using border ele-
ment processors 4005A and 4010A as proxies (e.g., as
described above in FI1G. 1). The corresponding load balancing
engine 4020A for border element group 4015A load balances
and assigns the client 4025 to a designated border element
processor 4005A or 4010A. The process of registering with
the network 4000 follows the registration logic described
above for FIG. 1. For example, client 4025 can send a regis-
tration request to a border element processor 4005A 1n its
geographical location 4014 A. The registration request can be
torwarded to the load balancing engine 4020A that assigns
the client 4025 to a designated border element processor
4010A 1n the border element group 4015A. The load balanc-
ing engine 4020A assigns the client 4025 to the border ele-
ment processor 4010A that has the lightest load relative to the
other border element processors in the border element group
4015B.

In some embodiments, a site can be defined by designating
a border element group to a given geographical site/location.
Registrations can be redistributed to a backup site 1n the event
of a site failure (e.g., the backup site handles the registrations
on behalf of the failed site). A site failure takes place, for
example, when all members of the border element group
associated with a site are unavailable, e.g., border processor
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registration group become unavailable (e.g., failure of net-
work 1 a geographic area 4014A). In the event of a site
failure, registrations being handled by the failed border ele-
ment processors 40035A and 4010A are sent to backup border
clement processors 40058 and 4010B 1n that act as backup
location/site (e.g., failure of border element processors 1n
geographical location 4014 A triggers migrations of registra-
tions to border element processors i geographical location
4014B which can handle the calls for the clients 1n geographi-
callocation 4014A). The process for reassigning a client 4025
to a backup border element processor at a backup site 40158
tollows the reassignment logic as described above in FIG. 3A.
For example, 1n the event of a site failure of location 4015A,
any refresh registration requests sent to border element pro-
cessors 4005A and 4010A will fail and time out, causing
reassignment of the client 4025 to a border element proces-
sors 40058 1n backup site 4015B. The load balancing engine
4020A or 40208 can choose the backup border element group
4015B (e.g., and assigning clients to corresponding backup
border element processors 4005B and 4010B) based on a
preconfigured policy information or other information pro-
vided by an operator of the network 4000.

Once a load balancing engine 4020A determines that a site
4015A and its corresponding border element processors
4005A and 4010A have recovered, a load balancing engine
4020A or 4020B can notity the backup border element pro-
cessor 400358 at the backup site 40158 that the registrations
from the clients 1n the previously failed geographical location
4015A are to be reverted/migrated to the recovered border
clement processors 4005A and 4010A. The process for noti-
tying clients that they are to be migrated to the recovered
border element processors 4005 A and 4010 A 1n the recovered
location/site 4015A follows the migration logic discussed
above for FIG. 3B. For example, load balancing engine
4020A can perform healthchecking (e.g., as described above
in FIG. 3A) and when a site 4015A recovery 1s detected, the
load balancing engine 4020A can send a message 4030 to the
backup, newly designated border element processor 40058
that its registrations are to be migrated to the recovered border
clement processor 4010A. The message 4030 can include an
identifier for the registrations to be migrated (e.g., by provid-
ing the actual numbers to be migrated or by providing an area
code or other 1dentifier indicating that all numbers/clients 1n
area code XYZ are to be reverted back to a recovered border
clement processor). When a registered client 4025 sends a
refresh register request 4035 to 1ts newly assigned backup
border element processor 4005B 1ndicating that 1t 1s ready for
service with the network, the border element processor
4005B notifies the client 4025 by sending a message 4040 that
instructs the client 4023 to contact the recovered border ele-
ment processor 4010A 1dentified 1n the message (e.g., with an
IP address of the backup border element processor 4010A).
As 1n FIG. 3B, the backup border element processor 40058
can send a message (e.g., a NOTIFY message) to the client
4025 mstructing/redirecting the client to contact the recov-
ered border element processors 4010A (e.g., by including an
identifier such as an IP address of the recovered border ele-
ment processors). The client 3025 can then send a refresh
registration request to the recovered border element processor
4010A notifying that the client 1s ready for service (e.g., make
and receive calls) with the network 4000.

FIGS. 5A and 5B show methods for control of traific entry
in a managed packet network by a load balancing engine,
according to illustrative embodiments of the invention. As
shown 1in FI1G. SA, aload balancing engine receives amessage
from a border element processor reflecting a new active reg-
1stration request that 1s associated with one or more client(s)
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(Step 5000). The border element processor can be one of a
plurality of border element processors, as shown in FIGS.
1-4. The load balancing engine (e.g., load balancing engine as
shown 1n FIGS. 1-4) load balances the new active registration
request across the border element processors (Steps 5005 and
5010) and assigns the client to one or more designated border
clement processor(s) (Step 5015). The method can also
include collecting availability and resource usage levels of the
border element processor (e.g., by using healthchecking tech-
niques as described above 1 FIG. 3A) by the load balancing
engine. Information relating to the availability and resource
usage levels can be used to load balance the registration
request. The border element processor then generates a mes-
sage 1dentifying the designated border element processor
assigned to the client (Step 5020) and including a parameter
indicating that the client has been load balanced (Step 5021).

The step of load balancing a new active registration request
(Step 5005) can be performed based on at least one of a
number ol active registrations on each border element pro-
cessor, a capacity of each border element processor, a client
usage pattern, a client class of service or an operator prefer-
ence (step 5010). A border element processor can perform a
level of security monitoring or filtering (e.g., scanning for
viruses, allowing voice but not video data through, etc.) on the
packets relating to real-time multimedia traffic entering the
managed packet network. The capacity of each border ele-
ment processor can be an available bandwidth or other mea-
surement that 1s a metric of the processing capability of a
border element processor. Client usage patterns can corre-
spond to, for example, diflerent usage patterns by clients 1n
different geographical locations (e.g., different usage patterns
for different days of the year, different times during the day,
different times of the week).

By way of example only, clients 1n geographical location A
can have peak usage patterns from 9:00 AM-12:00 PM while
clients 1n geographical location B can have peak usage pat-
terns from 3:00 PM-35:00 PM. When load balancing a request
across different border element processors, usage patterns
can be considered. For example, one border element proces-
sor can report that 1t 1s handling more registrations for clients
from geographical location A, rather than location B while a
second border element processor can report that 1t 1s handling
more registrations for clients from geographical location B,
rather than location A. When load balancing a client from
geographical location A, aload balancing engine can consider
the usage patterns and assign the client to the second border
clement processor, so as to evenly distribute the traiffic (e.g.,
packets relating to real-time multimedia traffic) being
handled by the border element processors.

In some embodiments, different clients may be given dif-
terent levels of quality of service, therefore, when load bal-
ancing a client class of service can be considered. Some
clients may be given better service than others (e.g., quicker
service, more bandwidth). Operator preference can be, for
example, where an operator decides to limit the load/traific
being handled by a previously failed border element proces-
sor by giving the previously failed border element processor
a light load (e.g., less tratlic to be handled as compared to
other border element processors 1n the network). An operator
can, for example, limit the load being handled by a previously
falled border element processor while debugging i1s per-
formed on the previously failed border element processor.
Operator preferences can be considered when load balancing
a client registration request because the preferences can atlect
the available resources 1n the border element processors.

Network initiated load balancing can take place when a
load balancing engine (e.g., 1020 1n FIG. 1) can decide to load
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balance an already load balanced client again. As shown 1n
FIG. 5B, 1in some embodiments, the network initiates load
balancing, by the load balancing engine, on at least one client
that corresponds to at least one active registration (e.g., a
client already registered with the network) (Step 35030).
Events that can trigger network initiated load balancing can
include, for example, taking a network border element pro-
cessor out of service, introducing a new border element pro-
cessor or changing a capacity of a border element processor.
The load balancing engine can load balance the client (Steps
5031), reassign the at least one client to a newly designated
border element processor and transmit a message to redirect
the at least one client to the newly designated border element
processor (Step 5032). After load balancing the client (Step
5031), the load balancing engine can send a message (Step
5032) to the designated border element processor to migrate
the client’s registration to the second, newly designated bor-
der element processor. This message can include information
identifying the second, newly designated border element pro-
cessor (e.g., a message including data or a parameter corre-
sponding to an identifier for the border element processor,
such as, for example, an IP address). The message redirecting
the client can also imnclude information indicating which reg-
1strations are to be migrated such as an identifier (e.g., such as
providing actual numbers for endpoints, an area code, a direc-
tory number, a Session Initiation Protocol uniform resource
identifier (SIP URI), TEL uniform resource identifier (TEL
URI), or any combination thereof). The method can include
non-solicited redistribution of active registration(s) across the
plurality of border element processors based on, for example,
administrative policy and data such as the availability of the
border element processors, resource usage of the border ele-
ment processors and operator preferences.

When the client sends a refresh registration request (e.g.,
indicating that it 1s here and ready for service with the man-
aged network, for example, to receive/transmit calls) to 1ts
currently designated border element processor, the currently
designated border element processor replies with a redirec-
tion message, which includes information about the newly
designated border element processor and an indication/pa-
rameter that the registration 1s load balanced. The client then
sends the registration to the newly designated border element
processor together with the parameter that the registration 1s
load balanced. The newly designated border element proces-
sor does not contact the load balancing engine because of the
presence of this indicator.

The above-described techniques can be implemented 1n
digital electronic circuitry, or 1n computer hardware, firm-
ware, software, or in combinations of them. The implemen-
tation can be as a computer program product (i.e., a computer
program) tangibly embodied 1n an information carrier (e.g., in
a machine-readable storage device or 1n a computer readable
storage medium/device/apparatus, such, as for example,
memory or disks), for execution by, or to control the operation
of, data processing apparatus, €.g., a programmable proces-
sor, a computer, or multiple computers. A computer program
can be written 1n any form of programming language, includ-
ing compiled or interpreted languages, and 1t can be deployed
in any form, including as a stand-alone program or as a
module, component, subroutine, or other unit suitable for use
in a computing environment. A computer program can be
deployed to be executed on one computer or on multiple
computers at one site or distributed across multiple sites and
interconnected by a communication network.

Method steps can be performed by one or more program-
mable processors executing a computer program to perform
functions of the invention by operating on input data and
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generating output. Method steps can also be performed by,
and apparatus can be implemented as, special purpose logic
circuitry, e€.g., an FPGA (field programmable gate array) or an
ASIC (application specific mtegrated circuit). Modules can
refer to portions of the computer program and/or the proces-
sor/special circuitry that implements that functionality.

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for executing instructions and one
or more memory devices for storing instructions and data.
Generally, a computer will also include, or be operatively
coupled to recetve data from or transier data to, or both, one
or more mass storage devices for storing data, €.g., magnetic,
magneto-optical disks, or optical disks. Data transmission
and 1nstructions can also occur over a communications net-
work. Information carriers suitable for embodying computer
program 1nstructions and data include all forms of non-vola-
tile memory, including by way of example semiconductor
memory devices, e.g., EPROM, EEPROM, and flash memory
devices; magnetic disks, e.g., internal hard disks or remov-
able disks; magneto-optical disks; and CD-ROM and DVD-
ROM disks. The processor and the memory can be supple-
mented by, or incorporated 1n special purpose logic circuitry.

To provide for interaction with a user, the above described
techniques can be implemented on a computer having a dis-
play device, e.g., a CRT (cathode ray tube) or LCD (liquid
crystal display) monitor, for displaying information to the
user and a keyboard and a pointing device, e.g., a mouse or a
trackball, by which the user can provide input to the computer
(e.g., interact with a user interface element). Other kinds of
devices can be used to provide for interaction with a user as
well; for example, feedback provided to the user can be any
form of sensory feedback, e.g., visual feedback, auditory
teedback, or tactile feedback; and mput from the user can be
received 1n any form, including acoustic, speech, or tactile
input.

The above described techniques can be implemented 1n a
distributed computing system that includes a back-end com-
ponent, e.g., as a data server, and/or a middleware component,
¢.g., an application server, and/or a front-end component,
¢.g., a client computer having a graphical user interface and/
or a Web browser through which a user can interact with an
example implementation, or any combination of such back-
end, middleware, or front-end components. The components
of the system can be interconnected by any form or medium
of digital data communication, €.g., a communication net-
work. Examples of communication networks include a local
area network (“LAN”") and a wide area network (“WAN”),
¢.g., the Internet, and include both wired and wireless net-
works.

The computing system can 1nclude clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

The mvention has been described in terms of particular
embodiments. While the mnvention has been particularly
shown and described with reference to specific illustrative
embodiments, 1t should be understood that various changes 1n
form and detail may be made without departing from the spirit
and scope of the invention. The alternatives described herein
are examples for 1llustration only and not to limit the alterna-
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tives in any way. The steps of the invention can be performed
in a different order and still achieve desirable results.
What 1s claimed 1s:
1. A method for control of traffic entry of a managed packet
network, the method comprising:
receving, by a first border element processor, a new reg-
istration request from a client wherein the first border
clement processor 1s one of a plurality of border element
processors controlling data packets entering the man-
aged packet network;
generating, by the first border element processor, a first
message indicative of the new active registration request
associated with the client;
transmitting, by the first border element processor, said
first message to a load balancing engine, said load bal-
ancing engine coupled to and separate from said first
border element processor;
receving, by said load balancing engine, said first mes-
sage;
load balancing, by said load balancing engine, the new
active registration request across the plurality of border
clement processors;
assigning, by said load balancing engine, the client to a
designated border element processor; and
generating, by said load balancing engine, a second mes-
sage 1n response to the new activation registration
request, the second message including a first parameter
identifying the designated border element processor
assigned to the client.
2. The method of claim 1,
wherein the second message further comprises a second
parameter 1dentifying that the client has been load bal-
anced; and

wherein the method further comprises:
transmuitting said second message from said load balanc-
ing engine to the first border element processor.

3. The method of claim 2, wherein the load balancing
engine 1s a standalone entity, the method further comprising:

transmitting a message irom the first border element pro-

cessor to the client identifying the designated border
clement processor.

4. The method of claim 3, further comprising;

recerving at the designated border element processor a

second registration request from said client, said second
registration request including an indicator indicating
that the client has been load balanced by the load bal-
ancing engine.

5. The method of claim 1, further comprising:

recerving at the designated border element processor a

second registration request from said client, said second
registration request including an indicator indicating
that the client has been load balanced by the load bal-
ancing engine.

6. The method of claim 1, wherein load balancing the new
active registration request 1s based on at least one of a number
ol active registrations on each border element processor, a
capacity of each border element processor, a client usage
pattern, a client class of service or an operator preference.

7. The method of claim 1, wherein load balancing com-
prises assigning one or more of the plurality of border element
processors to the client.

8. The method of claim 1, further comprising receving a
report including a number of active registrations being
handled by each of the plurality of border element processors,
traffic load levels of each of the plurality of border element
processors, available capacity for each of the plurality of
border element processors, or any combination thereof.
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9. The method of claim 1, wherein the new active registra-
tion request 1s associated with one or more clients.

10. The method of claim 1, further comprising:

receiving a third message reflecting a register refresh

request from the client;

reassigning the client from the designated border element

processor to a second designated border element proces-
sor; and

transmitting, by the load balancing engine, a fourth mes-

sage to the designated border element processor to
migrate the client to the second designated border ele-
ment processor.

11. The method of claim 1, further comprising:

performing network 1nitiated load balancing, by the load

balancing engine, on at least one client corresponding to
at least one active registration;

assigning the at least one client to a newly designated

border element processor; and

transmitting, by the designated border element processor, a

third message to redirect the at least one client to the
newly designated border element processor.

12. The method of claim 1, further comprising performing
healthchecking of the plurality of border element processors
to determine 1f any one of the plurality of border element
processors has failed or recovered.

13. The method of claim 12, further comprising receiving,
from at least one of the plurality of border element processors,
a third message reflecting that the at least one of the plurality
of border elements processors are responsive and can handle
calls for the managed packet network.

14. The method of claim 12, further comprising receiving,
from at least one of the plurality of border element processors,
a third message retlecting at least one of calls being handled
and resource usage levels.

15. The method of claim 12, further comprising transmit-
ting, to the plurality of border element processors, a third
message requesting a response that provides information cor-
responding to at least one of calls being handled and resource
usage levels of the plurality of border element processors.

16. The method of claim 12, further comprising:

determining that a previously failed border element pro-

cessor has recovered; and

informing at least one of the plurality of border element

processors to migrate at least one active registration to
the recovered border element processor.
17. The method of claim 16, wherein said informing com-
prises transmitting a third message to migrate at least one
active registration, the third message including an i1dentifier
that 1s at least one of an area code, a directory number, a
Session Initiation Protocol uniform resource identifier (SIP
URI) or TEL uniform resource identifier (T EL URI).
18. A method for control of traffic entry of a managed
packet network, the method comprising:
receiving, at a border element processor, an active regis-
tration request associated with a client, wherein the bor-
der element processor 1s one of a plurality of border
clement processors controlling data packets entering the
managed packet network;
determining whether the active registration request associ-
ated with the client includes a parameter 1dentifying that
the client has been previously load balanced by a load
balancing engine, said load balancing engine being
coupled to and separate from said first border element
Processor;

sending a reply to the client without forwarding the active
registration request to the load balancing engine when
the active registration request associated with the client
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includes the parameter identifying that the client has
been previously load balanced; and

transmitting a message indicative of a new active registra-

tion request to the bad balancing engine to load balance
the active registration request across the plurality of
border element processors when the active registration
does not include the parameter.

19. The method of claim 18, further comprising:

recerving, from the load balancing engine, a second mes-

sage 1n response to the active registration request 1den-
tifying a designated border element processor assigned
to the client; and

informing the client of the designated border element pro-

cessor assigned to the client.

20. The method of claim 18, further comprising transmit-
ting, by each of the plurality of border element processors, a
second message to the load balancing engine 1dentifying a
number of active registrations being handled by each of the
plurality of border element processors.

21. A computer program product, tangibly embodied 1n a
non-transitory computer readable storage medium for control
of traflic entry of a managed packet network, the computer
program product including instructions operable to cause a
load balancing apparatus to:

recerve, from a border element processor, a first message

indicative ol a new active registration request associated
with a client, wherein the border element processor 1s
one of a plurality of border element processors control-
ling data packets entering the managed packet network,
said load balancing apparatus being coupled to and sepa-
rate from said border element processor;

load balance the new active registration request across the

plurality of border element processors;

assign the client to a designated border element processor;

generate a second message 1n response to the new activa-

tion registration request, the second message including a
parameter identifying the designated border element
processor assigned to the client; and

transmit the second message to the border element proces-

SOT.

22. The computer program product of claim 21, wherein
the second message further comprises a second parameter
identifving that the client has been load balanced.

23. The computer program product of claim 22, turther
comprising;

instructions operable to cause the load balancing apparatus

to:

receive load messages from each of the plurality of bor-
der element processors coupled to said load balancing,
apparatus, each of said received load messages 1ndi-
cating a number of active registrations being handled
by a border element processor which sent the recerved
load message.

24. A computer program product, tangibly embodied 1n a
non-transitory computer readable storage medium for control
of traflic entry of a managed packet network, the computer
program product including instructions operable to cause a
first border apparatus to:

recerve an active registration request associated with a

client;

determine whether the active registration request associ-

ated with the client includes a parameter identifying that
the client has been previously load balanced by a load
balancing engine, said load balancing engine being
coupled to and separate from said first border apparatus;
send a reply to the client without forwarding the active
registration request to the load balancing engine when
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the active registration request associated with the client
includes the parameter 1dentitying that the client has
been previously load balanced;

transmit a message 1indicative of a new active registration
request to the load balancing engine to load balance the
active registration request across a plurality of border
clement processors controlling data packets entering the
managed packet network when the active registration
request associated with the client does not include the
parameter 1dentifying that the client has been previously
load balanced;

receive from the load balancing engine a second message
including information identifying a designated border
apparatus assigned by said load balancing engine to the
client, said designated border apparatus being one of a
plurality of border apparatuses coupled to and separate
from said load balancing engine, said plurality of border
apparatuses including said first border apparatus; and

transmit the second message from the first border appara-
tus to the client identifying the designated border appa-
ratus.

25. A managed packet network system comprising;

a plurality of border element processors for controlling
data packets entering the managed packet network, each
border element processor configured to:
receive a new active registration request associated with

a client; and
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transmit a first message indicative of the new active
registration request;
a load balancing engine coupled to and separate from said
plurality of border element processors configured to:
recetve the first message indicative of the new active reg-
1stration request associated with the client;

load balance the new active registration request across the
plurality of border element processors;

assign the client to a designated border element processor;
and

generate a second message 1n response to the new active
registration request, the second message including a first
parameter identifying the designated border element
processor assigned to the client.

26. The managed packet network system of claim 25,

wherein the load balancing engine 1s centralized and the load
balancing engine and the plurality of border element proces-
sors exist on different respective network devices.

277. The managed packet network system of claim 25,

wherein the second message further comprises a second
parameter 1dentifying that the client has been load bal-
anced:; and

transmitting said second message from said load balancing
engine to the client via one of said border element pro-
cessors 1n said plurality of border element processors.
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