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SOCIAL NETWORKING FEED DELIVERY
SYSTEM AND METHOD

FIELD OF THE DISCLOSUR.

L1l

The present disclosure relates to social networking feed
delivery, and more particularly relates to selecting a user’s
view to be a hub for other users’ views.

BACKGROUND

Social-networking applications such as Facebook™ and
Twitter™ generate communication-intensive workloads.
They provide users with highly dynamic and personalized
content about the activities, or events, of their friends, for
example. These personalized feeds often present near real-
time information to increase user engagement. In order to
build near real-time personalized feeds, events are frequently
updated and queried from back-end data stores.

SUMMARY

With social networking applications such as without limi-
tation Facebook™, Twitter™, Yahoo!™ News Activity, etc.,
users may establish connections with other users and share
events, or items of content, such as without limitation short
text messages, URLs, pictures, news stories, videos, eftc.
Users desire to be able to have real-time, or near real-time,
event streams containing recent events shared by their con-
tacts. Data stores can be used to store events, which are
retrieved to generate a user’s event stream. Such data stores
may be used to store a view, or materialized view, for a user.
A view may comprise events from one or more other users,
¢.g., the user’s contacts or iriends, and/or the view may
include the user’s own events. The data stores are accessed to
update each user’s view, e.g., a data store may perform one or
more write operations 1n response to a new event, the data
store may perform one or more read operations to retrieve
events for a user’s event stream. It 1s apparent that data store
access to maintain user views may easily become a bottleneck
for such an online application. Users and their contacts may
form a potentially large social network, with each user having
a view that 1s maintained. Supporting social networking
workloads 1s resource intensive, particularly with regard to
the data store(s) servicing the social network. A social net-
working application may execute queries over a social graph
which models a social network making 1t difficult to partition
the workload and assign different partitions to different data
store groups.

The present disclosure seeks to address failings 1n the art
and to provide a system, method and architecture for optimiz-
ing a manner 1n which queries and updates are 1ssued to data
stores servicing an application such as a social networking
application. In so doing, partitioning can be avoided. In accor-
dance with embodiments of the present disclosure, a social
graph modeling a social network may be used to generate a
data store request schedule that optimizes, e.g., minimizes,
data store accesses, such as without limitation queries and
updates to the data store.

In accordance with one or more embodiments, a method 1s
provided, which method comprises obtaining, via at least one
computing device, a social graph representing a plurality of
social network users as a plurality of content consumers and
content producers of the social network, each content pro-
ducer producing, and each content consumer consuming, one
or more 1tems of content, the social graph 1dentifying a con-
tent sharing relationship for a consumer-producer pair com-
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2

prising a content consumer and content producer of the plu-
rality of content consumers and content producers, the
content sharing relationship representing that the content
consumer consumes the one or more content items produced
by the content producer; selecting, via the at least one com-
puting device from the plurality of content consumers and
content producers, a content sharing hub for at least one
consumer-producer pair, the content sharing hub having a
content sharing relationship with each of the content con-
sumer and the content producer of the consumer-producer
pair; and defining, via the at least one computing device, a
new content sharing relationship for the consumer-producer
pair using the content sharing hub, the new content sharing
relationship representing that the content consumer con-
sumes the one or more content 1items produced by the content
producer via the content sharing hub.

In accordance with one or more embodiments, a system 1s
provided, the system comprising at least one computing
device comprising one or more processors to execute and
memory to store mstructions to obtain a social graph repre-
senting a plurality of social network users as a plurality of
content consumers and content producers of the social net-
work, each content producer producing, and each content
consumer consuming, one or more items of content, the social
graph 1dentifying a content sharing relationship for a con-
sumer-producer pair comprising a content consumer and con-
tent producer of the plurality of content consumers and con-
tent producers, the content sharing relationship representing
that the content consumer consumes the one or more content
items produced by the content producer; select, from the
plurality of content consumers and content producers, a con-
tent sharing hub for at least one consumer-producer patr, the
content sharing hub having a content sharing relationship
with each of the content consumer and the content producer of
the consumer-producer pair; and define a new content sharing
relationship for the consumer-producer pair using the content
sharing hub, the new content sharing relationship represent-
ing that the content consumer consumes the one or more
content 1items produced by the content producer via the con-
tent sharing hub.

In accordance with one or more embodiments, a non-tran-
sitory storage medium 1s provided, the non-transitory storage
medium for tangibly storing thereon computer readable
instructions that when executed cause at least one processor
to obtain a social graph representing a plurality of social
network users as a plurality of content consumers and content
producers of the social network, each content producer pro-
ducing, and each content consumer consuming, one or more
items of content, the social graph 1dentifying a content shar-
ing relationship for a consumer-producer pair comprising a
content consumer and content producer of the plurality of
content consumers and content producers, the content sharing
relationship representing that the content consumer con-
sumes the one or more content items produced by the content
producer; select, from the plurality of content consumers and
content producers, a content sharing hub for at least one
consumer-producer pair, the content sharing hub having a
content sharing relationship with each of the content con-
sumer and the content producer of the consumer-producer
pair; and define a new content sharing relationship for the
consumer-producer pair using the content sharing hub, the
new content sharing relationship representing that the content
consumer consumes the one or more content 1tems produced
by the content producer via the content sharing hub.

In accordance with one or more embodiments, a system 1s
provided that comprises one or more computing devices con-
figured to provide functionality in accordance with such
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embodiments. In accordance with one or more embodiments,
functionality 1s embodied in steps of a method performed by
at least one computing device. In accordance with one or
more embodiments, program code to implement functional-

ity 1n accordance with one or more such embodiments 1s
embodied 1n, by and/or on a computer-readable medium.

DRAWINGS

The above-mentioned features and objects of the present
disclosure will become more apparent with reference to the
following description taken 1n conjunction with the accom-
panying drawings wherein like reference numerals denote
like elements and 1n which:

FIG. 1 provides an example of a social networking system
architecture used 1n accordance with one or more embodi-
ments ol the present disclosure.

FIG. 2 provides an example of a hub in accordance with
one or more embodiments of the present disclosure.

FIG. 3 provides an example of data store requests
described in connection with one or more embodiments of the
present disclosure.

FIG. 4 provides an example of a process tlow 1n accordance
with one or more embodiments of the present disclosure.

FIG. 5 provides an example of a greedy algorithm vanant
for use 1n accordance with one or more embodiments of the
present disclosure.

FIG. 6 provides an example of a hub graph centered in
accordance with one or more embodiments of the present
disclosure.

FI1G. 7, which comprises FIGS. 7A, 7B and 7C, provide a
process tlow of the greedy algorithm variant for use 1n accor-
dance with one or more embodiments of the present disclo-
sure.

FI1G. 8 provides exemplary pseudocode of a greedy heuris-
tic for use 1n accordance with one or more embodiments.

FIG. 9, which comprises FIGS. 9A-9E, provides an
example of a greedy heuristic process tlow in accordance with
one or more embodiments.

FIG. 10 1llustrates some components that can be used in
connection with one or more embodiments of the present
disclosure.

FIG. 11 1s a detailed block diagram illustrating an internal
architecture of a computing device in accordance with one or
more embodiments of the present disclosure.

DETAILED DESCRIPTION

Certain embodiments of the present disclosure will now be
discussed with reference to the aforementioned figures,
wherein like reference numerals refer to like components.

Subject matter will now be described more fully hereinat-
ter with reference to the accompanying drawings, which form
a part hereof, and which show, by way of illustration, specific
example embodiments. Subject matter may, however, be
embodied 1n a variety of different forms and, therefore, cov-
ered or claimed subject matter 1s intended to be construed as
not being limited to any example embodiments set forth
herein; example embodiments are provided merely to be
illustrative. Likewise, a reasonably broad scope for claimed
or covered subject matter 1s intended. Among other things, for
example, subject matter may be embodied as methods,
devices, components, or systems. Accordingly, embodiments
may, for example, take the form of hardware, software, {irm-
ware or any combination thereof (other than soitware per se).
The following detailed description is, therefore, not intended
to be taken 1n a limiting sense.
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4

Throughout the specification and claims, terms may have
nuanced meanings suggested or implied 1n context beyond an
explicitly stated meaning. Likewise, the phrase “in one
embodiment” as used herein does not necessarily refer to the
same embodiment and the phrase “in another embodiment”
as used herein does not necessarily refer to a different
embodiment. It 1s intended, for example, that claimed subject
matter include combinations of example embodiments in
whole or 1n part.

In general, terminology may be understood at least in part
from usage in context. For example, terms, such as “and”,
“or”, or “and/or,” as used herein may include a variety of
meanings that may depend at least 1in part upon the context in
which such terms are used. Typically, “or” 1f used to associate
a list, such as A, B or C, 1s intended to mean A, B, and C, here
used 1n the inclusive sense, as well as A, B or C, here used 1n
the exclusive sense. In addition, the term “one or more” as
used herein, depending at least in part upon context, may be
used to describe any feature, structure, or characteristic in a
singular sense or may be used to describe combinations of
features, structures or characteristics 1n a plural sense. Simi-
larly, terms, such as ““a,” “an,” or “the,” again, may be under-
stood to convey a singular usage or to convey a plural usage,
depending at least 1n part upon context. In addition, the term
“based on”” may be understood as not necessarily intended to
convey an exclusive set of factors and may, instead, allow for
existence of additional factors not necessarily expressly
described, again, depending at least 1n part on context.

The detailed description provided herein 1s not intended as
an extensive or detailed discussion of known concepts, and as
such, details that are known generally to those of ordinary
skill 1n the relevant art may have been omitted or may be
handled in summary fashion.

In general, the present disclosure includes a social network
teed delivery system, method and architecture. In accordance
with one or more embodiments, a social network application
may present users with event streams, each event stream
comprising events, or items of content. In so doing, users of a
social networking application can share events, also referred
to herein as content or items of content. Materialized views,
or views, may be used generate such streams. Each user may
have 1ts own view.

Access to the data stores storing user views 1S a major
bottleneck of social networking systems. In accordance with
one or more embodiments, data store access 1s optimized, or
minimized, thereby improving throughput. In accordance
with one or more embodiments, data store requests of two
friends are processed by querying and updating the view of a
third common friend. The view of the third common iriend
may be referred to as a hub view. By virtue of this arrange-
ment, requests of one of the two Iriends may be served with-
out querying or updating the view of the second of the two
friends.

Some non-limiting examples of applications that may
make use of the network delivery feed system, method and
architecture provided in accordance with one or more
embodiments of the present disclosure include without 1imi-
tation social networking applications such as Facebook™,
Twitter™, Yahoo!™ News Activity, etc. In such applications,
users establish connections with other users and share events,
such as without limitation short text messages, URLs, pic-
tures, news stories, videos, etc. Users can see real-time event
streams containing recent events shared by their contacts.
Users and their contacts form a social graph.

FIG. 1 provides an example of a social networking system
architecture used 1n accordance with one or more embodi-
ments of the present disclosure. In the example, a social
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networking system 102 may store in data store(s) 112 infor-
mation about users, such as without limitation individuals,
applications, etc. which may access the system 102, a social
graph 114, and events or content shared by entities. Users
may access system 102 using user device(s) 102, for example,
and write a content 1tem, €.g., a tweet, post, blog entry, etc., or
read a content 1tem from data store(s) 112. A user may submit
a content request to the system 102, e.g., such request may be
a request to share a new content item with one or more content
consumers or a request by a content consumer to retrieve new
content items produced by one or more content producers. By
way ol a non-limiting example, a user request may be sub-
mitted via a browser application executing on a user device
104, transmitted via network 106 to a front end 108, such as
a social networking application. The front end 108 may for-
ward the request to a data store client 110, which accesses one
or more user views stored by data stores 112. By way of a
turther non-limiting example, the front end 108 and/or data
store client 108 may be implemented by one or more server
computers.

An event stream, which may also be referred to herein as a
social networking feed, content feed, web feed etc., 1s a
mechanism for delivering items of content between users of
the system 102. In a social networking system, such as system
102, event streams may be frequently updated by users of the
system. The present disclosure contemplates any applicable
event stream and content item. An event stream conceptually
connects a content producer and a content consumer at each
end. In accordance with one or more embodiments, a content
producer, or simply a producer, 1s an entity that produces an
item, or 1tems, of content that may be consumed by one or
more other entities, referred to as content consumers, or con-
sumers. A content consumer 1s an entity that consumes an
item, or items, of content produced by one or more content
producers. In social networking parlance, it may be said that
a consumer “follows” or 1s a follower of the content produced
by one or more producers. An entity may be both a producer
and a consumer, as the entity may produce contents for others
to consume at one time and consume contents produced by
others at another time. Thus, with respect to a feed where an
entity produces contents for another, the entity 1s referred to
as the producer; and with respect to another feed where the
same entity consumes contents from another, the enfity 1s
referred to as the consumer.

A large social network with a very large number of active
users may generate a considerable load on data store(s) 112
that respond to content write requests by producers and con-
tent read, e.g., query, requests from consumers. By way of a
non-limiting example, data stores 114 may be relational data-
bases, key-value stores, or other data stores. To manage the
load, materialized views of the data store(s) 112 may be used.
A maternialized view may be formed for each user on a per-
user basis, since each user may, and likely will, have a differ-
ent social networking feed. A user’s view may comprise
content 1tems from other content producing users as well as
content 1tems produced by the user as a content producer.

Throughput of a social networking system 102 may be
proportional to data transierred to and from 1ts data store(s)
112. Data store throughput has a direct impact on an overall
throughput of the social networking system 102. Embodi-
ments of the present disclosure optimize data store access and
reduce load on data stores, such as data stores 112. By way of
some non-limiting examples, the load illustrated by data
access arrows 116 may include querying, e.g., by content
consumers, and updating, e.g., by content producers, data
stores 112. Reducing such reads and writes to the data store(s)
112 results 1n a reduction of the load on the data store(s) 112.
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As a result, throughput for both the data store(s) 112 and the
system 102 as a whole 1s improved. Improving data store
throughput results 1n 1mproved response time, an ability to
reduce data stores and/or data store servers needed to service
the social networking system 102, for example.

A social networking system 102 may assign views ol con-
tent producers “followed” by a user and view of content
consumers that “follow” the user into either a push set or a
pull set. A push set might contain views of content consumers
that may be updated by data store client(s) 110 when the user
shares a new content 1item. A pull set might contain views of
content producers that may be queried to generate the user’s
event stream or social networking feed. By way of a non-
limiting example, a push strategy may be used to “pre-com-
pute” the user’s view, e.g., each new event 1s “pushed” to the
user’s view to update the user’s view 1n response to the new
event, while a pull strategy may be used to compute the user’s
view 1n response to the user’s request, €.g., new events are
“pulled” from other views 1n response to a request to update
the user’s view. To further illustrate, 1n a push set, a user’s
view 1s updated each time a new event occurs from another
user. In a pull set, a user’s view can be updated 1n response to
a user’s request for an updated event stream.

A collection of push and pull sets for each user of system
102 may be referred to as a request schedule. Two examples
of request schedules are push-all and pull-all. In a push-all
schedule, the push set contains the views of all of the user’s
producers and consumers and the pull set contains the user’s
view. In a pull-all schedule, the pull set contains the view of
all of the user’s producers and consumers and the push set
contains the user’s view. A push-all schedule may be particu-
larly efficient in a read-dominated workload, e.g., a workload
in which queries or read operations predominate, as each read
generates only one request to the data store(s) 112. A pull-all
schedule may be specular, e.g., a pull request may comprise a
read request or query to a number of views, which results in a
number of data store requests, and may be better suited for
write-dominated workloads. In contrast to a push-all or pull-
all schedules, a hybnid request schedule, chooses, for each
pair of users, between push and pull depending on how 1fre-
quently the two users share events and request event streams.

Embodiments of the present disclosure provide improve-
ment over the push-all, pull-all and hybrnd request schedul-
ing, and provide a request schedule that uses one or more
views, each acting as a hub for other views. FIG. 2 provides an
example of a hub 1n accordance with one or more embodi-
ments of the present disclosure. In the example shown 1n FIG.
2, Art 1s a content producer and Billie and Charlie are each a
content consumer of Art. Without a view to act as a hub, each
edge 216AC, 216 AB and 216CB results 1n either a push or a
pull operation requiring access to data store(s) 112. Each edge
216 AC, 216AB and 216CB represents a consumer-producer
pair, the producer producing one or more 1tems of content and
the consumer consuming the one or more items of content.
Each item of content produced by the producer may be
pushed to the consumer when the producer produces the
content, or pulled by the consumer when the consumer
requests the item of content, e.g., 1n a request for a new or
updated event stream.

Without a hub, for example, items of content, produced by
Art must be pushed, or pulled, to Charlie’s view 212C and to
Billie’s view 212B, as illustrated by edges 216AC and
216 AB. Using Charlie’s view 212C as a hub, edge 216AB,
which would otherwise require a push or a pull operation and
data store access, may be eliminated. In accordance with one
or more embodiments, a push, or pull, operation represented
by edge 216 AB may be eliminated from arequest schedule by
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using Charlie’s view 212C as a hub view, pushing Art’s
updates to Charlie’s view 212C, as represented by edge
216AC, and updating Billie’s view 212B to include Art’s
updates by pulling from Charlie’s view 212C, as represented
by edge 216CB. In accordance with such embodiments, using
Charlie’s view 212C as a hub, Billie’s view 212B may be
updated with a pull operation, as represented by edge 216CB,
and edge 216 AC can be eliminated, thereby eliminating data
store access associated with edge 216AB.

To illustrate further, in the example shown 1n FIG. 2, Char-
lie’s view 212C may be 1n Art’s push set, such that updates
from Art are pushed to Charlie’s view, as 1llustrated by edge
216AC. In the example, one or more data store clients, such as
data store clients 110, may be used to msert each new event,
¢.g., tweet, generated by Art into Charlie’s view 212C. Con-
sider now that Billie follows both Art and Charlie. Where
Charlie 1s not used as a hub, when Billie requests an event
stream, one or more data store clients 110 may be used to pull
Art’s updates from Art’s view 212A, as represented by edge
216AB, and Charlie’s updates from Charlie’s view 212C, as
represented by edge 216CB. In contrast and 1n accordance
with one or more embodiments, where Charlie’s view 212C 1s
used as a hub, when Billie requests an event stream, one or
more data store clients 110 may be used to pull both Art’s
updates and Charlie’s updates from Charlie’s view 212C, as
represented by edge 216 AB; data store requests to Art’s view

212A need not be used to retrieve Art’s updates. In so doing,
edge 216AC may be served through Charlie’s view 212C,

which acts as a hub, and edges 216 AC and 216CB. The
approach used in accordance with embodiments of the
present disclosure, which may be referred to as social piggy-
backing, generates fewer data store requests than push-all,
pull-all, or hybrid schedules.

FIG. 3 provides an example of data store requests
described in connection with one or more embodiments of the
present disclosure. Where a push-all schedule 1s used, the

system pushes new events or updates from Art to Art’s view
214 A, Billie’s view 214B and Charlie’s view 214C, as 1llus-

trated by edges 316 AA, 316 AB and 316 AC. With a pull-all
schedule, the system queries events from Art’s view 214A,
Billie’s view 214B and Charlie’s view 214C whenever Billie
requests a new event stream, as illustrated by lines 318AB,
318BB and 318CB. With a hybnd schedule, the system
executes whichever one of a pull and push operation 1s deter-
mined to be the least costly, where cost may be determined
based on a production frequency for the producer and a con-
sumption Irequency for the consumer. By way ol a non-
limiting example, a content producer’s production frequency
may be based on how frequently the content producer shares
new events, or new content, and a content consumer’s con-
sumption frequency may be based on how frequently the
content consumer makes a request to receive events, or con-
tent, produced by content providers. In a hybrid scheduling
approach, where Billie queries the data store(s) 212 to retrieve
new events or content less frequently than Art writes new
events to data store(s) 212, Billie’s rate of consumption may
be said to be less than Art’s rate of production, and a pull
operation may be selected as a result. Conversely and 1n the
hybrid scheduling approach, where Billie queries the data
store(s) 212 more frequently than Art writes new events to
data store(s) 212, Billie’s rate of consumption may be said to
be greater than, e.g., more costly than, Art’s rate of produc-
tion, and a push operation may be selected as a result.

As discussed above, embodiments of the present disclosure
identify a hub and minimize the overall rate of requests sent to
data store(s) 212. By way of a non-limiting example, as
discussed above, Charlie’s view 212C may be used as a hub,
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thereby eliminating the need for edges 316 AB and 318AB. In
accordance with one or more embodiments, user views may
be used as hubs, and where a hub 1s unavailable for a pair of
user’s views, events may be sent to the users’ views directly,
such as without limitation using a push or pull operation
determined 1n accordance with the users’ rates of production
and consumption, as in a hybrid scheduling approach.

In accordance with one or more embodiments, a social
dissemination problem 1s formalized as a problem of propa-
gating events on a social graph, which comprises vertices and
edges. For the purposes of discussion, vertices, correspond-
ing users and their views are used interchangeably. Where a
vertex u pushes events to a vertex v, this corresponds, 1n a
social networking system, such as system 102 of FIG. 1, to
data store client(s) 110 updating the view of the user v with all
new events shared, or produced, by user u. Similarly, where a
vertex v pulls events from a vertex u, this corresponds to data
store client(s) 110 sending a query request to the view of the
user u in order to generate event stream for v. Events pulled by
a vertex v may, but need not be, copied into the view of v. For
simplicity, for purposes of discussion, users may access their
own view with updates and queries.

In accordance with one or more embodiments, a social
graph may be represented as a directed graph G=(V; E). An
edge u—v 1n the social graph 1indicates that user v subscribes
to the events produced by user u. In such a scenario, user u 1s
a producer and user v 1s a consumer. Where the view of a user
v contains an event produced by a different user u, user u
subscribes to the events produced by user v, which, as dis-
cussed above, may be represented by the edge u—v. Sym-
metric social relationships, such as being friends on Face-
book™, can be modeled with two directed edges u—v and
v—=11.

In accordance with one or more embodiments, events
streams have bounded staleness, such that each event stream
generated for a user u contains all recent events shared by
producers of u, where recency may be a predetermined time,
0. By way of some non-limiting examples, a value of ® may
depend on various system parameters, such as network, CPU
and/or memory speed, and/or 1t may be a function of a current
load of the system 102. An underlying motivation of bounded
staleness 1s that front end 108 may present near real-time
event streams, and a certain amount of delay may be accept-
able. Generally stated, a time bound, ®, exists that, for each
edge that 1s a member of a set of edges, E, or u—veFE, a query
action by v 1ssued at a time t returns each event posted by u at
time t—0, or before.

Event streams may comprise a list of events, which may or
may not be filtered using a filtering criteria, such as without
limitation an application-specific relevance criteria and/or
other filtering criteria. Staleness of event streams may be
different from request latency, e.g., timing of a response to a
request by system 102. Embodiments of the present disclo-
sure may indirectly address request latency, e.g., reducing a
throughput load on system 102 makes 1t more likely to serve
event streams with low latency. A trivial, albeit practically
unacceptable, way to guarantee bounded staleness could be to
have all producers push their events to a single centralized
view, and to have all consumers pull from that view. However,
using only one view would inherently prevent scaling the
system because 1t would require using only a single data store
SErver.

In accordance with one or more embodiments, non-trivial-
ity may be defined such that 1f a view of a user v contains an
event produced by a user u different than user v, then there 1s
an edge, u—v, which edge 1s a member of a set of edges, E.
Referring again to FIGS. 2 and 3, a request schedule deter-
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mines which edges of a social graph are included 1n the push
and pull sets of a user. In the discussion provided herein,
global push and pull sets, which are represented as H and L,
respectively. Push set, H, and pull set, L, are subsets of the set
of edges, E, of a social graph. The following provides an
exemplary formal defimition of a request schedule:
Exemplary Definition: A request schedule comprises a pair
(H; L) of sets, with a push set H, which 1s a subset of edge set,

E(e.g., HEZE), and a pull set L, which 1s a subset of edge set
E (e.g., L E). If vis in the push set of u, the edge between u
and v 1s an element of edge set E, e.g., u—veE.

Embodiments of the present disclosure determine a request
schedule minimizing throughput costs of a workload of a
social networking system, such as system 102. By way of
some non-limiting examples, throughput costs that may be
mimmized include a number of messages, number of bytes
transierred, etc. A throughput cost of a workload associated
with a request schedule may be defined as an overall rate of
query and updates performed by the data store servers of the
system. The workload may be characterized by a production
rate, r,(u), and the consumption rate, r_(u), of each user, u, of
the system 102. The production and consumption rates 1ndi-
cate an average frequency 1n which users share new events
and request event streams, respectively. Given an edge u—v,
a cost incurred by an edge that 1s a member of a push set, H,
which may be expressed as u—veH, 1s r (u), €.g., every time
u shares a new event, an update 1s sent to the view of v.
Similarly, a cost incurred by an edge that 1s a member of a pull
set, L., which may be expressed as u—=vel., 1sr _(v), e.g., every
event stream request from v generates a query to the view of
u. The cost of the request schedule (H; L) may be the aggre-
gate of the sum ot the production rate, r (u), for all edges,
u—v, 1n push set, H, and the sum of the consumption rate,
r (v), for all edges u—v, i pull set, [, which may be
expressed as follows:

cH. L)y= Y rpw+ > r(v)

H—veH H—vel

The above expression does not explicitly consider ditfer-
ences 1n the cost of push and pull operations. Push and pull
operations may have similar associated costs. Where there are
cost differences between push and pull operations, such cost
difference may be represented 1n the above expression. By
way ol a non-limiting example, where the cost of a pull
operation 1s n times the cost of a push operation, each con-
sumption rate, r_(v) may be multiplied by a factor equal to n.
The costof updating and querying a user’s own view need not
be represented in the cost metric because 1t 1s implicit. In
accordance with one or more embodiments, user views may
be maintained by one or more data store servers communica-
tively-coupled to data store(s) 112. Two vertices of a social
graph are co-located where the same data store server main-
tains their views. Co-location may be easily modeled by
associating binary weights to edges in the expression of cost
ol a request schedule, which cost may be expressed as c¢(H;
L).

As discussed above, embodiments of the present disclosure
may be used to address a social dissemination. Such a social
dissemination problem may be formally expressed using the
following exemplary problem definition:

Problem Definition—Dissemination: Given a social graph
G=(V; E), which graph comprises a set of vertices, V and a set
of edges, E, and turther given a workload with production and
consumption rates r (u) and r_(u) for each node, u, of the set
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of vertices, V, e.g., ueV, find a request schedule (H; L) that
guarantees bounded staleness and non-triviality, while mini-
mizing the cost c(H; L).

In accordance with one or more embodiments, bounded
staleness may be achieved by setting an upper bound, A, on a
time 1t takes to serve a user request. In accordance with one or
more embodiments, optimization of a request schedule using
hubs guarantees bounded staleness with ®=2A. In fact, hub
optimization may be used to achieve bounded staleness and
non-triviality, as shown by the following theorem:

Theorem: Admissible request schedules. A request sched-
ule (H; L) guaranteeing bounded staleness and non trwmhty
on a social graph G=(V; E) 1s such that, for each edge u—veFE,
it holds that u—=veH, or u—=vel, or there exists a vertex w
such that u—weE, w—veE, u—weH, and w—vel..

A consequence of this theorem 1s that where a user v pulls
events from u, such events need not be copied 1into the view of
v, since other users need not pull events pulled by u. In the
example of FIG. 3, events pulled by Billie from Charlie’s
view 212C need not be stored into Billie’s view 212B.

In accordance with one or more embodiments, the above-
discussed dissemination problem may be used to find a sched-
ule to cover each of the edges 1n a social network. In accor-
dance with one or more embodiments, a solution to the
dissemination problem may be based on the SetCover prob-
lem. Generally, the SetCover problem provides that given a
ground set X and a collection C={A |, ..., A} of subsets of
X, called candidates, such that U A =X, each set A 1n C 1s
associated with a cost c(A). According to the SetCover prob-
lem, a goal 1s to select a sub-collection S = C that covers all
the elements in the ground set, i.e., U ,..A=X, and the total
cost 2 ,..C(A) of the sets 1n the collection S 1s minimized.

Generally, a greedy algorithm may be used for a SetCover
problem. An example of a greedy algorithm 1s as follows: a
solution set, S, which i1s 1initialized to be a null set, maintains
an 1teratively growing solution, and a set Z 1s initialized to X
and maintains the uncovered elements of X. As long as Z 1s
not empty, select the set AeC which minimizes the cost per
uncovered element c(A)/|AMNZ| add the set A to the solution
(S==SU{A}), and update the set of uncovered elements
(Z<—7\A). Such a greedy algorithm achieves a solution with
approximation guarantee O(log A), where A=max {|Al} is the
s1ze of the largest set 1n the collection C.

In accordance with one or more such embodiments, a solu-
tion provides for bounded staleness and non-triviality and
provides that a collection C that may comprise two kinds of
subsets: edges that are served directly, and edges that are
served through a hub. Serving an edge u—=veE directly
through a push or a pull corresponds to covering using a
singleton subset {u—v }eC, and a choice is made between a
push and pull according to a hybrid strategy discussed above
to serve the edges directly. A hub like the one shown 1n FIG.
2 may cover three edges, e.g., edges 216AC, 216AB and
216CB, using a push and a pull; the third edge, e.g., 216AB,
1s served indirectly. Each time the algorithm selects a candi-
date from C, 1t adds the required push and pull edges to the
solution, e.g., a request schedule (H, L).

FIG. 4 provides an example of a process flow 1 accordance
with one or more embodiments of the present disclosure. At
step 402, a social graph 1s obtained, which social graph may
comprise a plurality of content producers and content con-
sumers. Each content producer may produce, and each con-
tent consumer may consume, one or more 1tems of content.
The social graph may comprise a set of nodes or vertices, each
node or vertex corresponds to a content producer and a con-
tent consumer. The social graph may further comprise edges,
cach edge representing a content sharing relationship for a
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consumer-producer pair comprising a content consumer and
content producer. The content sharing relationship may rep-
resent that the content consumer consumes the one or more
content items produced by the content producer. Each user, or
vertex that represents the user 1n a social graph, may have an
associated production rate and/or consumption rate, and
either or both may be 1nput to a process used to determine a
request schedule, e.g., greedy s algorithm vanant, greedy
heuristic and the like.

At step 404, at least one content sharing hub 1s selected. A
content sharing hub may be selected using information pro-
vided by the social graph, e.g., the set of vertices and set of
edges. The content sharing hub may be selected for at least
one consumer-producer pair. By way of a non-limiting
example, a social graph may include vertices for users Art,
Billie and Charlie, and edges 216 AC, 216AB and 216AC. In
the example of FIG. 2, there are three consumer-producer
pairs, and Charlie’s view 212C 1s a content sharing hub for the
consumer-producer pairing between Art and Billie. In accor-
dance with one or more embodiments, a hub for an edge, u—v
may be u or v, such as 1n a case of a direct push operation or
a direct pull operation.

At step 406, a new content sharing relationship may be
defined for the consumer-producer patir, such as without limi-
tation Art and Billie, using the content sharing hub, such as
without limitation Charlie. Using the new content sharing
relationship, the content consumer consumes the one or more
content 1tems produced by the content producer via the con-
tent sharing hub. In accordance with one or more embodi-
ments, a request schedule 1s generated, which includes a push
operation between the producer and the content sharing hub
and a pull operation between the content sharing hub and the
consumer. By way of a non-limiting example, content is
shared between Art and Billie by pushing events from Art’s
view 212A to Charlie’s view 212 and pulling events from
Charlie’s view 212C to Billie’s view 212B. Since events are
already being shared between Art and Charlie and between
Charlie and Billie, the data store accesses used share events
between Art and Charlie and Charlie and Billie may also be
used to share events between Art and Billie. In so doing, any
data store access operations that would otherwise be needed
to share events directly between Art and Billie can be elimi-
nated.

In accordance with one or more embodiments of the
present disclosure, a request schedule 1s generated, which
schedule may be used to make data store requests and update
user’s views and event streams. In accordance with one or
more embodiments, the request schedule comprises informa-
tion, which identifies, for each consumer-producer pair,
whether events, or items ol content, are pushed from the
producer to the consumer or pulled from the producer to the
consumer. By way of a non-limiting example, the request
schedule comprises a push set, H, which identifies those
consumer-producer pairs for which a push operation 1s to be
used, and further comprises a pull set, L, which 1dentifies
those consumer-producer pairs for which a pull operation 1s to
be used. In accordance with one or more such embodiments,
a greedy algorithm variant, which 1s discussed below, may be
used to generate arequest schedule. In accordance with one or
more alternate embodiments, a greedy heuristic algorithm,
which 1s also discussed below, may be used to generate a
request schedule.

FIG. 5 provides an example of a greedy algorithm variant
for use 1 accordance with one or more embodiments of the
present disclosure. The example greedy algorithm variant
provides a variant of SetCover that identifies a request sched-
ule that optimizes the dissemination problem. The ground set
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comprises the edges, E, of a social graph, G=(V, E), which
edges are to be covered, either indirectly via a hub or directly.
In the example shown 1n FIG. 5, steps 5 to 8 add to the
candidate set, C, e.g., add to priority queue, Q. As 1s described
below, a maximal hub graph, G(w), centered about a hub
vertex, w, 1s determined, and a densest subgraph, S, 1n the hub
graph, G(w), 1s determined. In a second portion of the greedy
algorithm variant, steps 9 to 18 are iteratively performed to
select subgraphs having minmimal associated cost from the
priority queue, Q, until all edges of the social graph, G, are
covered either directly, e.g., a push or pull operation between
a consumer and producer pair, or indirectly, e.g., via a hub.
The greedy algorithm variant returns, at step 19 1n FIG. 5§, a
request schedule (H, L), which includes one or more hubs,
cach of which indirect cover edges, a hub.

In accordance with one or more embodiments, the greedy
algorithm variant iteratively selects the candidate subgraphs
that are inserted 1n the priority queue, Q. Theoretically, the set
of candidates may have exponential cardinality because it
contains all possible hubs. In accordance with one or more
embodiments, a minimum cost-per-eclement may be invoked
to find an approximate solution of the SetCover problem
without materializing all candidates. This makes the cardi-
nality of the set of candidates irrelevant, such that it may be
exponential.

In accordance with one or more embodiments, steps 5-8 of
the greedy algorithm variant shown 1n FIG. S may comprise
first and second determinations, each of which may be solved
in polynomial time. The first determination mvolves adding
to the candidate set, C, for each vertex w, a hub graph centered
on w that covers the largest number of edges at a lowest cost.
By way of a non-limiting example, a hub graph centered on w
1s a generalization of the sub-graph of FI1G. 2. FIG. 6 provides
an example ol a hub graph centered on w 1n accordance with
one or more embodiments of the present disclosure. The
example provided 1in FIG. 6 shows a subgraph of a social
graph where a producer set, 602, which 1s also denoted by the
letter X, and a consumer set, 604, which 1s also denoted by the
letter Y. The producer set X comprises users that produce
events, or content, 1.e., content producers. The consumer set,
Y comprises users that consumer events, or content, 1.¢.,
content consumers. FIG. 6 further 1llustrates a user, which
may also be referred to as a view or user view, which acts as
a hub 608, such that events produced by one or more produc-
ers 606 of producer set 602 may be shared with one or more
consumers 610 of consumer set 604. In the example, each
solid edge 612 pointing to hub w 1s served with a push opera-
tion, each dashed edge 614 pointing from hub w 1s served with
a pull, and each dashed edge 616 1s covered indirectly.

A second determination involves selecting a best candidate
of C, which contains a number of hub graph elements and a
number of edges. As discussed above, where a hub graph 1s
selected comprising a set ol producers and a set of consumers,
cach edge from a vertex, X, 1n X to w 1s set to be a push, and
cach edge from w to a vertex, y, in Y 1s set to be a pull, such
that the edges between vertices of X and Y are covered indi-
rectly via the hub.

In the first determination, which involves adding to the
candidate set, C, for each vertex, w, a hub graph centered on
w that covers the largest number of edges at a lowest cost,
cach vertex u of a hub graph centered on w 1s associated with
a weight g(u) retlecting an associated cost of u. By way of a
non-limiting example, for each vertex of a producer, X, in the
set of producers, X, a weight, g(x), may be set equal to the
producer’s production rate, r,(X), e.g., such that a cost of a
push operation from x to w 1s associated with a producer
vertex X. Similarly, for each vertex of a consumer, y, in a set of
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consumers, Y, a weight g(v) may be set equal to the consum-
er’s consumption rate, r (v), €.g., such that the cost ot a pull
operation from y to w 1s associated with a consumer vertex y.
A weight, g(w), for the hub vertex, w, of the hub graph may be
set 1o 0.

In accordance with one or more embodiments, W and
E(W) are the set of vertices and edges of a hub graph, (W,

E(W)), respectively, and an aggregate cost, g( W), associated
with the set of vertices, W, of the hub graph may be deter-
mined to be the sum of the cost of each vertex in the hub
graph, which may be expressed as follows:

gW)=2, yg(u)

In accordance with the above example, the cost, g(W), 1s
the sum of the production rate of each producer and the
consumption rate of each consumer in the hub graph. A cost-
per-element, or vertex representing a consumer or a producer,

of a hub graph (W, E(W)) may be expressed as:

Eq. (1)

g(W)
W =
P = TEw))

In other words, a cost-per-element of a hub graph, (W,
E(W)), may be determined by dividing the cost, g(W), by a
cardinality of, or number of edges 1n, the set of edges, E(W),
of the hub graph. In accordance with one or more embodi-
ments, the first determination may be expressed as finding, for
cach vertex w of a social graph, G=(V, E), a hub graph (W,
E(W)) centered on w that minimizes the cost-per-clement,
p(W), determined for the hub graph. In accordance with one
or more embodiments, by minimizing the cost-per-clement
the density may be maximized.

The first and second determinations may be addressed
using DensestSubgraph functionality, which may be
expressed using the following Problem Statement:

Problem Statement—Densest Subgraph: Let G=(V, E)bea
graph comprising a set of vertices, V, and a set of edges, E. For
a set, S, which 1s a subset of vertex set, V, e.g., SV, E(S)
denotes the set of edges of G between vertices of S. The
DensestSubgraph determines the subset, S, that maximizes a
density function, such as the following:

[ECS))
d(S) = ——.
(3) 5]

Using the above density function, a candidate may be
added to a candidate set, C, for each vertex w, where the
candidate 1s a hub graph centered on w that covers the largest
number of edges at a lowest cost. The hub graph candidate
that 1s added to the candidate set may be a subgraph, S, of the
hub graph, G(W), determined for vertex w. Where the vertices
of S are weighted 1n accordance with the weightings of the
weilght functions defined above, a weighted variant may be
obtained by replacing the density function d(S) with:

[ECS))

d.,(S) = .
) g(5)

Let G, which corresponds with G(w) formed 1n step 6 of
FIG. 3, be the largest hub graph centered 1n a vertex w, e.g.,
the hub graph in which X and Y include all producers and
consumers ol w, respectively. A sub graph (S, E(S)) of G, that
maximizes the density function, e.g., d (S), minimizes the
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cost-per-element of the subgraph, p(S), which may be deter-
mined using Eq. 1, where S 1s used 1n place of W. In accor-
dance with one or more embodiments, the DensestSubgraph
function uses the weighted version of density function, d (S),
to 1dentily a candidate subgraph of the maximal hub graph
centered on w to be included 1n a set of candidates, C, e.g., a
set of candidate subgraph, each determined to maximize a
density function and thereby minimizing a cost-per-element

for the hub graph. In the example of FIG. 5, the candidate
subgraph 1s inserted 1n a queue, Q, with an inverse value of the
density function, which inverse value may also be said to be
the cost-per-element for the subgraph.

In accordance with at least one embodiment, the Densest-
Subgraph may be approximated as follows: start with social
graph and proceed until the graph 1s empty, iteratively 1den-
tify and remove the node with the lowest degree, e.g., remove
the node with the least number of edges connected to the node
(1incident edges), and remove 1ts mcident edges. In accor-
dance with one or more embodiments, ties 1n degree may be
arbitrarily broken. Among all subgraphs considered during
the execution of the algorithm return the one with the maxi-
mum density. The density of a subgraph, d(S), may beused. In
accordance with one or more embodiments, d (S) may be
used as the density of the subgraph, which may be maxi-
mized. In accordance with one or more such embodiments, 1n
cach 1teration istead of removing the node with the lowest
degree, the node that mimmizes a “weighted degree”, which
i1s defined as d_(u)=d(u)/g(u), where d(u) 1s a degree ot node
u 1s removed, together with its incident edges.

In accordance one or more embodiments, the algorithm
shown 1n FI1G. 5 iteratively performs 1ts steps until all edges of
E are covered. The DensestSubgraph problem considers the
choices done in previous steps, and the DensestSubgraph
function takes the sets H, L and Z as mput. The sets H and L
are used to update the vertex weights, e.g., g(u). Where a
previous step has added an edge (x—=w) to the push set, H, the
cost of pushing over that edge has already been paid, and a
weight, g(x), associated with the edge, x, 1s updated to be
g(x)=0 for all hub graphs G(w) for which xeX(w). Similarly,
if an edge (w—y) 1s already in the set L, then g(v) 1s set to 0
for all hub-graphs G(w) for which yeY(w).

In accordance with one or more embodiments, a set of
edges covered by ahub graph includes elements of Z that have
not already been covered. Therelore, a density function of the
DensestSubgraph function may be defined as:

[E(S) [ Z]

1 —
) g(5)

In accordance with one or more embodiments, the greedy
algorithm of FIG. 5 may be used to optimize request sched-
uling using a static social graph. Incremental updates to the
social graph may be implemented as follows: 1f an edge 1s
added, 1t may be served directly. Where a pull edge u—v 1s
removed, where u 1s a hub, any edges pointing to v that are
covered via u may be served directly. Similarly, in a case
where v 1s a hub and the edge 1s a push edge, all edges pointing
to u that are covered via v may be served directly. Over time,
social graph updates may result in the modified request
schedule converging to one that might be produced by a
hybrid approach. The greedy algorithm variant or another
algorithm described herein may be executed periodically
using the updated social graph to generate a request schedule,
¢.g., a request schedule that optimizes, e.g., minimizes, costs.
Since such a convergence 1s likely to occur slowly, generation
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ol a request schedule using the greedy algorithm variant or
another algorithm described herein may be performed 1nire-
quently.

FIG. 7, which comprises FIGS. 7A, 7B and 7C, provide a
process tlow of the greedy algorithm variant for use 1n accor-
dance with one or more embodiments of the present disclo-
sure. With reference to the process tlow of FIG. 7 and the
greedy algorithm variant pseudocode shown in FIG. 5, the
steps of FIG. 7A generally correspond to steps 5-8 of FIG. 5,
and the steps of FIGS. 7B and 7C generally correspond to
steps 9-19 of FIG. 5.

At step 702 of FIG. 7A, a social graph comprising vertices
and edges between the vertices 1s obtained. In accordance
with one or more embodiments, other input such as and
without limitation production and consumption rates associ-
ated with vertices of the social graph may also be obtained. At
step 704, a determination 1s made whether or not all of the
vertices 1n the social graph have been processed. By way of a
non-limiting example, step 704 may determine whether or not
the steps of FIG. 7A have been performed for each of the
vertices in the social graph. If 1t 1s determined, at step 704, that
all of the vertices have been processed, processing continues
at step 714 of F1G. 7B. If not, processing continues at step 706
with a vertex, w, that has not yet been processed. At step 708,
a maximal hub graph 1s 1identified, which has w has the hub.
As discussed above, a maximal hub graph may identity all
producers and consumers of w. At step 710, the hub graph 1s
analyzed to i1dentily a densest subgraph of the maximal hub
graph determined for w. As discussed above, the densest
subgraph may be determined using a density function.

At step 712, the densest subgraph of w 1s inserted in a
priority queue, e.g. queue Q, and processing continues at step
704 to process any vertices remaining from the social graph.
In accordance with one or more embodiments, the subgraph’s
entry 1n the queue includes a value determined using a density
function.

Referring to FIG. 7B, one or more subgraphs are selected
from the priority queue until all of the edges from the social
graph are covered. By way of a non-limiting example, each
subgraph has an associated cost, which cost 1s a function of
the density value determined for the subgraph using a density
tfunction. The subgraph that 1s selected 1s that subgraph 1n the
priority queue that has the least associated cost, minimal
associated density function value, relative to the other sub-
graphs remaining 1n the priority queue. Thus, at step 714 of
FIG. 7B, a determination 1s made whether or not all of the
edges of the social graph are covered. If so, the request sched-
ule generated using the greedy algorithm variant is returned at
step 726.

As discussed herein and by way of a non-limiting example,
a request schedule comprises one or more sets of edges, each
of which 1s to be serviced, e.g., by a data store or data stores,
and whether the edge 1s to be serviced using a push operation
or a pull operation. Each edge that 1s identified by the request
schedule has a producer at one end and a consumer at the
other end. Inclusion of the edge 1n a push set, H, indicates that
updates from the producer are pushed to the consumer using
a push operation, e.g., as the producer generates a new event.
Conversely, inclusion of the edge in apull set, L, indicates that
updates from the producer are pulled from the producer to the
consumer, €.g., as the consumer requests an updated event
stream.

Where 1t 1s determined, at step 714, that all of the edges of
the social graph are not covered, processing continues at step
716 to retrieve a subgraph from the priority queue that has the
least associated cost relative to the other subgraphs 1n the
priority queue. The retrieved subgraph has a hub vertex, w, a
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set of producer vertices, X, and a set of consumer vertices, Y.
At step 718, the edges covered by the selected subgraph are
removed from the uncovered edge set, 7. At steps 720 and
722, the edges from the selected subgraph are associated to a
push set, H, or a pull set, L, of the request schedule. That 1s,
cach edge between the hub vertex and a producer vertex 1s
assigned to the push set, H, and each edge between the hub
vertex and the consumer 1s assigned to the pull set, L. At step
724, the selected subgraph i1s removed from the priority
queue, Q.

In accordance with one or more embodiments, any hub
graphs that share edges with the selected subgraph may be
updated 1n light of the fact that some or all of the shared edges
are now covered by the selected subgraph. In accordance with
one or more such embodiments, such hub graphs are pro-
cessed again to 1dentily a densest subgraph. Thus, at step 728
of FIG. 7C, a determination 1s made whether any such hub
graphs remain to be processed. If not, processing continues at
step 714 to determine whether there are any uncovered edges
and to select another subgraph where it 1s determined that
there are edges of the social graph that are not covered. If 1t 1s
determined, at step 728, that there hub graphs remaining to be
processed, processing continues at step 730 to get the hub
graph that shares edges with the selected subgraph. At step
732, a densest subgraph 1s determined for the selected hub
graph and the subgraph 1s added to the priority queue, Q, at
step 734.

In accordance with one or more embodiments, a greedy
heuristic may be used to solve the dissemination problem and
generate a request schedule. FIG. 8 provides exemplary
pseudocode of a greedy heuristic for use 1n accordance with
one or more embodiments. The greedy heuristic search for
hub graphs that reduce the cost of dissemination. The greedy
heuristic algorithm of FIG. 8 iteratively builds hub graphs. By
way of a non-limiting example, the hub graphs may be built
according to a predefined order and may consider a limited
number, ¢.g., predefined classes, of hub graphs centered at a
vertex, w. Where E(X, Y) denotes a set of edges of a hub graph
between vertices of a set of producers, X, and a set of con-
sumers, Y, for a hub graph G(X, w, Y), the greedy heuristic
algorithm determines whether or not to cover cross edges 1n
E(X,Y), e.g., edges between vertices 1n set X and vertices 1n
setY, via a hub w where 1t 1s determined that use of a hub w 1s
cheaper than covering the cross edges directly. By selecting a
hub graph, each of the cross edges may be covered indirectly,
via a hub w. In the example shown 1n FIG. 8, covered edges
are added to a set of covered edges, C, e.g., i steps 15 and 16.
In addition to covered edge set, C, the greedy heuristic shown
in FIG. 8 maintains a set of covered push edges, H, and a set
of covered pull edges, L, respectively.

In accordance with one or more embodiments, 1n the
greedy heuristic, exemplary criterion or criteria for selecting
a hub may be based on whether or not using the hub reduces
the cost as compared to a baseline cost. In accordance with
one or more embodiments, a baseline cost may be determined
to be a cost of a schedule determined using the hybnd
approach. As discussed above and according to the hybnd
approach, an edge, x—y, between a producer, X, and a con-
sumer, y, becomes a push edge where the rate of production,
r,(x), of the producer, X, 1s less than the rate of consumption,
r (v), of the consumer, y, and a pull edge, otherwise, e.g.,
where r,(X)>=r(y). the edge becomes a pull edge. The cost of
such an edge, x—vy, under a hybrid approach, or 1n a hybrid
schedule determined using the hybrid approach, may be
expressed as c*(x—y)=min{rp(x), rc(y)}.

In accordance with one or more embodiments, selecting a
hub graph, denoted as G(X, w, Y), saves the cost of covering
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cross edges between vertices 1n sets X and Y directly, e.g., the
baseline cost ¢c*(x—vy) for each cross edge covered by the
hub, which results 1n a cost reduction, or negative cost, p(X,
w, Y ), which may be expressed as follows:

p(X,w,Y)= cx(x - y)

2,

xeX,vet (x-yvek

The expression may be valid for an evaluation of some
number of hub graphs 1nitially selected. Selecting a hub-
graph adds edges into the sets, H, L and C. After a hub graph
1s selected, a cost reduction may be said to only occur for
those edges that are not already 1n sets H and L. Furthermore,
where an edge has already been added to covered edge set C,
it has already been covered through another hub, and there 1s
no cost reduction 1n covering 1t again. Therefore, after select-
ing the first hub graph, the cost reduction may be limited to
those edges that are 1n edge set E that are notinset C, Hor L,
which may be expressed as, E\CUHUL.

In accordance with one or more embodiments, a positive
cost of selecting a hub graph, G(X, w; Y ) may be considered.
In accordance with one or more such embodiments, a positive
cost of selecting a hub graph, G(X, w; Y ), may be computed
for edges E(X, w) and edges E(w, Y ), which are scheduled as
push and pull edges, respectively. The cost of an edge,
e=x—>y, 1n (X, w), may be determined as follows:

(Fp(X) 1f ee L\H
cx(e) =14 rpx) —cule) if e & (HUL)
0 if ee H

In a case where the edge, e, 1s a member of the pull set, L,
and not the push set, H, as denoted by eel.\H 1n the first line,
the greedy heuristic has already determined, in connection
with a previously-selected hub graph, that the edge 1s to be
served by a pull operation and not a push operation 1n the
request schedule generated by the greedy heuristic. Selecting,
the current hub graph for the request schedule, would result in
the edge being served by both a pull and a push operation,
which would mcur an additional cost of r (x). In the second
case, 1f the edge e 1s not in the set HUL, the greedy heuristic
has not yet scheduled the edge. In such a cast, an additional
cost of pushing over ¢ depends on the cost of covering ¢
directly, which 1s c*(e) using the cost determined using the
hybrid approach. Where, as 1s indicated 1n the third line, edge
¢ 1s already served by a push, there 1s no additional cost. The
cost ¢y (w—y) of an edge, e=w—y, 1n E(w, Y) 1s specular.

In accordance with one or more embodiments, an overall
cost (X, w,Y) ol a hub graph G(X, w, Y) may be determined
to be the sum of ¢.(x—=w) for every edge xeX and ¢y (w—y)
for every edge yeY, which may be expressed as follows:

c(X,w, ¥Y)= ZCX(J:%W)+ZC}/(W%})).

xeX veyY

In accordance with one or more embodiments, the greedy
heuristic determines whether or not to select the hub graph,
G(X, w, Y), by determining whether or not the gain, or cost
reduction, P(X, w, Y) 1s greater than the negative cost, c(X, w,
Y). Such a determination may be expressed as p(X, w, Y )-C
(X, w, Y )>0, where the gain associated with using the hub 1s
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greater than the cost associated with using the hub, the greedy
heuristic chooses the hub graph, and schedules the edges in
the hub graph. As discussed above, a push operation may be
scheduled for each producer edge, x, and a pull operation may
be scheduled for each consumer edge, v, included in the hub
graph for the hub, w.

As discussed above, in accordance with one or more
embodiments, hub graphs may be built by the greedy heuris-
ticin a given, e.g., predefined, order. By way of a non-limiting
example, the greedy heuristic may build hub graphs G(X, w,
{y}) for each edge (w—y), where X includes all nodes x
having an uncovered cross edge pointing toy. Selecting large
X sets leads to a large number of covered cross edges, and thus
to potentially high gains.

With reference to FIG. 8, steps 4 to 10 of the greedy
heuristic selects a number of hub graphs using the selection
criteria discussed above, p(X, w, Y )-C(X, w, Y )>0. Addition-
ally, edges between producers and the hub are added to a push
set, H, edges between hub and consumers are added to a pull
set, L, and edges covered by the hub, e.g., each edge between
a producer and consumer are added to the set of covered
edges, C. After performing the hub graph selection in steps 4
to 10, the greedy heuristic shown 1n FIG. 8 performs steps 11
to 16 to determine whether or not 1t 1s appropriate to add
additional consumers, to Y, e.g., to enlarge the set of consum-
ers. A rationale 1s that, for each selected hub graph G(X, w,Y),
the costs of pushing over the edges in E(X, {w}) have already
been paid. Therefore, given a node y pointed to by w and not
already 1n the set Y, a consumer that 1s not yet covered, e.g.,
uncovered cross edges in E(X, {y})NE, might be covered via
w by adding only the cost of the consumer, r_(y), that 1s being
added. Where G(X, w, Y) 15 selected, the view of w stores
events from users xeX, each of which 1s, by defimition, a
producer of w.

In accordance with one or more embodiments, the greedy
heuristic operates on a static social graph. Updates may be
handled as discussed above 1n connection with the greedy
algorithm variant.

FIG. 9, which comprises FIGS. 9A-9E, provides an
example of a greedy heuristic process tlow 1 accordance with
one or more embodiments. With reference to the process flow
of FIG. 9 and the greedy heuristic pseudocode shown 1n FIG.
8, the steps of FIGS. 9A and 9B generally correspond to steps
4-10 of FIG. 8, the steps of FIGS. 9C and 9D generally
correspond to steps 11-16 of FIG. 8, and the steps of FI1G. 9E
generally correspond to steps 17-22 of FIG. 8.

Referring to FIG. 9A, at step 902, a social graph 1s
obtained, which comprises a set of vertices and a set of edges.
In accordance with one or more embodiments, other mput
such as and without limitation production and consumption
rates associated with vertices of the social graph may also be
obtained. At step 904, a determination 1s made whether or not
any vertices 1n the social graph remaining to be processed. By
way ol a non-limiting example, step 904 may determine
whether or not the steps of FIGS. 9A and 9B have been
performed for each of the vertices 1n the social graph. If 1t 1s
determined, at step 904, that all of the vertices have been
processed, processing continues at step 924 of FIG. 9C. IT
there are vertices remaining to be processed, processing con-
tinues at step 906 to get the next vertex to be processed from
the social graph. At step 908, a determination 1s made whether
or not there are any candidate hub vertices that remain to be
processed and that share an edge, which 1s not yet covered,
with the selected vertex. The determination performed at step
908 searches for producers for a selected vertex, y. I not
processing continues at step 904 to process any remaining
vertices 1n the social graph. It there 1s at least one candidate
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hub vertex remaining to be processed, processing continues
step 910 to get the next candidate hub vertex, w. At step 912,
a set, X, of candidate producers 1s determined. By way of a
non-limiting example, for each candidate producer, there 1s
an edge between the candidate hub that 1s not yet covered by
a hub and an edge with a consumer that 1s not yet covered by
a hub, 1s not a member of the push set, H, or the pull set, L.

At step 914 of FIG. 9B, baseline and hub graph costs are
determined. The costs may be determined as discussed above.
At step 916, a determination 1s made whether or not the
baseline cost 1s greater than the hub graph cost, e.g., a deter-
mination 1s made whether a cost savings over the baseline 1s
achieved using the hub graph. If not, processing continues at
step 908 to process any remaining candidate hub vertices. If
50, processing continues at steps 918, 920 and 922 to add the
edge(s) between producer vertex(es ) and the hub vertex to the
push set, H, add the edge(s), between the hub vertex and the
consumer vertex(es), to the pull set, L, and to add the edge(s)
between the producer and the consumer vertices covered by
the hub graph to the set of covered edges, C.

In accordance with one or more embodiments, hub graphs
may be analyzed to determine whether or not each hub graph
may be extended to service one or more additional consumer
vertices. In accordance with one or more embodiments each
vertex 1n the social graph 1s examined to determine whether it
1s a candidate to extend a hub graph, e.g., whether 1t 1s a
consumer that may be added to an existing hub graph. At step
924 of FIG. 9C, a determination 1s made whether or not any
vertices from the social graph remain to be processed. By way
of a non-limiting example, step 924 may determine whether
or not the steps of FIGS. 9C and 9D have been performed for
cach of the vertices 1n the social graph. It 1t 1s determined, at
step 924, that all of the vertices have been processed, process-
ing continues at step 942 of FI1G. 9E to process any edges that
are not yet covered.

Where 1t 1s determined at step 924 of FIG. 9C that there are
vertices 1n the social graph that remain to be processed in
identifying whether there are any hub graphs that may be
extended, processing continues at step 926 to get the next
vertex, y, irom the social graph. At step 928, a determination
1s made whether or not there are any more existing hub graphs
that might be extended by adding the current vertex, v, as a
consumer. If not, processing continues at step 924 to process
any remaining vertices from the social graph. If an existing
hub graph remains to be considered, processing continues at
step 930 to get a hub vertex, w, of a hub graph that remains to
be processed and for which there exists an edge between the
hub vertex and the current vertex.

At step 932, a set, X , of candidate producers of y is
determined. By way of a non-limiting example, for each
candidate producer, there 1s an edge between the hub vertex,
w, and the candidate producer vertex, x, that 1s a member of
the push set, H, and there 1s an edge between the candidate
vertex, v, and the hub vertex, w, that 1s not yet covered by a
hub, and 1s not a member of the push set, H, or a member of
the pull set, L.

At step 934 of FIG. 9D, baseline and hub graph costs are
determined. The costs may be determined as discussed above.
At step 936, a determination 1s made whether or not the
baseline cost 1s greater than the hub graph cost, e.g., a deter-
mination 1s made whether a cost savings over the baseline cost
1s achieved using the hub graph. If not, processing continues
at step 928 to process any remaining candidate hub vertices 1in
connection with the currently-selected vertex, y. If so, pro-
cessing continues at steps 938 and 940 to add the edges
between consumer vertex, y, and the hub vertex, w, to the pull
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set, L, and to the covered set, L. Processing continues at step
924 of FI1G. 9C to process any remaining vertices 1n the social
graph.

In accordance with one or more embodiments, where pro-
cessing discussed 1n connection with FIGS. 9A-9D 1s per-
formed to 1dentity hub graph and determine whether an 1den-
tified hub graph may be extended, such that as many vertexes
as appropriate, €.g., based on optimization, or minimization,
of costs, the greedy heuristic proceeds to process any remain-
ing edges not covered by a hub. In accordance with one or
more embodiments, the greedy heuristic assigns any uncov-
ered edges to the push set, H, or the pull set, L, using the
hybrid approach discussed above. At step 942 of FIG. 9E, a
determination 1s made whether or not there are any uncovered
edges remaining to be processed. By way of a non-limiting
example, step 942 may determine whether or not the steps of
FIG. 9E have been performed for each edge of the social
graph that has not yet been covered. If it 1s determined, at step
942, that all of the uncovered edges have been processed,
processing continues at step 944 to output a request schedule
generated by the greedy heuristic, which may be a schedule
comprising the push set, H, and the pull set, L, identifying the
manner i which updates are propagated between consumers
and producers of a social network.

If 1t 1s determined, at step 942, that there are uncovered
edges remaining to be processed, processing continues at step
946 to get the next uncovered edge. The uncovered edge has
a consumer at one end and a producer at the other end. At step
948 a production rate of the producer and a consumption rate
of the consumer are determined. At step 950, a determination
1s made whether the producer’s production rate is less than the
consumer’s consumption rate. If the producer’s production
rate 1s less than the consumer’s consumption rate, processing
continues at step 952 to add the edge to the push set, H. If the
producer’s production rate i1s greater than or equal to the
consumer’s consumption rate, processing continues at step
954 to add the edge to the pull set, L. Regardless of the
determination made, after the edge 1s added to the 1dentified
edge set, processing continues at step 942 to process any
remaining uncovered edges.

In accordance with one or more embodiments a data store,
such as data store 112 or data store 212, may be a passive
store, which reacts to user requests. In accordance with one or
more such embodiments, 1n the example of FIG. 3, one or
more data store servers communicatively coupled to data
store(s) 212 may be configured to provide passive stores that
react to client operations. Alternatively, data store servers
may be configured to propagate information among each
other. In accordance with one or more embodiments, data
store servers may be configured to provide active stores,
where request schedules include push and pull sets, as well as
one or more propagation sets. By way of a non-limiting
example, a propagation set may be defined such that each
edge w—u 1s associated with a propagation set P (w) <V,
which contains users that are common subscribers of u and w.
Where the view of u stores an event, e, produced by w for the
first time, the data store server may be configured to push the
event, ¢, to the view of every user veP (w). Propagation of
events may be restricted to their subscribers 1n order to
respect non-triviality. The following equivalence result shows
that 1t 1s suilicient to consider only request schedules of
passive stores, as any schedule of an active-propagation
policy can be simulated by a schedule of a passive-propaga-
tion policy with no greater cost.

In accordance with one or more embodiments, active poli-
cies may be considered where data stores take actions when
they recetve query or update requests. Some active data stores
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may push events periodically; updates received between an
end of two periods may be accumulated and considered as a
single update. Such schedules may be modeled as active
schedules where there 1s an upper bound on the production
rates, which bound may be determined based on accumula-
tion period and commumication latency between servers.
Larger accumulation periods reduce the system costs but may
also 1ncrease staleness, which may be unsuitable for highly
interactive social networking applications.

FIG. 10 1llustrates some components that can be used in
connection with one or more embodiments of the present
disclosure. In accordance with one or more embodiments of
the present disclosure, one or more computing devices, e.g.,
one or more servers, user devices 104 or other computing
device, are configured to comprise functionality described
herein. For example, a computing device 1002 can be config-
ured to execute program code, mstructions, etc. to provide
functionality 1n accordance with one or more embodiments of
the present disclosure.

Computing device 1002 can serve content to user comput-
ing devices 1004 using a browser application via a network
1006. Data store 1008, which can include data store(s) 112
and/or 212, can be used to store events, items of contents, user
views, social network graphs, push and pull sets as well as
other sets, program code to configure a server 1002 1n accor-
dance with one or more embodiments disclosed herein.

The user computing device 1004, and/or user device 104,
can be any computing device, including without limitation a
personal computer, personal digital assistant (PDA), wireless
device, cell phone, internet appliance, media player, home
theater system, and media center, or the like. For the purposes
of this disclosure a computing device includes a processor
and memory for storing and executing program code, data
and software, and may be provided with an operating system
that allows the execution of soitware applications in order to
manipulate data. A computing device such as server 1002 and
the user computing device 1004 can include one or more
processors, memory, a removable media reader, network
interface, display and interface, and one or more input
devices, e.g., keyboard, keypad, mouse, etc. and input device
interface, for example. One skilled 1n the art will recognize
that server 1002 and user computing device 1004 may be
configured in many different ways and implemented using
many different combinations of hardware, software, or firm-
ware.

In accordance with one or more embodiments, a computing
device 1002 can make a user interface available to a user
computing device 1004 via the network 1006. The user inter-
face made available to the user computing device 1004 can
include content items, or 1dentifiers (e.g., URLs) selected for
the user interface in accordance with one or more embodi-
ments of the present mvention. In accordance with one or
more embodiments, computing device 1002 makes a user
interface available to a user computing device 1004 by com-
municating a definition of the user interface to the user com-
puting device 1004 via the network 1006. The user interface
definition can be specified using any of a number of lan-
guages, including without limitation a markup language such
as Hypertext Markup Language, scripts, applets and the like.
The user interface definition can be processed by an applica-
tion executing on the user computing device 1004, such as a
browser application, to output the user interface on a display
coupled, e.g., a display directly or indirectly connected, to the
user computing device 1004.

In an embodiment the network 1006 may be the Internet, an
intranet (a private version of the Internet), or any other type of
network. An intranet 1s a computer network allowing data

10

15

20

25

30

35

40

45

50

55

60

65

22

transier between computing devices on the network. Such a
network may comprise personal computers, mainirames,
servers, network-enabled hard drives, and any other comput-
ing device capable of connecting to other computing devices
via an intranet. An intranet uses the same Internet protocol
suit as the Internet. Two of the most important elements in the
suit are the transmission control protocol (TCP) and the Inter-
net protocol (IP).

As discussed, a network may couple devices so that com-
munications may be exchanged, such as between a server
computing device and a client computing device or other
types of devices, including between wireless devices coupled
via a wireless network, for example. A network may also
include mass storage, such as network attached storage
(NAS), a storage area network (SAN), or other forms of
computer or machine readable media, for example. A network
may include the Internet, one or more local area networks
(LANSs), one or more wide area networks (WANs), wire-line
type connections, wireless type connections, or any combi-
nation thereof. Likewise, sub-networks, such as may employ
differing architectures or may be compliant or compatible
with differing protocols, may interoperate within a larger
network. Various types of devices may, for example, be made
available to provide an interoperable capability for differing
architectures or protocols. As one illustrative example, a
router may provide a link between otherwise separate and
independent LANs. A communication link or channel may
include, for example, analog telephone lines, such as a
twisted wire pair, a coaxial cable, tull or fractional digital
lines including T1, T2, T3, or T4 type lines, Integrated Ser-
vices Digital Networks (ISDNs), Digital Subscriber Lines
(DSLs), wireless links including satellite links, or other com-
munication links or channels, such as may be known to those
skilled 1n the art. Furthermore, a computing device or other
related electronic devices may be remotely coupled to a net-
work, such as via a telephone line or link, for example.

A wireless network may couple client devices with a net-
work. A wireless network may employ stand-alone ad-hoc
networks, mesh networks, Wireless LAN (WLAN) networks,
cellular networks, or the like. A wireless network may further
include a system of terminals, gateways, routers, or the like
coupled by wireless radio links, or the like, which may move
freely, randomly or organize themselves arbitrarily, such that
network topology may change, at times even rapidly. A wire-
less network may further employ a plurality of network
access technologies, including Long Term Evolution (LTE),
WLAN, Wireless Router (WR) mesh, or 2nd, 3rd, or 4th
generation (2G, 3G, or 4G) cellular technology, or the like.
Network access technologies may enable wide area coverage
for devices, such as client devices with varying degrees of
mobility, for example. For example, a network may enable RF
or wireless type communication via one or more network
access technologies, such as Global System for Mobile com-
munication (GSM), Universal Mobile Telecommunications
System (UMTS), General Packet Radio Services (GPRS),
Enhanced Data GSM Environment (EDGE), 3GPP Long
Term Evolution (LTE), LTE Advanced, Wideband Code D1vi-
sion Multiple Access (WCDMA), Bluetooth, 802.11b/g/n, or
the like. A wireless network may include virtually any type of
wireless communication mechanism by which signals may be
communicated between devices, such as a client device or a
computing device, between or within a network, or the like.

Signal packets commumnicated via a network, such as a
network of participating digital communication networks,
may be compatible with or compliant with one or more pro-
tocols. Signaling formats or protocols employed may include,

for example, TCP/IP, UDP, DECnet, NetBEUI, IPX, Apple-
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talk, or the like. Versions of the Internet Protocol (IP) may
include IPv4 or IPv6. The Internet refers to a decentralized
global network of networks. The Internet includes local area
networks (L ANSs), wide area networks (WANss), wireless net-
works, or long haul public networks that, for example, allow
signal packets to be communicated between LANs. Signal
packets may be communicated between nodes of a network,
such as, for example, to one or more sites employing a local
network address. A signal packet may, for example, be com-
municated over the Internet from a user site via an access node
coupled to the Internet. Likewise, a signal packet may be
forwarded via network nodes to a target site coupled to the
network via a network access node, for example. A signal
packet communicated via the Internet may, for example, be
routed via a path of gateways, servers, etc. that may route the

signal packet in accordance with a target address and avail-
ability of a network path to the target address.

It should be apparent that embodiments of the present
disclosure can be implemented 1n a client-server environment
such as that shown 1n FIG. 8. Alternatively, embodiments of
the present disclosure can be implemented with other envi-
ronments. As one non-limiting example, a peer-to-peer (or
P2P) network may employ computing power or bandwidth of
network participants in contrast with a network that may
employ dedicated devices, such as dedicated servers, for
example; however, some networks may employ both as well
as other approaches. A P2P network may typically be used for
coupling nodes via an ad hoc arrangement or configuration. A
peer-to-peer network may employ some nodes capable of
operating as both a “client” and a “server.”

FI1G. 11 1s a detailed block diagram illustrating an internal
architecture of a computing device, e.g., a computing device
such as server 1002 or user computing device 1004, in accor-
dance with one or more embodiments of the present disclo-
sure. As shown in FIG. 11, internal architecture 1100 includes
one or more processing units, processors, Or processing cores,
(also referred to herein as CPUs) 1112, which interface with
at least one computer bus 1102. Also interfacing with com-
puter bus 1102 are computer-readable medium, or media,
1106, network interface 1114, memory 1104, e¢.g., random
access memory (RAM), run-time transient memory, read
only memory (ROM), etc., media disk drive interface 1120 as
an 1nterface for a drive that can read and/or write to media
including removable media such as tloppy, CD-ROM, DVD,
ctc. media, display interface 1110 as interface for a monitor or
other display device, keyboard interface 1116 as interface for
a keyboard, pointing device interface 1118 as an interface for
a mouse or other pointing device, and miscellaneous other
interfaces not shown individually, such as parallel and serial
port interfaces, a umiversal serial bus (USB) interface, and the
like.

Memory 1104 interfaces with computer bus 1102 so as to
provide mformation stored in memory 1104 to CPU 1112
during execution of software programs such as an operating
system, application programs, device drivers, and software
modules that comprise program code, and/or computer-ex-
ecutable process steps, incorporating functionality described
herein, e.g., one or more of process flows described herein.
CPU 1112 first loads computer-executable process steps from
storage, e¢.g., memory 1104, computer-readable storage
medium/media 1106, removable media drive, and/or other
storage device. CPU 1112 can then execute the stored process
steps 1n order to execute the loaded computer-executable
process steps. Stored data, e.g., data stored by a storage
device, can be accessed by CPU 1112 during the execution of
computer-executable process steps.
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Persistent storage, ¢.g., medium/media 1106, can be used
to store an operating system and one or more application
programs. Persistent storage can also be used to store device
drivers, such as one or more of a digital camera driver, moni-
tor driver, printer driver, scanner driver, or other device driv-
ers, web pages, content {iles, playlists and other files. Persis-
tent storage can further include program modules and data
files used to implement one or more embodiments of the
present disclosure, e.g., listing selection module(s), targeting
information collection module(s), and listing notification
module(s), the functionality and use of which 1n the imple-
mentation of the present disclosure are discussed 1n detail
herein.

For the purposes of this disclosure a computer readable
medium stores computer data, which data can include com-
puter program code that i1s executable by a computer, in
machine readable form. By way of example, and not limita-
tion, a computer readable medium may comprise computer
readable storage media, for tangible or fixed storage of data,
or communication media for transient interpretation of code-
containing signals. Computer readable storage media, as used
herein, refers to physical or tangible storage (as opposed to
signals) and includes without limitation volatile and non-
volatile, removable and non-removable media implemented
in any method or technology for the tangible storage of infor-
mation such as computer-readable instructions, data struc-
tures, program modules or other data. Computer readable
storage media includes, but 1s not limited to, RAM, ROM,
EPROM, EEPROM, flash memory or other solid state
memory technology, CD-ROM, DVD, or other optical stor-
age, magnetic cassettes, magnetic tape, magnetic disk storage
or other magnetic storage devices, or any other physical or
material medium which can be used to tangibly store the
desired information or data or instructions and which can be
accessed by a computer or processor.

Those skilled 1n the art will recognize that the methods and
systems of the present disclosure may be implemented 1n
many manners and as such are not to be limited by the fore-
going exemplary embodiments and examples. In other words,
functional elements being performed by single or multiple
components, 1n various combinations of hardware and soft-
ware or firmware, and individual functions, may be distrib-
uted among soiftware applications at either the client or server
or both. In this regard, any number of the features of the
different embodiments described herein may be combined
into single or multiple embodiments, and alternate embodi-
ments having fewer than, or more than, all of the features
described herein are possible. Functionality may also be, 1n
whole or 1n part, distributed among multiple components, in
manners now known or to become known. Thus, myriad
soltware/hardware/firmware combinations are possible 1n
achieving the functions, features, interfaces and preferences
described herein. Moreover, the scope of the present disclo-
sure covers conventionally known manners for carrying out
the described features and functions and interfaces, as well as
those variations and modifications that may be made to the
hardware or software or firmware components described
herein as would be understood by those skilled 1n the art now
and hereafter.

Those skilled 1n the art will recognize that the methods and
systems of the present disclosure may be implemented 1n
many manners and as such are not to be limited by the fore-
going exemplary embodiments and examples. In other words,
functional elements being performed by single or multiple
components, in various combinations of hardware and sofit-
ware or firmware, and 1individual functions, may be distrib-
uted among software applications at either the client or server
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or both. In this regard, any number of the features of the
different embodiments described herein may be combined
into single or multiple embodiments, and alternate embodi-
ments having fewer than, or more than, all of the features
described herein are possible. Functionality may also be, 1n
whole or 1n part, distributed among multiple components, in
manners now known or to become known. Thus, myriad
soltware/hardware/firmware combinations are possible 1n
achieving the functions, features, interfaces and preferences

5

described herein. Moreover, the scope of the present disclo- 10

sure covers conventionally known manners for carrying out
the described features and functions and interfaces, as well as
those variations and modifications that may be made to the
hardware or software or firmware components described
herein as would be understood by those skilled 1n the art now
and hereatfter.
While the system and method have been described 1n terms
of one or more embodiments, it 1s to be understood that the
disclosure need not be limited to the disclosed embodiments.
It 1s intended to cover various modifications and similar
arrangements 1ncluded within the spirit and scope of the
claims, the scope of which should be accorded the broadest
interpretation so as to encompass all such modifications and
similar structures. The present disclosure includes any and all
embodiments of the following claims.
The mvention claimed 1s:
1. A method comprising:
obtaining, via at least one computing device, a social graph
representing a plurality of social network users as a
plurality of content consumers and content producers of
the social network, each content producer producing,
and each content consumer consuming, one or more
items ol content, the social graph 1dentifying a content
sharing relationship for a consumer-producer pair com-
prising a content consumer and content producer of the
plurality of content consumers and content producers,
the content sharing relationship representing that the
content consumer consumes the one or more content
items produced by the content producer;
selecting, via the at least one computing device from the
plurality of content consumers and content producers, a
content sharing hub for at least one consumer producer
pair, the content sharing hub having a content sharing
relationship with each of the content consumer and the
content producer of the consumer-producer pair; and

defimng, via the at least one computing device, a new
content sharing relationship for the consumer-producer
pair using the content sharing hub, the new content shar-
ing relationship representing that the content consumer
consumes the one or more content 1tems produced by the
content producer via the content sharing hub;
wherein there are a plurality of consumer-producer pairs
for the plurality of content consumers and content pro-
ducers, selecting a new content sharing relationship for
the consumer-producer pair further comprising:

determining a plurality of subgraphs of the social graph,
cach subgraph having as 1ts content sharing hub one of
the plurality of content consumers and content produc-
ers and comprising one or more consumer-producer
pairs of the plurality of consumer-producer pairs and a
consumer and producer for each of the one or more
consumer-producer pairs;

determining a cost for each subgraph; and

repeatedly selecting one of the plurality of subgraphs based

on the cost determined for each subgraph until 1t is
determined that each consumer-producer pair of the plu-
rality of consumer-producer pairs 1s covered by a con-
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tent sharing hub of a selected subgraph of the plurality of
subgraphs, wherein a selected subgraph has the content
sharing hub that 1s used to define the new content sharing,
relationship.

2. The method of claim 1, the new content sharing relation-
ship for the consumer-producer pair comprising a push strat-
egy to deliver the one or more content items produced by the
content producer to the content sharing hub and a pull strategy
to deliver the one or more content items produced by the

content producer from the content sharing hub to the content
consumer.

3. The method of claim 1, selecting a new content sharing,
relationship for the consumer-producer pair further compris-
ng:

determiming a cost of the content sharing relationship for

the consumer-producer pair;

determining a cost of the new content sharing relationship

for the consumer-producer pair; and

selecting the new content sharing relationship over the

content sharing relationship where the cost of the con-
tent sharing relationship 1s greater than the cost of the
new content sharing relationship.
4. The method of claim 1, repeatedly selecting one of the
plurality of subgraphs based on the cost determined for each
subgraph further comprising:
selecting a subgraph of the plurality of subgraphs, the
selected subgraph having a minimum cost relative to the
cost of each other subgraph of the plurality of subgraphs;

removing the selected subgraph from the plurality of sub-
graphs; specilying a push strategy for each producer 1n
the subgraph that 1s in a consumer-producer pair with the
subgraph’s content sharing hub and a pull strategy for
cach consumer 1n the subgraph that 1s 1n a consumer-
producer pair with the subgraph’s content sharing hub;
and

repeatedly selecting a subgraph, removing the selected

subgraph and specitying the push and pull strategies
until 1t 1s determined that each consumer producer pair
of the plurality 1s covered.

5. The method of claam 1, determining a cost for each
subgraph further comprising:

determiming a number of consumer-producer pairs in the

subgraph;

determining a number of consumers and producers 1n the

subgraph; and

determining the cost of the subgraph as the number of

consumer-producer pairs in the subgraph divided by the
number of consumers and producers in the subgraph.

6. The method of claim 1, determining a cost for each
subgraph further comprising:

determining a number of consumer-producer pairs in the

subgraph;
determiming a weighted cost sum comprising the content-
consuming rate of each consumer and the content-pro-
duction rate of each producer 1n the subgraph; and

determiming the cost of the subgraph as the number of
consumer-producer pairs 1n the subgraph divided by the
welghted cost sum.

7. The method of claim 1, wherein the social graph repre-
sents each content consumer and each content producer of the
plurality of content consumers and content producers as a
vertex of a plurality of vertices of the social graph, selecting
a content sharing hub for at least one consumer-producer pair
turther comprising:

selecting a first vertex of the plurality of vertices of the

social graph;
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selecting a second vertex of the plurality of vertices of the
social graph, the social graph indicating that the first
vertex 1s 1n a consumer-producer pair with the second
vertex;

identifying at least one third vertex selected from the plu-

rality of vertices, the social graph indicating that each
third vertex 1s 1n a consumer-producer pair with the first
vertex and 1s 1n a consumer-producer pair with the sec-
ond vertex;

determining a cost of sharing content without using the

second vertex as the content sharing hub for the first
vertex and the at least one third vertex;

determining a cost of sharing content using the second

vertex as the candidate sharing hub for the first vertex
and the at least one third vertex; and

selecting the third vertex as the content sharing hub for the

first vertex and the at least one third vertex where the cost
of sharing content without the third vertex as the content
sharing hub 1s greater than the cost of sharing content
using the third vertex as the content sharing hub.

8. The method of claim 7, the first vertex represents a
content consumer and each third vertex represents one con-
tent producer of the plurality of content consumers and con-
tent producers, the method further comprising:

using a push strategy for each content producer to deliver

the one or more content items produced by the content
producer to the content sharing hub and a pull strategy to
deliver the one or more content items produced by each
content producer from the content sharing hub to the
content consumer.

9. The method of claim 7, further comprising;

determining whether there 1s at least one other content

consumer that 1s 1n a consumer-producer pair with at
least one content producer represented by a third vertex
and 1s 1 a consumer-producer pair with the content
sharing hub; and

performing the following where it 1s determined that there

1s at least one other content consumer:
determining a cost of sharing content without using the
second vertex as the content sharing hub between the
at least one other content consumer and the at least
one content producer;
determining a cost of sharing content using the second
vertex as the candidate sharing hub between the at
least one other content consumer and the at least one
content producer; and
selecting the third vertex as the content sharing hub for
sharing content between the at least one other content
consumer and the at least one content producer where
the cost of sharing content without the third vertex as
the content sharing hub 1s more than the cost of shar-
ing content using the third vertex as the content shar-
ing hub.
10. The method of claim 7, further comprising:
determining that there 1s at least one consumer-producer
pair of the plurality for which a content sharing hub 1s
not selected, and performing the following for each of
the at least one consumer-producer pair:
obtaining a content-producing rate at which the content
producer produces the one or more 1tems of content;

obtaining a content-consuming rate at which the content
consumer consumes one or more items of content;
and

selecting between a push strategy and a pull strategy for

delivering the one or more 1tems of content from the
content producer to the content consumer based on
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the content-consuming rate of the content consumer

and the content-producing rate of the content pro-

ducer, wherein:

with the push strategy, each one of the 1items of content
1s delivered from the content producer to the con-
tent consumer when the 1item of content 1s produced
by the content producer; and

with the pull strategy, each one of the items of content
1s delivered from the content producer to the con-
tent consumer when the 1tem of content 15 con-
sumed by the content consumer.

11. A system comprising:

at least one computing device comprising one or more

processors coupled to a memory storing computer
executable 1nstructions operable to:

obtain a social graph representing a plurality of social

network users as a plurality of content consumers and
content producers of the social network, each content
producer producing, and each content consumer con-
suming, one or more items ol content, the social graph
identifying a content sharing relationship for a con-
sumer-producer pair comprising a content consumer and
content producer of the plurality of content consumers
and content producers, the content sharing relationship
representing that the content consumer consumes the
one or more content 1items produced by the content pro-
ducer;

select, from the plurality of content consumers and content

producers, a content sharing hub for at least one con-
sumer-producer pair, the content sharing hub having a
content sharing relationship with each of the content
consumer and the content producer of the consumer-
producer pair; and

define a new content sharing relationship for the consumer-

producer pair using the content sharing hub, the new
content sharing relationship representing that the con-
tent consumer consumes the one or more content 1tems
produced by the content producer via the content sharing
hub:;

wherein there are a plurality of consumer-producer pairs

for the plurality of content consumers and content pro-
ducers, the instructions to select a new content sharing,
relationship for the consumer-producer pair further
comprising instructions to:

determine a plurality of subgraphs of the social graph, each

subgraph having as 1ts content sharing hub one of the
plurality of content consumers and content producers
and comprising one or more consumer-producer pairs of
the plurality of consumer-producer pairs and a consumer
and producer for each of the one or more consumer-
producer pairs;

determine a cost for each subgraph; and

repeatedly select one of the plurality of subgraphs based on

the cost determined for each subgraph until 1t 1s deter-
mined that each consumer-producer pair of the plurality
of consumer-producer pairs 1s covered by a content shar-
ing hub of a selected subgraph of the plurality of sub-
graphs, wherein a selected subgraph has the content
sharing hub that 1s used to define the new content sharing
relationship.

12. The system of claim 11, the new content sharing rela-
tionship for the consumer-producer pair comprising a push
strategy to deliver the one or more content 1tems produced by
the content producer to the content sharing hub and a pull
strategy to deliver the one or more content 1tems produced by
the content producer from the content sharing hub to the
content consumer.
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13. The system of claim 11, the instructions to select a new
content sharing relationship for the consumer-producer pair
turther comprising mstructions to:

determine a cost of the content sharing relationship for the

consumer-producer pair;

determine a cost of the new content sharing relationship for

the consumer-producer pair; and

select the new content sharing relationship over the content

sharing relationship where the cost of the content shar-
ing relationship 1s greater than the cost of the new con-
tent sharing relationship.

14. The system of claim 11, the mstructions to repeatedly
select one of the plurality of subgraphs based on the cost
determined for each subgraph further comprising instructions
to:

select a subgraph of the plurality of subgraphs, the selected

subgraph having a

minimum cost relative to the cost of each other subgraph
of the plurality of subgraphs;

remove the selected subgraph from the plurality of sub-
graphs;

specily a push strategy for each producer 1in the subgraph
that 1s 1n a consumer producer pair with the sub-
graph’s content sharing hub and a pull strategy for
cach consumer in the subgraph that 1s 1n a consumer-
producer pair with the subgraph’s content sharing
hub; and

repeatedly select a subgraph, remove the selected sub-
graph and specily the push and pull strategies until it
1s determined that each consumer-producer pair of the
plurality 1s covered.

15. The system of claim 11, the instructions to determine a
cost for each subgraph further comprising instructions to:

determine a number of consumer-producer pairs 1n the

subgraph;

determine a number of consumers and producers in the

subgraph; and

determine the cost of the subgraph as the number of con-

sumer-producer pairs in the subgraph divided by the
number of consumers and producers in the subgraph.

16. The system of claim 11, the instructions to determine a
cost for each subgraph further comprising instructions to:

determine a number of consumer-producer pairs in the

subgraph;
determine a weighted cost sum comprising the content-
consuming rate of each consumer and the content-pro-
duction rate of each producer in the subgraph; and

determine the cost of the subgraph as the number of con-
sumer-producer pairs in the subgraph divided by the
weilghted cost sum.

17. The system of claim 11, wherein the social graph rep-
resents each content consumer and each content producer of
the plurality of content consumers and content producers as a
vertex of a plurality of vertices of the social graph, the instruc-
tions to select a content sharing hub for at least one consumer-
producer pair further comprising instructions to:

select a first vertex of the plurality of vertices of the social

graph;

select a second vertex of the plurality of vertices of the

social graph, the social graph indicating that the first
vertex 1s 1n a consumer-producer pair with the second
vertex;

identify at least one third vertex selected from the plurality

of vertices, the social graph indicating that each third
vertex 1s 1n a consumer-producer pair with the first ver-
tex and 1s 1n a consumer-producer pair with the second
vertex,
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determine a cost of sharing content without using the sec-
ond vertex as the content sharing hub for the first vertex
and the at least one third vertex;

determine a cost of sharing content using the second vertex
as the candidate sharing hub for the first vertex and the at
least one third vertex; and

select the third vertex as the content sharing hub for the first
vertex and the at least one third vertex where the cost of

sharing content without the third vertex as the content

sharing hub 1s greater than the cost of sharing content

using the third vertex as the content sharing hub.

18. The system of claim 17, the first vertex represents a
content consumer and each third vertex represents one con-
tent producer of the plurality of content consumers and con-
tent producers, the mnstructions further comprising instruc-
tions to:

use a push strategy for each content producer to deliver the

one or more content 1tems produced by the content pro-
ducer to the content sharing hub and a pull strategy to
deliver the one or more content items produced by each
content producer from the content sharing hub to the
content consumetr.

19. The system of claim 17, the instructions further com-
prising instructions to:

determine whether there 1s at least one other content con-

sumer that 1s in a consumer-producer pair with at least
one content producer represented by a third vertex and 1s
in a consumer-producer pair with the content sharing
hub; and

perform the following where 1t 1s determined that there 1s at

least one other content consumer:
determine a cost of sharing content without using the
second vertex as the content sharing hub between the
at least one other content consumer and the at least
one content producer;
determine a cost of sharing content using the second
vertex as the candidate sharing hub between the at
least one other content consumer and the at least one
content producer; and
select the third vertex as the content sharing hub for
sharing content between the at least one other content
consumer and the at least one content producer where
the cost of sharing content without the third vertex as
the content share hub 1s more than the cost of sharing
content using the third vertex as the content sharing
hub.

20. The system of claim 17, the instructions further com-
prising instructions to:

determine that there 1s at least one consumer-producer pair

of the plurality for which a content sharing hub 1s not
selected, and perform the following for each of the at
least one consumer-producer pair:
obtain a content-producing rate at which the content
producer produces the one or more 1items of content;
obtain a content-consuming rate at which the content
consumer consumes one or more items ol content;
and
select between a push strategy and a pull strategy for
delivering the one or more 1tems of content from the
content producer to the content consumer based on
the content-consuming rate of the content consumer
and the content-producing rate of the content pro-
ducer, wherein:
with the push strategy, each one of the 1tems of content
1s delivered from the content producer to the con-
tent consumer when the 1item of content is produced
by the content producer; and
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with the pull strategy, each one of the items of content
1s delivered from the content producer to the con-
tent consumer when the item of content 1s con-
sumed by the content consumer.
21. A non-transitory computer readable storage medium >
for tangibly storing thereon computer readable instructions
that when executed cause at least one processor to:
obtain a social graph representing a plurality of social
network users as a plurality of content consumers and
content producers of the social network, each content
producer producing, and each content consumer con-
suming, one or more 1tems of content, the social graph
identifying a content sharing relationship for a con-
sumer-producer pair comprising a content consumer and
content producer of the plurality of content consumers
and content producers, the content sharing relationship
representing that the content consumer consumes the
one or more content items produced by the content pro-
ducer; 20

select, from the plurality of content consumers and content
producers, a content sharing hub for at least one con-
sumer-producer pair, the content sharing hub having a
content sharing relationship with each of the content
consumer and the content producer of the consumer- 25
producer pair; and

define a new content sharing relationship for the consumer-

producer pair using the content sharing hub, the new
content sharing relationship representing that the con-
tent consumer consumes the one or more content items 30
produced by the content producer via the content sharing
hub

wherein there are a plurality of consumer-producer pairs

for the plurality of content consumers and content pro-
ducers, the nstructions to select a new content sharing 35
relationship for the consumer-producer pair further
comprising istructions to:

determine a plurality of subgraphs of the social graph, each

subgraph having as 1ts content sharing hub one of the
plurality of content consumers and content producers 40
and comprising one or more consumer-producer pairs of
the plurality of consumer-producer pairs and a consumer
and producer for each of the one or more consumer-
producer pairs;

determine a cost for each subgraph; and 45

repeatedly select one of the plurality of subgraphs based on

the cost determined for each subgraph until 1t 1s deter-
mined that each consumer-producer pair of the plurality

of consumer-producer pairs 1s covered by a content shar-
ing hub of a selected subgraph of the plurality of sub- 50
graphs, wherein a selected subgraph has the content
sharing hub that 1s used to define the new content sharing
relationship.

22. The medium of claim 21, the new content sharing
relationship for the consumer-producer pair comprising a 55
push strategy to deliver the one or more content 1tems pro-
duced by the content producer to the content sharing hub and
a pull strategy to deliver the one or more content items pro-
duced by the content producer from the content sharing hub to
the content consumer. 60

23. The medium of claim 21, the instructions to select a
new content sharing relationship for the consumer-producer
pair further comprising instructions to:

determine a cost of the content sharing relationship for the

consumer-producer pair; 65
determine a cost of the new content sharing relationship for
the consumer-producer pair; and
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select the new content sharing relationship over the content
sharing relationship where the cost of the content shar-
ing relationship 1s greater than the cost of the new con-

tent sharing relationship.
24. The medium of claim 21, the instructions to repeatedly
select one of the plurality of subgraphs based on the cost

determined for each subgraph further comprising instructions
to:

select a subgraph of the plurality of subgraphs, the selected

subgraph having a mimmimum cost relative to the cost of
cach other subgraph of the plurality of subgraphs;
remove the selected subgraph from the plurality of subgraphs;
specily a push strategy for each producer in the subgraph
that 1s 1n a consumer producer pair with the subgraph’s
content sharing hub and a pull strategy for each con-
sumer 1n the subgraph that i1s 1n a consumer-producer
pair with the subgraph’s content sharing hub; and
repeatedly selecta subgraph, remove the selected subgraph
and specily the push and pull strategies until 1t 1s deter-
mined that each consumer-producer pair of the plurality
1s covered.

25. The medium of claim 21, the instructions to determine
a cost for each subgraph further comprising instructions to:

determine a number of consumer-producer pairs 1n the

subgraph;

determine a number of consumers and producers in the

subgraph; and

determine the cost of the subgraph as the number of con-

sumer-producer pairs in the subgraph divided by the
number of consumers and producers in the subgraph.

26. The medium of claim 21, the instructions to determine
a cost for each subgraph further comprising nstructions to:

determine a number of consumer-producer pairs 1n the

subgraph;
determine a weighted cost sum comprising the content-
consuming rate ol each consumer and the content-pro-
duction rate of each producer 1n the subgraph; and

determine the cost of the subgraph as the number of con-
sumer-producer pairs 1 the subgraph divided by the
weilghted cost sum.

27. The medium of claim 21, wherein the social graph
represents each content consumer and each content producer
of the plurality of content consumers and content producers
as a vertex of a plurality of vertices of the social graph, the
istructions to select a content sharing hub for at least one
consumer-producer pair further comprising instructions to:

select a first vertex of the plurality of vertices of the social

graph;

select a second vertex of the plurality of vertices of the

social graph, the social graph indicating that the first
vertex 1s 1 a consumer-producer pair with the second
vertex;

identify at least one third vertex selected from the plurality

of vertices, the social graph indicating that each third
vertex 1s 1n a consumer-producer pair with the first ver-
tex and 1s 1n a consumer-producer pair with the second
vertex;

determine a cost of sharing content without using the sec-

ond vertex as the content sharing hub for the first vertex
and the at least one third vertex;

determine a cost of sharing content using the second vertex

as the candidate sharing hub for the first vertex and the at
least one third vertex; and

select the third vertex as the content sharing hub for the first

vertex and the at least one third vertex where the cost of
sharing content without the third vertex as the content
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sharing hub 1s greater than the cost of sharing content
using the third vertex as the content sharing hub.

28. The medium of claim 27, the first vertex represents a
content consumer and each third vertex represents one con-
tent producer of the plurality of content consumers and con-
tent producers, the instructions further comprising instruc-
tions to:

use a push strategy for each content producer to deliver the

one or more content items produced by the content pro-
ducer to the content sharing hub and a pull strategy to
deliver the one or more content items produced by each
content producer from the content sharing hub to the
content consumetr.

29. The medium of claim 27, the instructions further com-
prising instructions to:

determine whether there 1s at least one other content con-

sumer that 1s in a consumer-producer pair with at least
one content producer represented by a third vertex and 1s
in a consumer-producer pair with the content sharing
hub; and

perform the following where 1t 1s determined that there 1s at

least one other content consumer:

determine a cost of sharing content without using the
second vertex as the content sharing hub between the
at least one other content consumer and the at least
one content producer;

determine a cost of sharing content using the second
vertex as the candidate sharing hub between the at
least one other content consumer and the at least one
content producer; and

select the third vertex as the content sharing hub for
sharing content between the at least one other content
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consumer and the at least one content producer where
the cost of sharing content without the third vertex as
the content share hub 1s more than the cost of sharing
content using the third vertex as the content sharing

hub.

30. The medium of claim 27, the instructions further com-
prising instructions to:
determine that there 1s at least one consumer-producer pair
of the plurality for which a content sharing hub 1s not
selected, and perform the following for each of the at
least one consumer-producer pair:
obtain a content-producing rate at which the content
producer produces the one or more 1tems of content;
obtain a content-consuming rate at which the content
consumer consumes one or more items ol content;
and
select between a push strategy and a pull strategy for
delivering the one or more i1tems of content from the
content producer to the content consumer based on
the content-consuming rate of the content consumer
and the content-producing rate of the content pro-
ducer, wherein:
with the push strategy, each one of the 1items of content
1s delivered from the content producer to the con-
tent consumer when the 1item of content 1s produced
by the content producer; and
with the pull strategy, each one of the items of content
1s delivered from the content producer to the con-
tent consumer when the i1tem of content 1s con-
sumed by the content consumer.
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