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STATISTICS REPORTING IN A NETWORK
TEST SYSTEM

NOTICE OF COPYRIGHTS AND TRADE

DRESS

A portion of the disclosure of this patent document con-
tains material which 1s subject to copyright protection. This
patent document may show and/or describe matter which is or
may become trade dress of the owner. The copyright and trade
dress owner has no objection to the facsimile reproduction by
anyone of the patent disclosure as it appears in the Patent and
Trademark Oflice patent files or records, but otherwise
reserves all copyright and trade dress rights whatsoever.

BACKGROUND

1. Field

This disclosure relates to network test systems that report
test statistics 1n near-real time during network test sessions.

2. Description of the Related Art

In many types of communications networks, each message
to be sent 1s divided into portions of fixed or variable length.
Each portion may be referred to as a packet, a frame, a cell, a
datagram, a data umit, or other unit of information, all of
which are referred to herein as packets.

Each packet contains a portion of an original message,
commonly called the payload of the packet. The payload of a
packet may contain data, or may contain voice or video infor-
mation. The payload of a packet may also contain network
management and control information. In addition, each
packet contains 1dentification and routing information, com-
monly called a packet header. The packets are sent individu-
ally over the network through multiple switches or nodes. The
packets are reassembled into the message at a final destination
using the information contained 1n the packet headers, before
the message 1s delivered to a target device or end user. At the
receiving end, the reassembled message 1s passed to the end
user 1n a format compatible with the user’s equipment.

Communications networks that transmit messages as pack-
cts are called packet switched networks. Packet switched
networks commonly contain a mesh of transmission paths
which intersect at hubs or nodes. At least some of the nodes
may include a switching device or router that recerves packets
arriving at the node and retransmuits the packets along appro-
priate outgoing paths. Packet switched networks are gov-
erned by a layered structure of industry-standard protocols.
Layers 1, 2, 3, 4, and 7 of the structure are the physical layer,
the data link layer, the network layer, the transport layer, and
the application layer, respectively.

Layer 1, or physical layer, protocols define the physical
(electrical, optical, or wireless) media between nodes of the
network and the rules and processes used to access that
media. Layer 1 protocols include various Ethernet physical
configurations, the Synchronous Optical Network (SONET)
and other optical connection protocols, and various wireless
protocols such as Wi-F1.

Layer 2 protocols govern how data 1s logically transterred
between nodes of the network. Layer 2 protocols include the
Ethernet, Asynchronous Transier Mode, Frame Relay, Point
to Point Protocol, Layer 2 Tunneling Protocol, Fiber Distrib-
uted Data Interface, Synchronous Data Link Control, High-
Level Data Link Control, Integrated Services Digital Net-
work, Token Ring, various wireless protocols, various
Ethernet and Fibre Channel protocols, and other protocols.

Layer 3 protocols govern how packets are routed from a
source to a destination along paths connecting multiple nodes
of the network. The dominant layer 3 protocols are the well-
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2

known Internet Protocol version 4 (IPv4) and version 6
(IPv6). A packet switched network may need to route IP
packets using a mixture of layer 2 protocols. At least some of
the nodes of the network may include a router that extracts a
destination address from a network layer header contained
within each packet. The router then uses the destination
address to determine the route or path along which the packet
should be retransmitted. A typical packet may pass through a
plurality of routers, each of which repeats the actions of
extracting the destination address and determining the route
or path along which the packet should be retransmatted.

Layer 4 protocols govern end-to-end message delivery in a
network. In particular, the Transmission Control Protocol
(TCP) provides for reliable delivery of packets streams using
a system of sequential acknowledgement and retransmission
when necessary. TCP 1s a connection-oriented protocol in
which two devices exchange messages to open a virtual con-
nection via the network. Once a connection 1s opened, bidi-
rectional communications may occur between the connected
devices. The connection may exist until closed unilaterally by
one of the devices. Opening and closing a connection both
require several steps at which specific messages are
exchanged between the two devices. A connection may also
be closed when an anticipated response 1s not recerved by one
device for a predetermined period of time, commonly called
a “time-out”. A TCP connection 1s considered to be “stateful”
since each device must maintain mformation describing the
state of the connection (being opened, established, being
closed), what data has been sent, and what sent data has been
acknowledged. The User Datagram Protocol (UDP) 1s an
alternative layer 4 protocol that provides for delivery of
packet streams. UDP connections are stateless and do not
provide for reliable delivery.

Layer 7, or application layer, protocols include the Hyper-
Text Transter Protocol (HTTP) used to convey HITML docu-
ments such as Web pages, and the Simple Mail Transfer
Protocol (SMTP) and Post Office Protocol (POP3) used to

convey electronic mail messages. Other layer 7 protocols
include Simple Message System (SMS), File Transfer Proto-
col (FTP), Real Time Protocol (RTP), Real-time Transport
Control Protocol (RTCP), Real Time Streaming Protocol
(RTSP), Media Gateway Control Protocol (MEGACO), Ses-
sion Initiation Protocol (SIP), and other protocols used to
transfer data, voice, video, and network control information
over a network.

In this patent, the term “network under test” (NU'T) encom-
passes all or a portion of a packet switched communications
network or one or more network devices within, or foruse 1n,
a packet switched communications network. In order to test a
NUT, test traific comprising a large number of packets may be
generated and transmitted to and/or through the NUT at one
or more ports. Return test traffic transmitted through and/or
from the NUT may be recerved at different ports. The
received test traffic may be analyzed to measure the perior-
mance of the NUT. In this context, the term “port” refers to a
logical entity coupled to the NUT by a communications path.
The term “port unit” refers to a module within the network
test equipment that connects to the NUT at a port. Thus a
“port” encompasses a physical “port unit” and the data and
parameters that define and constraint the operation of the port
unit during attest session. Each port connected to the NUT
may be both a source of test traflic and a destination for test
traffic. Each port may emulate a plurality of logical source or
destination addresses. Each port may emulate a plurality of
network users, clients, peers, servers, or other network
devices.
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The test traific may depend on the type of network or
device to be tested and the type of test to be performed. For
example, when a NUT 1s a switch or router operating at layer
2 or layer 3 of the network structure, the test traiffic may
include a large plurality of IP packets apparently originating
from a plurality of source IP addresses and destined for a
plurality of destination IP addresses. In this case, the actual
content of the IP packets may be unimportant. When the NUT
operates at a higher layer of the network structure (for
example, when the NUT 1s or includes a server, a server load
balancer, a firewall, a network security device that performs
packet inspection, or similar network devices), the test traffic
may include or be a large plurality of TCP connections or a
large plurality of application layer transactions (e.g. HI'TP
GET transactions).

A test of a complex network or network device may consist
of very large number (e.g. 100,000) connections totaling an
even larger number (e.g. millions) of packets exchanged
between a hundred or more ports over an extended time
period. Interim test results may be reported in near-real time
during a test session. In this context, “near-real time” means
delayed from real time by a time interval that 1s small com-
pared to the overall test duration. Near-real time reports may
be updated, for example, every few seconds.

DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a network environment.

FI1G. 2 15 a block diagram of a test system.

FI1G. 3 15 a block diagram of a computing device.

FI1G. 4 15 a flow chart of a process for testing a NU'T.

FI1G. 5 1s a flow chart of a process for near-real time report-
ing of test results.

FIG. 6 1s a flow chart of a statistics guardrail process.

Throughout this description, elements appearing 1n figures
are assigned three-digit reference designators, where the
most significant digit 1s the figure number where the element
1s introduced and the two least significant digits are specific to
the element. An element that 1s not described in conjunction
with a figure may be presumed to have the same characteris-
tics and function as a previously-described element having
the same reference designator.

DETAILED DESCRIPTION

Description of Apparatus

FIG. 1 shows a block diagram of a network environment.
The environment may include network test equipment 100
and a network 190 which includes one or more network
devices 192.

The network test equipment 100 may be a network testing,
device, performance analyzer, conformance validation sys-
tem, network analyzer, or network management system. The
network test equipment 100 may include one or more network
cards 106 and a backplane 104 contained or enclosed within
a chassis 102. The chassis 102 may be a fixed or portable
chassis, cabinet, or enclosure suitable to contain the network
test equipment. The network test equipment 100 may be an
integrated unit, as shown 1n FIG. 1. Alternatively, the network
test equipment 100 may comprise a number of separate units
cooperative to provide traflic generation and/or analysis. The
network test equipment 100 and the network cards 106 may
support one or more well known standards or protocols such
as the various FEthernet and Fibre Channel standards, and may
support proprietary protocols as well.
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4

The network cards 106 may include one or more field
programmable gate arrays (FPGAs), application specific
integrated circuits (ASICs), programmable logic devices
(PLDs), programmable logic arrays (PLAs), processors, and
other kinds of devices. In addition, the network cards 106 may
include software and/or firmware. The term network card
encompasses line cards, test cards, analysis cards, network
line cards, load modules, interface cards, network interface
cards, data interface cards, packet engine cards, service cards,
smart cards, switch cards, relay access cards, and the like. The
term network card also encompasses modules, units, and
assemblies that may include multiple printed circuit boards.
Each network card 106 may support a single communications
protocol, may support a number of related protocols, or may
support a number of unrelated protocols. One or more net-
work cards 106 or their equivalent may be permanently
installed 1n a self-contained test unit or tests appliance.

Each network card 106 may contain one or more port unit
120. Each port unit 120 may include circuits and software to
generate test traific and/or to recerve and analyze test tratfic.
Each port unit may be coupled to the test administrator 110
via the chassis 102. Each port unit 120 may connect to the
network 190 through one or more ports. Each port unit 120
may be connected to the network 190 through a communica-
tion medium 1935, which may be a wire, an optical fiber, a
wireless link, or other communication medium.

The backplane 104 may serve as a bus or communications
medium for the network cards 106. The backplane 104 may
also provide power to the network cards 106.

The network test equipment 100 may also include a test
administrator 110. The test administrator 110 may be a com-
puting device included within or coupled to the chassis 102.
The test administrator 110 may include an operator interface
(not shown) that may be used to plan a test session, to control
the test session, and/or to view test results during and after the
test session. The operator interface may include, for example,
a display and a keyboard, mouse, and/or other input devices
(not shown). The test administrator 110 may include or be
coupled to a printer or other data output device (not shown)
for output of test results. The test administrator 110 may
include or be coupled to a storage device (not shown) for
storing test data and results for future review and/or analysis.

The network 190 may be a Local Area Network (LAN), a
Wide Area Network (WAN), a Storage Area Network (SAN),
wired, wireless, or acombination of these, and may include or
be the Internet. Communications on the network 190 may
take various forms, including frames, cells, datagrams, pack-
ets or other units of information, all of which are referred to
herein as packets. The network test equipment 100 and the
network devices 192 may communicate simultaneously with
one another, and there may be plural logical communications
paths between the network test equipment 100 and a given
network device 192. The network itself may be comprised of
numerous nodes providing numerous physical and logical
paths for data to travel.

The one or more network devices 192 may be any devices
capable of communicating over the network 190. The one or
more network devices 192 may be computing devices such as
workstations, personal computers, servers, portable comput-
ers, personal digital assistants (PDAs), computing tablets,
cellular/mobile telephones, e-mail appliances, and the like;
peripheral devices such as printers, scanners, facsimile
machines and the like; network capable storage devices
including disk drives such as network attached storage (NAS)
and storage area network (SAN) devices; networking devices
such as routers, relays, hubs, switches, bridges, server load

balancers (SLBs), and multiplexers. In addition, the one or
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more network devices 192 may include appliances, alarm
systems, and any other device or system capable of commu-
nicating over a network. The network 190 may consist of a
single network device 192 or a plurality of network devices
interconnected by a plurality of communications paths, all of
which will be referred to herein as the network under test
(NUT).

Referring now to FIG. 2, a test system 200, which may be
the network test equipment 100 may includes a test adminis-
trator 210 coupled to a plurality of port units including an
exemplary port unit 220. The port unit 220 may include a port
central processor unit 260 (CPU), a tratfic generator unit 230,
a tratfic recerver unit 250, and a network interface unit 240
which couples the port unit 220 to a network under test 290.
The port unit 220 may be all or part of a network card such as
the network cards 106.

The port CPU 260 may include a processor, a memory
coupled to the processor, and various specialized units, cir-
cuits, software and interfaces for providing the functionality
and features described here. The processes, functionality and
features may be embodied in whole or 1 part 1in software
which operates on the processor and may be in the form of
firmware, an application program, an applet (e.g., a Java
applet), a browser plug-in, a COM object, a dynamic linked
library (DLL), a script, one or more subroutines, or an oper-
ating system component or service. The hardware and soft-
ware and their functions may be distributed such that some
functions are performed by the processor and others by other
devices.

The port CPU 260 may provide the traffic generator unit
230 with stream forming data 262 to form a plurality of
streams. The stream forming data 262 may include, for
example, the type of packet, the frequency of transmission,
definitions of fixed and variable-content fields within the
packet and other information for each packet stream. The
traif]

ic generator unit 230 may then generate the plurality of
streams 1n accordance with the stream forming data 262. The
plurality of streams may be interleaved to form outgoing
traffic 234. Fach of the streams may include a sequence of
packets. The packets within each stream may be of the same
general type but may vary 1n length and content.

The traffic generator unit 230 may accumulate and store
transmit statistics in a transmit statistics (T'stat) memory 235.
In this context, “transmit statistics™ are test statistics associ-
ated with packets transmitted by a port unit. The transmuit
statistics stored in the Tstat memory 235 may include, for
example, some or all of a total number of packets transmaitted,
a number of packets transmitted for each protocol, and/or a
number of packets transmitted for each address associated
with the port unit 220.

The network 1nterface unit 240 may convert the outgoing,
traif]

ic 234 from the traffic generator unit 230 1nto the electri-
cal, optical, or wireless signal format required to transmit the
test tratfic to the network under test 290 via a communications
link 295. The communications link 295 may be a wire, an
optical fiber, a wireless link, or other communication link.
Similarly, the network interface unit 240 may receive electri-
cal, optical, or wireless signals from the network over the
communications link 295 and may convert the recerved sig-
nals 1nto mncoming traflic 242 1n a format usable to the traific
receiver unit 230.

The traffic recerver unit 250 may recerve the 1nc0m111g
traific 242 from the network interface unit 240. The traffic
receiver unit 250 may determine 11 each received packet 1s a
member of a specific flow, and may accumulate recerve sta-
tistics for each flow 1n accordance with test instructions 264
provided by the port CPU 260. In this context, “receive sta-
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6

tistics” are test statistics associated with packets received by
a port unit. The accumulated receive statistics may include,
for example, a total number of received packets, a number of
packets recerved out-of-sequence, anumber of recerved pack-
cts with errors, a maximum, average, and minimum propaga-
tion delay, and other statistics for each flow. The accumulated
received statistic may be stored 1n a recerve statistics (Rstat)
memory 255. The traific receiver unit 250 may also capture
and store specific packets 1n accordance with capture criteria
included 1n the test instructions 264. The tratfic receiver unit
250 may provide test statistics and/or captured packets 254 to
the port CPU 260, 1n accordance with the test instructions
264, for additional analysis during, or subsequent to, the test
SESS101.

Some amount of interactive communications may be
required between the port unit 220 and the network under test
290 during a test session. The interactive communications
may include, for example, control-plain traific, TCP connec-
tions and application-layer transactions. Such tratfic may be
initiated, managed, and processed by the port CPU 260 and
thus may be referred to as “CPU traific”. As shown in FI1G. 2,
the port CPU 260 may be coupled to the network interface
unmit 240 such that CPU traffic 266 may be communicated
between the port CPU 260 and the network under test 290 via
the network interface unit 240. Although not shown in FIG. 2,
outgoing CPU trailic may be routed from the Port CPU 260 to
the network interface unit 240 via the traffic generator unit
230, and incoming CPU trailic may be routed from the net-
work iterface unit to the port CPU wvia the tratiic receiver unit
250.

The CPU may accumulate and store CPU traific statistics
in a CPU ftraflic statistics (Cstat) memory 265. The CPU
traffic statistics stored in the Cstat memory may include,
protocol-specific statistics such as, for example, the number
of TCP connections made and the number of TCP connec-
tions currently active.

The port CPU 260 may communicate with the test admin-
istrator 210. The test administrator 210 may be a computing
device connected to the port unit 220 via a bus, a network, or
another communications path. The test administrator may
include or be coupled to user I/O hardware 215. The user 1/O
hardware 215 may include at least one display device and one
or more mput devices such as a keyboard, a mouse or other
pointing device, a touch screen, and/or other device used to
communicate with a test engineer or other user.

The hardware and software of the test administrator 210
may perform multiple functions including a report manager

212, a graphical user interface 214, and a statistics engine
216. The test administrator 210 may perform additional func-
tions not shown in FIG. 2.

The report manager 212 may manage the generation of one
or more reports mncluding interim or final test results. The
report manager 212 may recetrve, via the graphical user inter-
face 214 and the user I/O hardware 215, user requests for
specified test data be reported 1n near-real time. The report
manager may parse each request to determine the data to be
included 1n each report. The report manager 212 may register
the data required for each report with the statistics engine 216.

The statistics engine 216 may determine exactly what
transmit statistics, receive statistics, and CPU traflic statistics
are required from each port unit to provide the data registered
by the report manager 212. The statistics engine 216 may
request and recerve the required statistics from each port unit,
and aggregate the received statistics to provide the data for
cach report. As a simple example of the function of the sta-
tistics engine 216, assume a report of the number of packet
transmitted by each port unit that went missing (i1.e. were not
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received by any other port unit) has been requested. To pro-
vide this report, the statistics engine 216 may request a total
number of packets transmitted from each trailic generator,
and a number of packets recerved by each trailic recerver
sorted by transmitting port unit. The statistics engine 216 may
then aggregate the number of recerved packets for each trans-
mitting port unit by summing across the recerving port units.
Finally, the statistics engine 216 may determine the number
of missing packets for each transmitting port unit by subtract-
ing a total number of packets transmitted and recerved by
some recerving port unit from the total number of packet
transmitted by the transmitting port unit. The statistics engine
216 may then provide the report manager 212 with a list of a
number of missing packets for each transmitting port unit.
The report manager 212 may organize data received from
the statistics engine 1nto reports for presentation to the user
via the graphical user interface 214 and the user I/O hardware

215

The graphical user intertace 214 may be configured to
present information and recetve user iputs via the user I/0
hardware 213. The graphical user interface 214 may generate
display screens for presentation on a display device within the
user I/O hardware 215. The graphical user interface 214 may
generate display screens to assist a test engineer or other user
in monitoring and controlling a test session. By displaying
virtual buttons, links, lists, and other graphical objects, the
graphical user interface 214 may solicit and accept user inputs
including report requests. The graphical user interface 214
may generate display screens presenting test results during or
alter a test session. The graphical user interface may generate
a unique display screen for each report managed by the report
manager 212, or may combine two or more reports mto a
single display screen. For example, the graphical user inter-
tace 214 may create display screens presenting each report in
tabular form. Each column of a tabular display may represent
a particular test statistic (e.g. number of packets, number of
errors, latency time, etc.) and each row may represent a cat-
egory (e.g. source or destination port, source or destination
address, protocol type, etc.).

To provide near-real time reporting, requested reports may
be updated at periodic intervals, such as every few seconds.
To update a report, the statistics engine 216 must acquire new
test statistics from the port units and aggregate the statistics to
provide data to the report manager to format into reports. The
test administrator may perform these actions periodically for
all requested reports, even though only a portion of the
requested reports may actually be displayed to the user at any
given time. However, there may be a practical limit to the
number and type of reports that can be updated concurrently.
For example, the total number of statistics that can be
received from the port units may be constrained by the band-
width of the communication path 225, or the amount of data
that can be aggregated and formatted into reports may be
constrained by the computational power available 1n the test
administrator. Requesting an excessive number of reports or
excessively complex reports may result in improper operation
ol the test system, such as a slow or unresponsive graphic user
interface, reporting partially or wholly incorrect data, or a
system crash.

To avoid problems that may occur due to excessive report-
ing, the report manager may include a statistics guardrail 218.
In transportation, a “guardrail” 1s a mechanical structure that
prevents a vehicle from leaving the road or a tramn from
leaving its track. The “statistics guardrail” 218 1s a function
that prevents the reporting process from “coming oif track™
by limiting the total number of statistics to be reported.
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The statistics guardrail 218 may maintain an estimate of a
present statistics load 1n the form of at least one present
statistics load counts. A statistics load count may be a numeri-
cal value representing a cumulative number of test statistics
that are retrieved and processed for the reports that are pres-
ently generated 1n near-real time. The statistics guardrail 218
may maintain present statistics load counts for different cat-
egories of statistics. For example, the statistics guardrail may
maintain a protocol statistics load count for protocol related
statistics retrieved from the Cstat memories of port units, and
a traflic statistics load count for traific statistics retrieved from
the Tstat and Rstat memories of port units.

As discussed 1n the subsequent description of processes,
when a new user report request 1s recerved by the report
manager 212 via the graphical user interface 214 and the user
I/O hardware 215, the statistic guardrail function may be
invoked to ensure that the requested report 1s within the capa-
bilities of the test system.

Referring now to FIG. 3, a computing device 310, which
may be the test administrator 210, may include at least one
processor 370 coupled to a memory 372. The processor 370
may be a single processor, multiple processors, or multiple
processor cores within one or more processor circuit devices.
The memory 372 may be static and/or dynamic random
access memory or a combination of random access memory
and other memory such as nonvolatile writable memory and
read only memory. The memory 372 may temporarily or
permanently store software instructions for execution by the
processor 370 and data for use during the execution of those
instructions.

The processor 370 may be coupled to a network 377, which
may be or include the Internet, via a network interface 376.
The processor 370 may be coupled to user I/O hardware 315,
which may include, for example, a display and a keyboard
and other devices that are not shown. The processor 370 may
be configured to communicate with test equipment, such as
the chassis 102 and network cards 106, via a test equipment
interface 378.

The computing device 310 may execute an operating sys-
tem, including, for example, variations of the Linux,
Microsoit Windows, Symbian, and Apple Mac operating sys-
tems. To access the Internet, the client computer may run a
browser such as Microsoit Explorer or Mozilla Firefox, and
an e-mail program such as Microsoit Outlook or Lotus Notes.
The computing device 310 may execute one or more appli-
cation programs to perform the actions and methods
described herein.

The operating system and/or application programs may be
stored 1n the form of instructions on a machine readable
storage medium within a storage device 374 coupled to the
processor 370. Machine readable storage media include, for
example, magnetic media such as hard disks, floppy disks and
tape; optical media such as compact disks (CD-ROM and
CD-RW) and digital versatile disks (DVD and DVDzRW);
flash memory cards; and other storage media. Withun this
patent, the term “storage medium” refers to a physical object
capable of storing data and does not encompass transitory
media, such as propagating signals or waveforms.

Description of Processes

Referring now to FIG. 4, a process 400 for testing a NUT
may start at 405 and finish at 495. The process 400 may be
executed within a test environment such as that shown 1n FIG.
1. The process 400 may be performed using a test adminis-
trator 210 1n conjunction with a plurality of port units 220.
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The process 400 may be used to test a network such as the
network 190 and/or a network device such as the network
device 192.

The process 400 may include generating a test configura-
tion at 410 and runming a test session according to the test
configuration at 450. Interim test results may be reported at
460 while running the test session. The process 400 may also
include archiving test data for future analysis and reporting
post-test results, which are not shown 1n FIG. 4. The process
400 may be, to at least some extent, cyclic. For example,
interim test results reported at 460 may be used to modity the
test configuration, either automatically or as a result of some
user action, as indicated by dashed line 490.

The first step 1n testing a NU'T 1s to generate a test configu-
ration at 410. A ““test configuration” 1s a data set that defines
both a test system and a test procedure to be used to test the
NUT. A test configuration may include, for example, data
defining the number and types of port units that will be con-
nected to the NU'T, the attributes and capabilities of each port,
the protocols to be executed by each port, the traflic to be
generated by each port, and the test data to be acquired during
the test.

Generating a test configuration at 410 may include defining
a plurality of ports to be used to test the NUT. Each port may
be defined by a set of port attributes describing the hardware
and physical layer configuration of the port. Port attributes
may include, for each port, identification of the hardware used
to implement the port, the physical layer protocol imple-
mented by the port, parameters to be used by the port, and
other data.

A portunit, such as the portunit 220, may include hardware
and software for 50 or more different protocols for data com-
munications, security, network control, and routing. Depend-
ing on the nature of the tests to be performed during a test
session, each port may typically use only a portion of the total
number of protocols within 1ts capability. Generating a test
configuration at 410 may include defining a subset of the
available protocols that will be active at each port.

Generating a test configuration at 410 may also include
defining the tratfic to be generated by the ports while testing

1C 10
the NUT. The test tratfic and the data used to define the test
trath

ic may depend on the type of network or device to be
tested. For example, test traffic may be defined at 440 in terms
of IP datagrams, TCP connections, application layer transac-
tion (e.g. HT'TP Put and Get transactlons) or emulated user
activities, each of which causes some traflic to be generated
and transmitted via the NUT.

After the test configuration 1s defined at 410, a test session
may be run at 450. Running the test session at 450 may
include assembly the test equipment implementing the ports
defining in the test configuration, connecting the ports to the
NUT, and using the test equipment to generate, transmut,
receive, and analyze network traific as defined in the test
configuration.

Running the test session at 450 may also include reporting,
test results 1n near-real time at 460. Reporting test results in
near-real time may 1nclude updating one or more requested
report at period intervals.

Referring now to FIG. 5, a process 500 for reporting test
results 1n near-real time may start at 5305, which may be
coincident with the start of a test session, and may end at 5935
when the test session has been completed. The process 500 1s
cyclic 1n nature and the actions from 510 to 560 may be
repeated at periodic itervals such as every few seconds.

The process 500 may be performed by a report manager
operating 1n conjunction with a statistics engine and a graphi-
cal user interface on a computing device. The process 500
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may be performed, for example, by the report manager 212,
the graphical user interface 214, and the statistics engine 216
operating on the test admimstrator 210 of FIG. 2.

At 310, a determination may be made whether or not a
report request has been recerved from a user via the graphical
user interface. A report request may be a request to add a new
report, to cancel a previously requested report, or to modily a
previously requested report by increasing (1.e. adding rows or
columns of data) or decreasing the amount of data contained
in the report. When a report request has not been received, test
statistics may be acquired from one or more port units at 520
and aggregated into reportable data at 330. The data may be
formed 1nto reports at 540, and one or more reports may be
display via the graphic user mterface at 550.

At 560, a determination may be made whether or not the
test session has been completed. When the test session 1s
complete, the process 500 may end at 395. When the test
session 1s not complete, the process 500 may return to 510 to
repeat during the next periodic time nterval.

When a determination 1s made at 510 that a report request
has been received, a statistics guardrail process may be
executed at 570. The statistics guardrail process 5370 may
determine that the report request 1s within the present capa-
bility of the test system, 1n which case the report request may
be accepted and fulfilled. In this context, “fulfilled” means
taking the necessary steps to generate the requested report in
near-real time. Alternatively, the statistics guardrail process
570 may determine that the report request, in combination
with other previously requested reports and/or the testing
process 1itsell, exceeds the capability of the test system, in
which case the report request may be denied.

Although shown 1n FIG. § as a sequence of serial actions
for ease of description, the process 300 may be performed 1n
a pipeline manner, such that the actions at 520, 530, 540,
and/or 350 may be perform at least partially in parallel. Addi-
tionally, a report request may be recerved and the statistics
guardrail process 5370 performed at any point in the process
500.

Referring now to FIG. 6, a statistics guardrail process 600
may be suitable for use at 570 1n the process 500. The statis-
tics guardrail process 600 may start at 605, when a report
request has been recerved, and may end at 695 when the
process 500 1s continued after the report request has been
either accepted or denied. The statistics guardrail process 600
may be performed by a statistic guardrail function operating
within a report manager on a test admimstrator computing
device, such as the test administrator 210 of FIG. 2.

At 610, an incremental statistics load (ALoad) of the newly
received report request may be determined. “Incremental sta-
tistics load” means the net change 1n the amount of test
statistics that must be retrieved from port units and processed
to provide the requested report. The incremental statistics
load determined at 610 may be positive when the report
request defines a new report. The incremental statistics load
may also be positive 11 the report request increases the amount
of data presented 1n an existing report, for example by
increasing the number of rows or columns 1n a tabular report.
The incremental statistics load may be negative if the report
request cancels an existing report or reduces the amount of
data presented in an existing report. In some cases, for
example when a report request specifies a diflerent reporting
format for data already included in other reports, the incre-
mental statistics load may be near or equal to zero.

The statistics guardrail process 600 may maintain one or
more present statistics load counts representing the number of
statistics required for all of the reports presently being gen-
erated. For example, the statistics guardrail process 600 may
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maintain a count of the total number of statistics values
retrieved from the port units during each cycle through the

process 500 of FIG. 5. The statistics guardrail process 600
may maintain a plurality of statistics load counts for different
categories of statistics (e.g. transmit statistics, receive statis-
tics, protocol statistics, traflic statistics, etc). The statistics
guardrail process 600 may also maintain a count of the num-
ber of reports presently being generated. A different prede-
termined limit or maximum value may be associated with
cach present statistics load count. The predetermined limaits
may be preprogrammed 1n the test system or may be user
defined as part of establishing a test configuration. The pre-
determined limits may be a combination of system-defined
and user defined limaits.

When a determination 1s made at 610 that the incremental
statistics load for a newly received report request 1s positive,
the incremental statistic load of the requested report may be
added to the appropnate statistics load count values at 620.
The result of the addition at 620 may represent an estimate of
a Tuture statistics load i1 the newly received report request 1s
accepted.

At 630, a determination may be made 1f one or more of the
tuture statistics load counts from 630 exceed the associated
predetermined limit. If one or more of the future statistics
load counts from 630 exceed the respective limit, the newly
received report request may be denied. In this event, the
statistics load counts may be restored to the previous present
statistics load count values at 650. Optionally remedial action
may be suggested to the user at 660. The suggested remedial
action may, for example, provide an indication of the current
values of the statistics load counts relative to the respective
limits. The suggested remedial action may, for further
example, propose reports that could be cancelled 1n order to
accommodate the newly recetved report request or suggest a
similar report that may be generated within the respective
limats.

Alternatively, a determination maybe made at 630 that the
addition of the newly request report will not cause any of the
future statistics load counts to exceed the respective limits. In
this event, the newly receive report request may be accepted
and the statistics required for the new report may be registered
with the statistics engine at 640 such that the new report may
be fulfilled by the process 500 of FIG. 5.

When a determination 1s made at 610 that the incremental
statistics load for a newly recerved report request 1s negative
or zero, the report request may be accepted. When the incre-
mental statistics load 1s negative, the statistics that are no
longer required (due to cancellation or simplification of an
existing report) may be deregistered with the statistic engine
at 670, and the appropriate statistic load counts may be
reduced accordingly at 680.

Closing Comments

Throughout this description, the embodiments and
examples shown should be considered as exemplars, rather
than limitations on the apparatus and procedures disclosed or
claimed. Although many of the examples presented herein
involve specific combinations of method acts or system ele-
ments, 1t should be understood that those acts and those
clements may be combined in other ways to accomplish the
same objectives. With regard to flowcharts, additional and
fewer steps may be taken, and the steps as shown may be
combined or further refined to achieve the methods described
herein. Acts, elements and features discussed only 1n connec-
tion with one embodiment are not intended to be excluded
from a similar role 1 other embodiments.
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As used herein, “plurality” means two or more. As used
herein, a “set” of items may include one or more of such
items. As used herein, whether 1n the written description or
the claims, the terms “comprising”, “including”, “carrying”,
“having”’, “containing’’, “involving”, and the like are to be
understood to be open-ended, 1.e., to mean including but not
limited to. Only the transitional phrases “consisting of” and
“consisting essentially of”, respectively, are closed or semi-
closed transitional phrases with respect to claims. Use of
ordinal terms such as “first”, “second”, “third”, etc., in the
claims to modify a claim element does not by 1tself connote
any priority, precedence, or order of one claim element over
another or the temporal order 1n which acts of a method are
performed, but are used merely as labels to distinguish one
claim element having a certain name from another element
having a same name (but for use of the ordinal term) to
distinguish the claim elements. As used herein, “and/or”

means that the listed 1items are alternatives, but the alterna-
tives also include any combination of the listed items.

It 1s claimed:

1. A report manager for a network test system, comprising:

a computer readable storage medium storing instructions
that, when executed, cause a computing device to per-
form a report manager process, comprising:

maintaining at least one present statistic load count repre-
senting a cumulative number of test statistics required to
generate one or more reports 1n near-real time;

recerving a report request from a user;

determining an incremental statistics load associated with
the report request;

determining, based on the at least one present statistics load
count and the incremental statistic load, whether or not
the report request can be fuliilled;

when the report cannot be fulfilled, providing a message
denying the report request to the user;

when the report request can be fulfilled, adding the incre-
mental statistics load to the present statistics load count
and fulfilling the report request.

2. The report manager of claim 1, wherein determining
whether or not the report request can be fulfilled further
COmMprises:

determiming at least one future statistics load count based
on the present statistics load count and the incremental
statistics load;

determining that the report request can be fulfilled if all of
the one or more future statistics load counts do not
exceed respective predetermined limits; and

determining that the report request cannot be fulfilled 1f any
of the one or more future statistics load counts exceed
the respective predetermined limaits.

3. The report manager of claim 1, wherein the at least one
statistics load count comprises a plurality of statistics load
counts associated with different categories of test statistics.

4. The report manager of claim 1, wherein the incremental
statistics load represents a net decrease or increase in the
cumulative number of test statistics resulting from the report
request.

5. The report manager of claim 1, further comprising:

a storage device comprising the computer readable storage

medium;

a processor and memory coupled to the coupled to the
storage device and configured to execute the stored
instructions.

6. A method for managing reports 1n a network test system,

comprising;
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maintaining at least one present statistic load count repre-
senting a cumulative number of test statistics required to
generate one or more reports 1n near-real time;
receiving a report request from a user;
determining an incremental statistics load associated with 5
the report request;
determining, based on the at least one present statistics load
count and the incremental statistic load, whether or not
the report request can be fulfilled;
when the report cannot be fulfilled, providing a message 10
denying the report request to the user;
when the report request can be fulfilled, adding the incre-
mental statistics load to the present statistics load count
and fulfilling the report request.
7. The method of claim 6, wherein determining whether or 15
not the report request can be tulfilled turther comprises:
determining at least one future statistics load count based
on the present statistics load count and the incremental
statistics load;
determining that the report request can be fulfilled 1f all of 20
the one or more future statistics load counts do not
exceed respective predetermined limaits; and
determining that the report request cannot be tulfilled 1f any
of the one or more future statistics load counts exceed
the respective predetermined limaits. 25
8. The method of claim 6, wherein the at least one statistics
load count comprises a plurality of statistics load counts
associated with different categories of test statistics.
9. The method of claim 6, wherein the incremental statis-
tics load represents a net decrease or increase in the cumula- 30
tive number of test statistics resulting from the report request.
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