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ADAPTIVE PREDISTORTER COUPLED TO A
NONLINEAR ELEMENT

RELATED APPLICATIONS

This application 1s a Continuation of co-pending applica-
tion Ser. No. 11/500,107. The prionty of the application Ser.
No. 11/500,107 1s hereby claimed, and the enfirety of the

application 1s hereby incorporated herein by reference.

BACKGROUND

In many technical fields, linearization of a nonlinear ele-
ment 1s used to compensate for unwanted effects caused by
the nonlinear behaviour of the nonlinear element. One possi-
bility to linearize a nonlinear element i1s to predistort the
signal mput into the nonlinear element to ensure that the
output signal of the nonlinear element 1s, 1n the 1deal case,
linearly related to the input signal of the predistorter.

In general, such predistorter 1s a highly complex nonlinear
system which incorporates memory. An important step in
predistortion 1s the identification of the nonlinear element
based on mput-output measurements. Once the nonlinear ele-
ment has been 1dentified, 1t may prove possible to calculate
appropriate predistorter parameters for linearization of the
system containing the predistorter and the nonlinear element.

The technique of predistortion 1s widely used 1n modern
wireline and wireless communication systems. Typically,
communication systems employ a power amplifier with high
output power requirements. Such power amplifiers are often
driven in the nonlinear region to obtain the highest possible
eificiency. This leads 1n general to spectral regrowth and
intermodulation distortion in the signal band. Basically, there
are two approaches to mimimize these unwanted effects. The
first one 1s the employment of an oversized power transistor
which 1s purely driven 1n the linear range even for maximum
output power requirements. This approach 1s highly cost
intensive during production and also during operation
because of the high price of such transistor and its low signal
to DC efliciency. The second approach, signal predistortion,
allows to create low price devices fulfilling a given spectral
mask for the transmission signal even though the power
amplifier 1s driven in the nonlinear region.

Identification of the nonlinear power amplifier or, more
general, the nonlinear element 1s usually accomplished at a
suificiently high sampling rate to cover the information 1n the
out-off-band region caused by the nonlinearity. Usually, the
sampling frequency for identification of the nonlinear ele-
ment 1s at least twice the bandwidth of the output signal, 1.¢.
2P-times higher than the signal bandwidth at the input of the
nonlinear element, where the factor P denotes the highest
odd-order nonlinearity of the nonlinear element. Because the
nonlinear behaviour of the nonlinear element 1s generally
unknown before 1identification, high sampling rates of a few
hundreds of Msamples/s are used in communication applica-
tions.

According to a generalized sampling theorem, 1t 1s possible
to uniquely 1dentily a nonlinear element on a sampling ire-
quency which 1s twice the iput signal bandwidth or, 1n other
words, which can satisfy the Nyquist theorem for the input
signal of the nonlinear element.

SUMMARY OF THE INVENTION

The following presents a simplified summary of the mnven-
tion 1n order to provide a basic understanding of some aspects
of the invention. This summary 1s not an extensive overview
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2

of the invention, and 1s neither intended to identity key or
critical elements of the invention nor to delineate the scope of
the invention. Rather, the purpose of the summary 1s to
present some concepts of the invention 1n a simplified form as
a prelude to the more detailed description that 1s presented
later.

In one embodiment, the invention relates to a circuit that
includes an adaptive predistorter to predistort an input signal
according to a predistortion control parameter. A nonlinear
clement 1s coupled to an output of the predistorter, the output
having a bandwidth. The circuit also includes an identifica-
tion unit to identily a parameter representing the nonlinearity
of the nonlinear element and to sample the output of the
nonlinear element at an identification sampling rate lower
than twice the bandwidth at the output of the nonlinear ele-
ment. In addition, the circuit includes a translation unit to
translate the parameter into the predistortion control param-
eter.

The following description and annexed drawings set forth
in detail certain illustrative aspects and implementations of
the mnvention. These are indicative of but a few of the various
ways 1n which the principles of the mvention may be
employed.

BRIEF DESCRIPTION OF THE DRAWINGS

Aspects of the mvention are made more evident in the
following detailed description of some embodiments when
read 1 conjunction with the attached drawing figures,
wherein:

FIG. 1 1s one embodiment of a block diagram of a commu-
nication transmitter with digital predistortion,

FIG. 2 1s one embodiment of a diagram 1illustrating a sys-
tem 1dentification setup at a low-rate sampling frequency £21
and the generation of a high-rate operator V for predistortion
and modeling purposes,

FIG. 3 1s one embodiment of a diagram 1illustrating two-
dimensional zero-padding and spectral masking by a high
rate input signal for a 2nd-order Volterra kernel, and

FIG. 4 1s a block diagram showing another embodiment of
the mnvention.

DETAILED DESCRIPTION

In the following description and claims, the term Volterra
kernel 1s used. This term has a well defined meaning 1n non-
linear system theory. The concept of describing nonlinear
systems 1n terms of Volterra kernels will not be explained 1n
detail herein. For an intuitive understanding of the concept of
Volterra kernels, it 1s to be noted that Volterra kernels are used
to describe a nonlinear system 1n a similar way as the impulse
response 1s used to describe a linear system. In linear system
theory, the output signal of a linear system is the convolution
of the mput signal with the impulse response. Analogously,
the output signal of a nonlinear system 1s the multi-dimen-
sional convolution of the mput signal with a series expansion
of Volterra kernels. In fact, the first order Volterra kernel 1s
identical to the impulse response of a linear system. As the
concept of describing a system by an impulse response 1s
limited to linear systems, the Volterra kernel representation
may be intuitively understood as a generalization of the
impulse response concept to nonlinear systems.

FIG. 1 depicts a simplified block diagram of a communi-
cation transmitter with digital predistortion. A digital input
signal u(n) 1s input into an adaptive predistorter 1. The output
of the predistorter 1 1s fed into a digital-to-analog converter
(DAC) 2 converting the mput discrete time signal into an
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output continuous-time signal. This continuous-time signal 1s
input into a power amplifier (PA) 3 to generate a high power
analog output signal y(t).

The predistorter 1 acts on the digital input signal u(n) by a
nonlinear operator which 1s in one embodiment the inverse of
the nonlinearity of the power amplifier 3 to obtain an overall
linear response. Because the nonlinear behavior of the power
amplifier 3 1s 1n general unknown, a feedback path 1s applied
to 1dentily the power amplifier 3 and to compute the 1inverse
tor the predistorter 1. The feedback path comprises an analog-
to-digital converter (ADC) 4 for converting an output-sensed
signal back into the discrete-time domain.

To compensate the out-off-band spectral components
caused by the nonlinearity, the predistorter 1 can be operated
at a sufliciently high sampling frequency £2s, which 1s at least
2P-times higher than the transmission 31gnal bandwidth B at
the input of the power amplifier 3, where the factor P denotes
the highest order of significant nonlinearity in the power
amplifier 3. Theretfore, the DAC 2 operates at the high sam-
pling rate €2s. On the other hand, the identification of a Volt-
erra system—1in FIG. 1 the nonlinear power amplifier 3—can
be accomplished at a sampling rate that 1s just twice the
bandwidth B of the input signal of the power amplifier 3.
Theretfore, according to the embodiment of the invention
shown 1n FIG. 1, the sampling rate of the ADC 4 may be
reduced to £21=Cs/P. Thus, the Volterra kernels of the power
amplifier 3 are 1dentified at this lower sampling rate.

After Volterra kernel 1identification at low sampling rate €21,
the 1dentified Volterra kernels describing the nonlinear behav-
iour of the power amplifier 3 are used to find the correct
setting of the predistorter 1. This step involves Volterra kernel
upsampling.

Volterra kernel 1dentification and Volterra kernel upsam-
pling are illustrated 1n FIGS. 2 and 3 and described below. The
embodiments of the mvention as well as the following
description are not restricted to power amplifiers 3 as nonlin-
car elements. It can be assumed that the nonlinear element can
be modeled by an additive decomposition of a dominant
linear part and a perturbative nonlinear part. As the entire
class of such weakly nonlinear systems may be modeled 1n
terms of its Volterra series, a Volterra representation of the
nonlinear element 1s used herein. However, all other approxi-
mate models for weakly nonlinear systems could also be
used, including but not limited to: the Wiener model, Ham-
merstein model, and the “linear-nonlinear-linear” (LNL)
structure.

The following notation and definitions are introduced. A
continuous-time weakly nonlinear system 30, often repre-
senting nonlinear power amplifiers, will be referred to as the
system V: u—vy, with u, yeL2(R+), where L2(R+) denotes the
space of square integrable signals and R+ 1s the set of positive
reals. Its associated set of Laplace-domain Volterra kernels 1s
IV(sl, , sp)} with p=1, ., P, where the order of
homogeneity of a kernel 1s not given explicitly but can be read
off from the number of i1ts arguments.

A discrete-time Volterra model 50 operating at the Nyquist
rate (21 of the mnput signal will be referred to as the low-rate
model V: u—y with u, vel,(Z,), where 12(Z+) denotes the
space of square summable infinite sequences and Z+ 1s the set
of positive integers. Its associated Z-transform kernels are
N(z,,...,z )1 with p=1, ..., P. The ADCs 40.1 and 40.2
provide the mput for the low rate model V and correspond to
ADC 4 1n FIG. 1.

The upsampled version of the Volterra model 50 1s discrete
time upsampled Volterra model 60 operating at an integer
multiple of 1, especially at the Nyquist rate of the output
signal €2s. It will be termed the upsampled model V: u—y
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4

with u, vel,(Z,). Its associated Z-transform kernels are
V(z,....,z,)} withp=1, ..., P

With a slight deviation from standard notation, but for the
sake of conciseness and without loss of generality in case of
band-limited input signals, it 1s associated with the system V
its exact equivalent discrete-time system 12(Z+)—=12(Z+) at
Qs with kernels {V(zl,. .., zp)}. The following can be use in
a frequency domain analysis, i.e., sk=jQk and z,=¢/** with
k=1, ..., p and j being the imaginary unit.

Referring to kernel identification, one can find a low-rate
model V reproducing exactly the sampled output y(nTf) of
the system V with T1=2m/Q21. This 1s depicted in FIG. 2, where
minimizing e(n)=y(nTf)-y(n) is a possibility to find that low-
rate model V.

Upsampling of the Volterra kernels {V(z,, . . ., z,)} is
performed by zero-padding without a following interpola-
tion. The multidimensional zero-padding of Volterra kernels
corresponds to a frequency scaling and to a periodic extension
of {V(z,, . ... z,)}- The kernels of the upsampled model are
obtained by V(z,,...,2,)=V(z,",...,z,"). Thus, toupsample
a Volterra model, one solely can replace each delay element
z-1 1n the Volterra kernels by z-P.

Note that the periodic extension implies that the kernels of
the obtained upsampled model coincide with those of the
system V over a limited frequency region, i.e., V(e*!, . . .,
MN=V(e"®, . .., &% for bke[-n/P, n/P), with 0k=27Qk/Qs
and k=1, . . ., p. But at the high rate, the iterpolated 1nput
signal U(e’°) is nonzero for Oe[-nt/P, i/P), such that the sys-
tem responses of V and V are identical. This process is illus-
trated for the response of a homogeneous 2nd-order Volterra
system (P=2)in FI1G. 3.Y is the z-transform of the upsampled
model output signal y(t) and U is the z-transform of the
upsampled model input signal u(t). The shaded areas in FIG.
3 represent the nonzero values of the frequency-domain ker-
nels V and the frequency domain signals Y and U of the
upsampled model, respectively.

FIG. 4 illustrates another embodiment of the mvention.
The circuit depicted 1n FIG. 4 comprises an interpolator 800
which upsamples and interpolates the mput signal u(n). The
P-times upsampled and interpolated input signal u(n) 1s input
into a predistorter 100. The predistorter 100 has a simple
predistoration architecture comprising the functional ele-

ments 101, 102, 103 and an adder 104. More specifically, the
predistorter 100 comprises a parallel structure of a delay
clement 101 and a cascade of a purely nonlinear element 102
and a purely linear element 103. The nonlinear and linear
characteristics of the elements 102 and 103 can be controlled
by parameters received at the control mputs 102.1 and 103.1
of the elements 102, 103, respectively. The adder 104 sums
the output of the delay element 101 and the output of the
purely linear element 103.

The operation of the functional elements 101, 102, 103 can
be expressed by operators. The delay element 101 applies the
delay operation z-6 with 6=nP, neZ+, the nonlinear element
102 applies the nonlinear part \7;? of an operator V and the
linear element 103 applies the inverse of the linear part V, of
the operator V. Thus, the overall function of the predistorter
100 can be expressed by the operator P with

P=r4+V LoV, (1)

where “0” denotes the composition of operators. The delay of
0 samples 1s used to compensate the latency of the cascade
V,7'oV . It is shown later under section “Mathematical
Description of Predistorter Architecture” that this specific

predistorter architecture 1s capable of linearizing the nonlin
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ear element 300 when selecting a proper operator V and that
the kernels of this proper operator V are given by

V(2)=—V,(2)z° for p=1 and (2)

ﬁ;(zl, L )TV z,,) for p=2. (3)

Returming to FIG. 4, the output of the predistorter 100 1s
coupled to the mput of a nonlinear element 300 via a switch
900, 1f the switch 900 1s 1n position b. If the switch 900 1s 1n
position a, the predistorter 100 1s bypassed.

The nonlinear element 300 1s modeled by a purely linear
unit 301 represented by the linear part V1 of the operator 'V, a
nonlinear unit 302 represented by the nonlinear part Vn of the
operator V and an adder 303 adding the output of the linear
and nonlinear units 301, 302. The adder 303 outputs the
output signal y(n).

The input of the nonlinear element 300 1s down-sampled in
a down-sampling stage 400.1 by the factor P and the output of
the nonlinear element 300 1s down-sampled in a down-sam-
pling stage 400.2 by the factor P. It 1s also possible that a
smaller down-sampling factor than P 1s used. In any case, the
sampling rate at the output of the down-sampling stages
400.1,400.2 1s lower than twice the bandwidth at the output of
the nonlinear element 300.

The down-sampled signals are input into an identification
unit such as a low-rate kernel identification stage 700. The
low-rate kernel 1dentification stage 700 can 1dentily a nonlin-
carity parameter representing the nonlinearity of the nonlin-
car element 300 and sample the output of the nonlinear ele-
ment at an 1dentification sampling rate that 1s lower than twice
the bandwidth at the output of the nonlinear element. The
low-rate kernel identification stage 700 comprises a low-rate
nonlinear element modeling unit 701. Further, it may com-
prise some circuitry (adder 702, adder 703 and unit 704)
adapted to mimmize a cost function over the nonlinearity
parameter for the purpose of identifying the nonlinear ele-
ment 300.

The low-rate nonlinear element modeling unit 701 com-
prises a linear stage 705 operating according to the linear part
V, of the low-rate model operator V and a nonlinear stage 706
operating according to the nonlinear part \7}? of the low-rate
model operator V. The operation characteristics of both
stages 705, 706 may be changed by adjusting parameters
controlling the function of the respective stages 705, 706. As
there are many different possibilities to parameterize the low-
rate operator parts \713 \7}?, no specific parameterization 1s
outlined here.

During the mitial identification of the nonlinear element
300, the predistorter 100 1s bypassed by setting the switch 900
in position a. Identification of the nonlinear element 300
means determination of the low-rate model operator V., i.e. to
find the set of parameters for the stages 705, 706 which set the
characteristic of the low-rate nonlinear element modeling
unit 701 to the low-rate model operator V reproducing exactly
the sampled output y(n'TT) of the nonlinear element operator
V with T1=27/€21. This may be accomplished by minimizing
the cost function

(4)
E= ) lelm]* » min, e[m] = y[m] - ${m],

mzml

where y[m] 1s the decimated output signal of the nonlinear
clement 300 at the output of the down-sampling stage 400.2
and y[m] is the sum of the output signals of the linear and
nonlinear stages 705, 706. In other words, the mput param-
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6

cters of the stages 705, 706 are varied until the output of the
adder 702 reaches a minimum. Although one method has
been described, 1t will be appreciated that other methods and
especially other cost functions may be applied to 1dentity the
nonlinear element 300 1n the low-rate nonlinear element mod-
cling unit 701.

 In order to obtain the parameters representing the inverse
V, 7! of the linear part V, of the operator V, input parameters
of the inverse linear stage 704 are adjusted until the output of
adder 703 reaches a minimum. Also here, other methods for
obtaining the parameters representing the inverse of the linear
part of the operator V are possible.

In one embodiment, a translation unit can translate a
parameter representing the nonlinearity of the nonlinear ele-
ment mto a predistortion control parameter. The translation
unmit can comprise a transformation unit that 1s adapted to
calculate parameters which are an upsampled representation
of the identified nonlinearity parameter.

The parameters calculated by the transformation unit can
be calculated by applying a multi-dimensional zero padding
in the time domain. In one embodiment, the translation unit
includes an optimizing unit to calculate the predistortion con-
trol parameter by minimizing a second cost function over the
parameters calculated by the transtormation unit.

The low-rate 1dentified operator V 1s used to calculate the
input parameters for the nonlinear stage 102 and the inverse
linear stage 103 of the predistorter 100. Calculation of these
parameters 1s done by obtaining the kernels of the upsampled
operator V. As already described in connection with FIG. 2,
the low-rate identified operator V can be recalculated to the
high-rate operator V by a multi-dimensional zero padding. As
zero padding in the time domain results 1n a simple frequency
scaling in the frequency domain, this operation can be accom-
plished with almost no additional costs—each unit-sample
delay 1s replaced by a P-sample delay according to

(3)

Then, the upsampled operator V is used in the predistorter
100 with

(6)

It is to be noted that, although the upsampled operator V is
able to reproduce the exact output of the system (1.e. of the
operator V), the upsampled operator V generally does not
perform in the same way when applied to the predistorter 100.

To see this, note that the kernels of the unsampled model
(i.e. operator V) and the nonlinear system (i.e. operator V)
coincide over the bandwidth of the mput signal U(e%). The
structure of the predistorter P=z"°+V, ™10V reveals that,
owing to the spectral regrowth of V. , the linear operator V, ™
acts on a signal with a bandwidth that is 1n general P-times the
input signal bandwidth. Thus, the output signal of the
upsampled version of V, ' differs from the correct version
given 1n (2) and (3) by an amount that depends on the flatness
of the linear frequency response of the system. The more flat
the response 1s, the less 1s the effect of the periodic extension
in the upsampled version outside the input signal bandwidth.
To correct for the periodic extensions of V(z), one can
apply a low-rate adaptation, where the initialization 1s taken
to be the upsampled response V(z). This optional low-rate
adaptation 1s implemented by the delay stage 501, the linear
stage 502 operating according to the linear part V, of the
operator V and the adder 503. The linear stage 502 may be
identical to the linear stage 705 and uses the parameters
obtained in the optimization process described above for low-
rate identification of the linear element 300. The adaptation 1s

performed by varying the characteristics of the inverse linear

ey Z,).
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stage 103 (for instance by varying the parameters provides at
the control input 103.1) until the output of the adder 503
settles at a minimum. Different to the optimization process
used for low-rate identification of the linear element 300, this
optimization 1s to be done with the switch 900 being 1n posi-
tion b.

It 1s to be noted that the calculation of the predistorter
parameters as described above by upsampling the nonlinear
kernels of the low-rate 1dentified nonlinear element 300 and
copying these high-rate kernels into the predistorter 100 1s
generally not feasible for predistorter architectures.

With the applied predistortion architecture Ps
7z °+V, "' oV, as the operator V, with kernels {V(z,, . . .,
7 )} p=2, ..., P, operates on the mput signal bandwidth, its
response 1s 1dentlcal to the response of V with {V(z1, ...,
zp)} and thus requires no adaptation. Thls feature allows for
efficient low-rate adaptive predistortion, where the few
parameters of V(z) need to be adapted, while the mass of
parameters from the higher-order Irequency responses
requires no adaptation. This 1s in contrast to the application of
the upsampled kernels {V(z,, . . ., z,)} to the so-called
pth-order mverse predistorter archutecture, which, for p=3,
can be written, for instance, by the following expression

P=r2c{1-V Yo VooV Lo Vot Voo (1-V Lo Vo )+
Val}- (7)

In the case of upsampled kernels, every composition of
operators where a nonlinear operator with k>1 1s preceding
one or more operators, an adaptation of all consecutive opera-
tors following Vk 1s necessary to yield equivalent perfor-
mance to a 3rd-order inverse utilizing the correct high-rate
kernels of the system V.

The block diagram shown in FIG. 4 may be implemented in
various circuits including purely digital systems or mixed
signal systems. In digital systems, no analog-to-digital con-
version 1s performed and therefore, the down-sampling stages
400.1 and 400.2 are decimation stages. In mixed signal sys-
tems as, for mstance, shown 1n FIG. 1, the down-sampling
stage 400.2 1s implemented by an analog-to-digital converter
corresponding to the ADC 4 shown 1n FIG. 2. In this case, the
DAC 2 (ct. FIG. 1) would be implemented between the switch
900 and the mput of the nonlinear element 300. Thus, the
down-sampling stage 400.1 would still be 1n the digital
domain and does not need to be replaced by another ADC.

Further, 1t 1s to be noted that for purely digital systems as
well as for mixed signal systems, the nonlinear element 300
could be implemented by virtually any nonlinear circuitry
and 1s not restricted to amplifiers. In addition, although
described and 1illustrated as a hardware structure, the func-
tionality and features of the present system can also be per-
tormed by appropriate software routines or a combination of
hardware and software. Thus, the present ivention should
not be limited to any particular implementation.

As a practical implementation, the nonlinear element 300
may be a power amplifier for a VDSL (Very High Data Rate
Digital Subscriber Line) analog front-end transmitter device
that complies with the distortion ratios of the VDSL standard
Band Plan 998. To be able to apply predistortion over a
realistic distortion range, such circuit was miss-tuned to yield
a harmonic distortion ratio of 40 dB. The operator V has been
obtained by fitting a simple Sth-order Volterra model to the
I/0 measurement of a transistor-level circuit simulation. The
standard 4-band VDSL system can utilize a bandwidth of up
to 12 MHz, where each band 1s DMT (Discrete Multi-Tone
Modulation) modulated. The frequency allocation for this
simulation according to the standard Band Plan 998 com-
prises two downstream bands with bandwidth of each 2.59
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MHz, located at center frequencies 2.225 MHz and 6.885
MHz. According to the above, the sampling rate of the digital
predistortion for this system can be at least 25=2mx81.8
MHz. Conventlonally, this directly translates to the sampling
rate of the ADC 4 1n the feedback path used for the param-
cterization of the predistorter. The proposed approach can use
an ADC sampling rate of £21=2nx16.36 MHz resulting 1n a
cost efficient implementation of such circuitry.
Mathematical Description of Predistorter Architecture

First, 1t 1s shown that the predistorter architecture depicted
in FI1G. 4 and defined 1n equation (1) 1s capable of linearizing
a nonlinear element 300 modeled by the operator V.

The composition of the predistorter 100 and the nonlinear
clement 1s given by the expression

L=(V+V oz %+V 1o V). (8)

This expressmn yields a linearization if ||V ||<<||V,|| with
V ——7°0V, and V =V ., where the operator norm corre-
sponds to the 51gnal norm with ||V, ||=sup; 1|V u||. Qualita-
tively this becomes clear by decomposing (8) as

=" Vi+V, o ﬁ’l_lc} ﬁ’n+ VH@(Z_E"+ ﬁ’l_lc} I;’H), (9)

where it 1s used that the delay operator commutes with all
time-nvariant operators. The above assumption on weak
nonlinearity implies [V, oV, 1oV ||<<|[V. ||, such that the last
term 1 (9) may be approximated by V, o(z°
V,7'oV )=V, 07~2. Thus, the overall system response is ren-
dered as L=z"°cV,, i.e. is linear.

Second, a quantitative analysis of the linearization perfor-
mance of the predistorter 100 1s provided by employing the
Volterra series representation of the involved operators.

The set of Volterra kernels of V is denoted by {{/'(z Ly e e e
z,)} with p=1, ..., P. The set of kernels {L.(z,, .. ., z,)} for
p=0,1,2,...,P2of L1sexpressed in terms of the kernels of
the operators according to the decomposition in (9). For clar-
ity of presentation, we indicate the order of homogeneity of a
Volterra kernel by an additional subscript in the following
derivation. Allowing for non-minimum phase systems with
V,(2)V, Y(2)=7"°, the application of the Z-domain cascade
rule for discrete-time Volterra series to (9) yields

(10)

L,(Z1, ... ,2p)=

Z D) Ve

ml =1 mn— N

win)=p

e L))V omy, (Za)s -+ 5 Zw@)

-
Il
[a—

with the lower and upper index bound functions

EL’(}'() = ﬂf(ﬁ’ll,

k—1
. mk_l) =1 +ij
=1
with o(1)=1 and
w(k)

= wimy, ...

respectively.
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Separating terms 1n (10) for n=1 and n=p gives

-1 (11)

L2y, 5 2p)=Vi(Zy .. 20V (21 ... 2p) XV (20,0, ,2Zp)+
—§
VolZi, oo 5 2p)21 -0 Zp)  +
p—1 _
E Z Z VolZi oo Zwys -0 5 Zat) -+ Zwm) X
— my=1  myu=l1L
) M(n);,v

——1

H
]_[ Vi @a@) - 2oV (Za@)s - 5 Zoi)
k=1

where the first two summands 1n (11) equalize 1t the linear
frequency domain kernel is V,(z)=-V, (2)z° as already noted
in (2) and the kernels for p=2 are {fp(zlj s Z)FY (24,
z,,) as already noted 1n (3).

In conclusion, the system with an adjusted predistorter 300
results 1n the following Volterra kernels

Li(z)) = Vi(9)7° (12)

15(z1,22)=0
Vo222, )V H@m)Valz, 22) + s
L3(21, 22, 23) = = . (212223)
- Valzr, 22230V T (2223)V2(22. 23)
Lp(Zla 2 Zp) —
p—1
- E Z Z ValZl cor Zedl)s oo+ 5 Zam) -+ Zn))
— mp=1  my=1
win)=p

o]

-1
5
(Zat) - Zowy) XV Zey -+ Zow))

Vi, @atiys -+ » Zaat))

Although “pertect” equalization 1s possible for the 2nd-
order Volterra kernel 1L.2(z1,z2), the resulting distortion of the
predistorted non-linear element output signal 1s much lower
compared to the non-compensated non-linear element output
signal if|[V, [[<<|[V || because all the kernels Lp(z1, ..., zp) for
p=3 1n (12) incorporate the multiplicative inverse of the linear
kernel V1(z).

Although the invention has been illustrated and described
with respect to one or more implementations, alterations and/
or modifications may be made to the illustrated examples
without departing from the spirit and scope of the appended
claims. In particular regard to the various functions per-
formed by the above described components or structures
(blocks, units, engines, assemblies, devices, circuits, sys-
tems, etc.), the terms (including a reference to a “means™)
used to describe such components are intended to correspond,
unless otherwise indicated, to any component or structure
which performs the specified function of the described com-
ponent (e.g., that 1s functionally equivalent), even though not
structurally equivalent to the disclosed structure which per-
forms the function in the herein illustrated exemplary imple-
mentations of the mvention. In addition, while a particular
teature of the invention may have been disclosed with respect
to only one of several implementations, such feature may be
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combined with one or more other features of the other imple-
mentations as may be desired and advantageous for any given
or particular application. Furthermore, to the extent that the

terms “including”, “includes™, “having”, “has™, “with”, or

variants thereof are used 1n either the detailed description and
the claims, such terms are intended to be inclusive in a manner
similar to the term “comprising’”.

What 1s claimed 1s:

1. A circuit comprising:

a nonlinear element having an output, and

an 1dentification unit coupled to the nonlinear element, the
identification unit to 1dentily a nonlinearity parameter
associated with the nonlinear element and to sample the
output of the nonlinear element at a sampling rate lower
than twice a bandwidth at the output of the nonlinear
clement, the 1dentification unit adapted to calculate the
nonlinearity parameter by minimizing a first cost func-
tion over the nonlinearity parameter.

2. The circuit according to claim 1, further comprising:

an adaptive predistorter having a parallel structure of a
delay stage and a cascade of an adaptive nonlinear stage
and an adaptive linear stage.

3. The circuit according to claim 2, wherein:

the delay stage causes a P-sample delay, where P 1s the ratio
of the sampling rate of the adaptive predistorter to the
sampling rate.

4. The circuit according to claim 1, further comprising;:

a translation umt adapted to calculate parameters which are
an upsampled representation of the identified nonlinear-
ity parameter and to calculate the predistortion control
parameter.

5. The circuit according to claim 4, wherein:

the parameters calculated by the transformation unit are
calculated by applying a multi-dimensional zero pad-
ding 1n the time domain.

6. The circuit according to claim 4, wherein:

the translation unit comprises an optimizing unit to calcu-
late the predistortion control parameter by minimizing a
second cost function over the parameters calculated by
the transformation unait.

7. The circuit according to claim 2, comprising:

a digital-to-analog converter coupled to the predistorter.

8. The circuit according to claim 1, comprising:

an analog-to-digital converter coupled to the identification
unit.

9. The circuit according to claim 8, wherein:

the analog-to-digital converter 1s adapted to operate at the
sampling rate.

10. A method, comprising:

identifying nonlinearity parameters representing nonlin-
carity of a nonlinear element by sampling an output of
the nonlinear element at a sampling rate lower than twice
a bandwidth of a signal, the 1dentifying of the nonlinear-
ity parameters including calculating by minimizing a
first cost function over the nonlinearity parameters, and

translating the identified parameters into the predistortion
control parameters.

11. The method according to claim 10, wherein:

the translating includes calculating transiformed param-
cters which are an upsampled representation of the 1den-
tified nonlinearity parameters.

12. The method according to claim 11, further comprising;:

calculating the predistortion control parameters by mini-
mizing a second cost function over transformed param-
cters calculated 1n the translating act.
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13. A method, comprising;

identifying parameters representing Volterra kernels of a
nonlinear element by sampling an output of the nonlin-
car element at a sampling rate lower than twice a band-
width at the output of the nonlinear element,

calculating the 1dentified parameters representing Volterra
kernels of the nonlinear element by minimizing a first
cost function over these parameters, and

translating the identified parameters into predistortion con-
trol parameters.

14. The method according to claim 13, further comprising:

controlling a predistorter using the predistortion control
parameters.

15. The method according to claim 13, wherein:

10

the translating act comprises calculating transformed 15

parameters representing Volterra kernels which are
upsampled Volterra kernels of the nonlinear element.
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