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SYSTEMS AND METHODS FOR
PERFORMING OPTIMIZED BACKUPS OF
MULTIPLE VOLUMES

BACKGROUND

Conventional volume-management technologies may be
used to create and manage multiple virtual or physical
machines from a source machine (which may, in some cases,
also be a virtual machine). Some technologies may create
these multiple machines from the source machine by taking,
snapshots (such as copy-on-write or space-optimized snap-
shots) of boot and data disks 1n the source machine and then
using these snapshots to form the wvirtual or physical
machines.

Over time, various patches, installations, and upgrades
may modily regions of memory in the machines. Often, the
same modifications may be made to multiple machines. For
example, a network administrator may apply i1dentical
patches to multiple machines located on a network managed
by the administrator. In an example where the multiple
machines are 1nitially cloned from the same source machine,
the multiple machines may share a number of identical
regions of data, even after these modifications. As changes are
made to the various regions of memory, snapshot volumes
corresponding to each of the machines may be individually
created and stored. Additionally, individual backup copies of
the machines may be periodically saved to a backup database.

Because, 1n this example, individual snapshot volumes and
backup copies are made for each of the multiple machines,
significant storage space must oiten be provided to accom-
modate the corresponding snapshot volumes and backup cop-
ies of the volumes. Additionally, backup servers must often
have significant processing bandwidth, mput/output band-
width, and memory bandwidth to accommodate the transier
and processing of data related to snapshot volumes and
backup copies of the multiple machines. Further, because
identical modifications are often made to multiple machines
in a network, the databases storing the snapshot volumes and
backup copies may contain a significant amount of redundant
data.

SUMMARY

As will be described 1n greater detail below, the instant
disclosure generally relates to systems and methods for per-
forming optimized backups of multiple volumes. In one
example, an exemplary method for performing this task may
comprise: 1) 1dentifying a plurality of volumes (e.g., volumes
used by one or more virtual and/or physical machines), 2)
prior to backing up the volumes, obtaining information that
indicates that at least one volume within the plurality of
volumes comprises at least one shared region of memory that
1s 1dentical to a region of memory on at least one other volume
within the plurality of volumes (by, for example, querying
one of the volumes for deduplication information from an
existing deduplication subsystem), and then 3) when backing
up the plurality of volumes, backing up each shared region of
memory a single time so that the backups of the plurality of
volumes share a single copy of each shared region of memory.

The systems disclosed herein may obtain and use informa-
tion that indentifies regions of memory within multiple vol-
umes that are identical (sometimes referred to herein as
“deduplication information™) from any type or form of dedu-
plication subsystem. For example, the systems disclosed
herein may obtain and use deduplication information from a
deduplication subsystem that creates and stores deduplicated
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snapshots (e.g., copy-on-write snapshots such as space-opti-
mized snapshots) ol multiple machine volumes. In this

example, the snapshots may be deduplicated and maintained
by a deduplication engine (e.g., a cache object). The dedupli-
cation engine may also maintain deduplication information
that 1dentifies regions of memory (e.g., data blocks) 1n the
multiple machine volumes that are shared (i.e., 1dentical).

In this example, before each region of memory in the
machine volumes 1s read for backup, a query requesting dedu-
plication information may be performed on the machine vol-
umes. The machine volumes may consult the deduplication
engine to obtain deduplication information that identifies the
shared or common regions of memory in the multiple
machine volumes. This information may then be provided to
the backup server. The backup server may then use this infor-
mation to determine, for each region of memory, whether an
identical region of memory has been previously backed up for
any of the machine volumes. If an identical region of memory
has been previously backed up, the backup server may update
metadata information on the backup server to point to the
identical region of memory. If, however, an1dentical region of
memory has not been previously backed up, the backup server
may back up the region of memory.

By obtaining information that identifies shared regions of
memory within multiple volumes that are identical, the sys-
tems disclosed herein may, during a subsequent backup
operation, use this information to only transfer a single copy
of each shared region of memory to a backup server. Because
the systems may not need to transier multiple copies of 1den-
tical regions of memory to a backup server, this may reduce
the amount of bandwidth required to perform a backup opera-
tion 1n comparison with conventional backup systems. In
addition, because the bandwidth and resources required to
accomplish a backup operation may be reduced, the backup
window required to accomplish the backup operation may
also be reduced.

Additionally, because previously generated deduplication
information may be used to back up data to a backup server,
the systems disclosed herein may eliminate any need to rep-
licate deduplication data 1 order to optimize backup data
storage. Moreover, because a single copy of a region of
memory may be shared among multiple backups on a backup
server, the amount of storage space required on the backup
server may be reduced in comparison with conventional
backup systems.

Features from any of the above-mentioned embodiments
may be used 1n combination with one another 1n accordance
with the general principles described herein. These and other
embodiments, features, and advantages will be more fully
understood upon reading the tollowing detailed description in
conjunction with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings 1llustrate a number of exem-
plary embodiments and are a part of the specification.
Together with the following description, these drawings dem-
onstrate and explain various principles of the instant disclo-
sure.

FIG. 1 1s a block diagram of an exemplary system for
performing optimized backups of multiple volumes.

FIG. 2 1s a block diagram of an exemplary system for
creating target machines based on a source machine.

FIG. 3 1s a block diagram of an exemplary system for
performing optimized backups of multiple volumes.

FIG. 4 1s a flow diagram of an exemplary method for
performing optimized backups of multiple volumes.
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FIG. 5 1s a block diagram of an exemplary backup database
comprising multiple backup volumes sharing various regions

of memory.

FIG. 6 1s a block diagram of an exemplary computing
system capable of implementing one or more of the embodi-
ments described and/or illustrated herein.

FIG. 7 1s a block diagram of an exemplary computing
network capable of implementing one or more of the embodi-
ments described and/or illustrated herein.

Throughout the drawings, 1dentical reference characters
and descriptions indicate similar, but not necessarily 1denti-
cal, elements. While the exemplary embodiments described
herein are susceptible to various modifications and alternative
forms, specific embodiments have been shown by way of
example 1 the drawings and will be described 1n detail
herein. However, the exemplary embodiments described
herein are not imntended to be limited to the particular forms
disclosed. Rather, the instant disclosure covers all modifica-
tions, equivalents, and alternatives falling within the scope of
the appended claims.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

As will be described 1n greater detail below, the instant
disclosure generally relates to systems and methods for per-
forming optimized backups of multiple volumes. As used
herein, the terms “deduplicate” and “deduplication™ gener-
ally refer to storage systems that eliminate redundant data by
storing a single instance of data. As will be described 1n
greater detail below, this single instance of data may be ret-
erenced by a single file or a plurality of files 1n a deduplicated
data system. Deduplication may also be known as single-
instance storage or capacity optimization.

The following will provide, with reference to FIGS. 1-3,
detailed descriptions of exemplary systems for creating target
machines based on a source machine and for performing
optimized backups of multiple volumes on the target
machines. Detailed descriptions of corresponding computer-
implemented methods will be provided 1n connection with
FIG. 4. In addition, a detailed description of an exemplary
backup database comprising multiple volumes sharing vari-
ous regions of memory will be provided in connection with
FIG. 5. Further, detailed descriptions of an exemplary com-
puting system and network architecture capable of 1mple-
menting one or more of the embodiments described herein
will be provided in connection with FIGS. 6 and 7, respec-
tively.

FIG. 1 15 a block diagram of an exemplary system 100 for
performing optimized backups of multiple volumes. As illus-
trated 1n this figure, exemplary system 100 may comprise one
or more modules 110 for performing one or more tasks. For
example, and as will be explained in greater detail below,
exemplary system 100 may comprise a volume-management
module 112 programmed to identify one or more volumes,
such as volumes used by physical or virtual machines.

Exemplary system 100 may also comprise a deduplication-
information module 114 programmed to obtain deduplication
information, such as deduplication information associated
with one or more deduplicated volumes stored on a dedupli-
cation subsystem. Exemplary system 100 may also comprise
a backup module 116 programmed to back up one or more
volumes to a backup database. Although 1llustrated as sepa-
rate elements, one or more of modules 110 1n FIG. 1 may
represent portions of a single module or application.

In certain embodiments, one or more of modules 110 1n
FIG. 1 may represent one or more software applications or
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programs that, when executed by a computing device, may
cause the computing device to perform one or more tasks. For
example, as will be described 1n greater detail below, one or
more of modules 110 may represent software modules stored
and configured to run on one or more computing devices, such
as the devices 1llustrated 1n FIGS. 2 and 3 (e.g., target-ma-
chine subsystem 210, deduplication subsystem 310, and/or
backup server 320), computing system 610 1n FI1G. 6, and/or
portions of exemplary network architecture 700 1in FIG. 7.
One or more of modules 110 1n FIG. 1 may also represent all
or portions of one or more special-purpose computers con-
figured to perform one or more tasks.

In additional embodiments, exemplary system 100 may
comprise databases 120 for storing data, such as data gener-
ated by one or more of modules 110. In some examples,
databases 120 may comprise a backup database 122 for stor-
ing one or more backup volumes. For example, as will be
explained 1n greater detail below, backup database 122 may
comprise backup volumes corresponding to volumes used by
one or more machines.

Databases 120 1n FIG. 1 may represent portions of one or
more computing devices, such as computing devices located
on one or more subsystems and/or servers. For example,
databases 120 may represent portions of target-machine sub-
system 210 1n FIGS. 2 and 3, deduplication subsystem 310
and backup-storage device 322 in FIG. 3, computing system
610 in FIG. 6, and/or portions of exemplary network archi-
tecture 700 1n FIG. 7. Alternatively, databases 120 i FIG. 1
may represent one or more physically separate devices
capable of being accessed by a computing device, such as
target-machine subsystem 210 1n FIGS. 2 and 3, deduplica-
tion subsystem 310 and backup-storage device 322 1n FIG. 3,
computing system 610 in FIG. 6, and/or portions of exem-
plary network architecture 700 1n FIG. 7.

FIG. 2 15 a block diagram of an exemplary system 200 for
creating target machines based on a source machine. As 1llus-
trated 1n this figure, exemplary system 200 may comprise a
source machine 201. In at least one example, source machine
201 may comprise a virtual or physical machine used as a
template to clone additional virtual or physical machines
(e.g., target machines 201A, 201B, and 201C i FIG. 2).
Source machine 201 may comprise at least one source volume
202, which may 1in turn comprise one or more regions, such as
regions 204, 206, and 208, as shown 1n FIG. 2. Regions 204,
206, and/or 208 may comprise regions of memory within
source volume 202, such as, for example, data blocks. In
some embodiments, source volume 202 may comprise a {ile
system that organizes regions 204, 206, and 208 within source
volume 202.

As mentioned above, source machine 201 may be used as
a template to clone additional machines, such as target
machines 201A, 201B, and 201C, as illustrated in FIG. 2. In
at least one example, target machines 201 A, 201B, and 201C
may be substantially 1dentical to source machine 201. Addi-
tionally, target machines 201A, 201B, and 201C may be
substantially 1dentical to one another. Target machines 201 A,
201B, and 201C may be created based on source machine 201
using any suitable cloning technique. For example, a read-
only image (golden image) of source machine 201 may be
created. Target machines 201A, 201B, and 201C may then be
created based on the read-only image of source machine 201.

Target machines 201 A, 201B, and 201C may be located on
one or more target-machine subsystems. For example, as
shown in FIG. 2, target machines 201A, 201B, and 201C may
be located on target-machine subsystem 210. In some
embodiments, target machines 201A, 201B, and/or 201C

may be located on separate subsystems. Additionally, target
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machines 201 A, 201B, and 201C may each comprise at least
one target volume that 1s substantially identical to at least one
source volume on source machine 201. For example, target
machine 201 A may comprise a target volume 202A, target
machine 201B may comprise a target volume 202B, and
target machine 201C may comprise a target volume 202C.
Each of target volumes 202A, 202B, and 202C may be sub-
stantially 1dentical to source volume 202.

In various embodiments, target volumes 202A, 2028, and
202C may comprise regions of memory and/or storage
devices that are substantially 1dentical to regions of memory
within source volume 202. For example, target volume 202A
may comprise regions 204 A, 206 A, and 208 A, target volume
202B may comprise regions 204B, 2068, and 208B, and
target volume 202C may comprise regions 204C, 206C, and
208C, each of which may be substantially identical to regions
204, 206, and 208 on source machine 201, respectively.

In at least one embodiment, after target machines 201A,
201B, and 201C are initially created based on source machine
201, various changes may be made to target volumes 202A,
202B, and/or 202C. For example, over time, various patches,
installations, upgrades, and/or other modifications may be
applied or made to regions of memory in target volumes
202A, 2028, and/or 202C. Accordingly, over time, regions of
memory 1n target volumes 202A, 202B, and/or 202C may
change relative to source machine 201 and/or relative to one
another. In at least one example, changes made to regions of
memory 1n one of the target volumes may be identical to
changes made to corresponding regions of memory 1n one or
more of the remaining target volumes due to, for example, the
application of identical patches, upgrades, or the like.

FIG. 3 15 a block diagram of an exemplary system 300 for
performing optimized backups of multiple volumes. As illus-
trated 1n this figure, exemplary system 300 may comprise a
target-machine subsystem, such as target-machine subsystem
210 shown 1n FIG. 2. According to various embodiments,
target-machine subsystem 210 may be in communication
with a deduplication subsystem 310 and a backup server 320.

In one embodiment, and as will be described in greater
detail below, target-machine subsystem 210, deduplication
subsystem 310, and/or backup server 320 may be pro-
grammed to: 1) identify a plurality of volumes, such as target
volumes 202A, 202B, and 202C, 2) prior to backing up the
plurality of volumes, obtain information that indicates that at
least one volume within the plurality of volumes comprises at
least one shared region of memory that is identical to aregion
of memory on at least one other volume within the plurality of
volumes, and 3) when creating backups of the plurality of
volumes, backup each shared region of memory a single time
so that the backups of the plurality of volumes share a single
copy ol each shared region of memory.

For example, and as will be described 1n greater detail
below, deduplication subsystem 310 may create and/or store
multiple deduplicated volumes 316A-316C, which may rep-
resent versions of target volumes 202A-202C that have been
deduplicated to reduce storage space and/or processing
requirements. In this example, deduplicated volumes 316 A-
316C may share common regions of memory and/or storage
devices. Volumes 316 A-316C may be deduplicated and main-
tained on deduplication subsystem 310 by a deduplication
engine (such as deduplication engine 312). Deduplication
engine 312 may also maintain deduplication information that
identifies regions ol memory (e.g., data blocks) in target
volumes 202A, 2028, and 202C that are shared (1.e., 1denti-
cal).

In this example, before each region of memory 1n target
volumes 202A, 2028, and 202C 1s read for backup, a query
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requesting deduplication information may be performed on
target volumes 202 A, 202B, and 202C. In one example, target
volumes 202A, 202B, and 202C may consult deduplication
engine 312 to obtain deduplication information that identifies
the shared or common regions of memory 1n target volumes
202A, 202B, and 202C. This information may then be pro-
vided to backup server 320, which may use this information
to determine, for each region of memory, whether an 1dentical
region ol memory has been previously backed up for any of
the target volumes. If an identical region of memory has been
previously backed up, backup server 320 may update meta-
data information on backup server 320 to point to the identical
region of memory. If, however, an 1dentical region of memory
has not been previously backed up, backup server 320 may
back up the region of memory.

Target-machine subsystem 210, deduplication subsystem
310, and/or backup server 320 may comprise one or more
computing devices representing any type or form of comput-
ing device capable of reading computer-executable mstruc-
tions. Examples of such computing devices may include,
without limitation, laptops, desktops, servers, cellular
phones, personal digital assistants (PDAs), multimedia play-
ers, embedded systems, combinations of one or more of the
same, exemplary computing system 610 in FIG. 6, or any
other suitable computing device.

Deduplication subsystem 310 generally represents any
type or form of deduplication system. In one example, and as
will be described 1n greater detail below, deduplication sub-
system 310 may create and/or store multiple deduplicated
volumes (or copies of the volumes). For example, deduplica-
tion subsystem 310 may create deduplicated volumes 316 A-
316C, which may represent deduplicated versions of target
volumes 202A-202C that have been deduplicated to reduce
storage space and/or processing requirements. In this
example, deduplicated volumes 316 A-316C may share com-
mon regions of memory and/or storage devices.

In another example, deduplicated volumes 316A, 3168,
and 316C may represent snapshots (e.g., copy-on-write snap-
shots such as space-optimized snapshots) of one or more
regions of memory 1n target volumes 202A, 202B, and/or
202C (e.g., regions 204 A, 206 A, and 208A). In this example,
snapshots of a region within one of target volumes 202A,
202B, and 202C may be created and stored in one of dedu-
plicated volumes 316A, 3168, and 316C when a change 1s
made to the region. For example, a snapshotofregion 204 A in
target volume 202A may be made just prior to modifying
region 204A.

According to at least one embodiment, data stored in dedu-
plicated volumes 316A, 3168, and 316C may be at least
partially deduplicated to reduce storage requirements for
deduplicated-data storage device 314. For example, 1n an
example where deduplication subsystem 310 represents a
deduplicated-snapshot subsystem, a snapshot of region 204B
may be 1dentical to a snapshot of region 204A stored in
deduplicated volume 316A. In order to eliminate redundant
storage of 1dentical data, a physical copy of the snapshot of
region 204B may not be stored on deduplicated-data storage
device 314. Rather, deduplicated volume 316B may reference
the 1dentical snapshot region 204A stored in deduplicated
volume 316A.

In various embodiments, deduplicated volumes 316A,
316B, and 316C may be maintained by deduplication engine
312. For example, deduplication engine 312 may control
deduplication of data, such as snapshots, stored 1n dedupli-
cated-data storage device 314. Additionally, deduplication
engine 312 may also keep a record or index of deduplicated
data stored in deduplicated-data storage device 314. In at least
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one example, information regarding deduplicated data stored

in deduplicated-data storage device 314 may be accessed by
deduplication-information module 114 1 FIG. 1. For
example, deduplication-information module 114 may trans-
fer deduplication information between deduplication sub- 5
system 310 and at least one of target-machine subsystem 210
and backup server 320.

Backup server 320 may include a backup-storage device
322, which in turn may comprise backup media for storing
data, such as data related to target volumes 202A, 2028, and 10
202C. In certain examples, backup storage device 322 may be
located external to backup server 320. In at least one example,
backup-storage device 322 may include one or more backup
volumes, such as backup volumes 324 A, 324B, and 324C,
which may in turn comprise backup copies of target volumes 15
located on target-machine subsystem 210, such as target vol-
umes 202A, 202B, and 202C.

According to various embodiments, exemplary system 300
may include at least one network. For example, target-ma-
chine subsystem 210 may communicate with deduplication 20
subsystem 310 and/or backup server 320 over at least one
network. Networks comprising a portion of exemplary sys-
tem 300 may generally represent any medium or architecture
capable of facilitating communication or data transfer.
Examples of such networks include, without limitation, an 25
intranet, a wide area network (WAN), a local area network
(LAN), a personal area network (PAN), the Internet, power
line communications (PLC), a cellular network (e.g., a GSM
Network), exemplary network architecture 700 1n FIG. 7, or
the like. Such a network may facilitate communication or data 30
transier using wireless or wired connections. In one embodi-
ment, a network may facilitate communication between tar-
get-machine subsystem 210, deduplication subsystem 310,
and/or backup server 320.

In certain embodiments, exemplary system 300 may com- 35
prise one or more portions of exemplary system 100 1n FIG. 1.
For example, one or more of modules 110 and/or databases
120 may be stored and configured to run on exemplary system
300 1in FIG. 3.

FIG. 4 1s a flow diagram of an exemplary computer-imple- 40
mented method 400 for performing optimized backups of
multiple volumes. As illustrated 1n this figure, at step 402 the
system may i1dentily a plurality of volumes. For example,
volume-management module 112 i FIG. 1 (which may, as
detailed above, represent a module on target-machine sub- 45
system 210, deduplication subsystem 310, and/or backup
server 320 1in FIG. 3) may 1dentily a plurality of target vol-
umes, such as target volumes 202A, 202B, and 202C located
on target-machine subsystem 210 in FIG. 3.

Prior to backing up the plurality of volumes, at step 404 the 50
system may obtain information that indicates that at least one
volume within the plurality of volumes comprises at least one
shared region of memory that 1s i1dentical to a region of
memory on at least one other volume within the plurality of
volumes. For example, deduplication-information module 55
114 1n FIG. 1 (which may, as detailed above, represent a
module on target-machine subsystem 210, deduplication sub-
system 310, and/or backup server 320 1n FIG. 3) may obtain
deduplication information concerning data stored 1n dedupli-
cated-data storage device 314 on deduplication subsystem 60
310.

The system may perform step 404 1n a variety of ways. In
one embodiment, deduplication-information module 114
may obtain deduplication information from target-machine
subsystem 210. For example, deduplication-information 65
module 114 may query one of target volumes 202A, 2028,
and 202C for information that identifies identical regions of
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memory in target volumes 202A, 2028, and/or 202C. In some
examples, target volumes 202A, 202B, and/or 202C may, 1n
response to this query, in turn request deduplication informa-
tion that identifies these 1dentical regions of memory from
deduplication engine 312.

As detailed above, deduplication engine 312 may store and
update information concerning deduplicated data located on
deduplicated-data storage device 314. This deduplication
information may indicate portions of deduplicated volumes
316A, 316B, and/or 316C that are identical and/or shared
between the deduplicated volumes. For example, one or more
regions of memory in target volumes 202A, 202B, and/or
202C may be shared between two or more deduplicated vol-
umes 316A, 3168, and 316C. In this example, the dedupli-
cation information may likewise 1identily regions of memory
(e.g., regions 204A, 204B, and 204C) 1n target volumes
202A, 2028, and/or 202C on target-machine subsystem 210
that are 1dentical.

Upon receiving the deduplication information from dedu-
plication engine 312, one of target volumes 202A, 2028, and
202C may supply the requested deduplication information to
deduplication-information module 114 (which may, as
detailed above, represent a module on backup server 320 1n
FIG. 3). In other examples, the deduplication information that
identifies 1dentical regions of memory in the target volumes
may be stored on target machines 201A, 201B, and/or 201C
(e.g., 1n target volumes 202A, 202B, and/or 202C).

Deduplication-information module 114 may also obtain
deduplication 1nformation directly from deduplication
engine 312 on deduplication subsystem 310. For example,
deduplication-information module 114 may query dedupli-
cation engine 312 for deduplication information that 1denti-
fies 1dentical regions of memory 1n target volumes 202A,
2028, and/or 202C. In response, deduplication engine 312
may supply deduplication information that identifies regions
of memory (e.g., regions 204A, 2048, and 204C) 1n target
volumes 202A, 202B, and/or 202C on target-machine sub-
system 210 that are 1dentical.

As detailed above, deduplication-information module 114
may query target-machine subsystem 210 and/or deduplica-
tion subsystem 310 for deduplication information that i1den-
tifies 1dentical regions of memory 1n target volumes 202A,
202B, and/or 202C. In other examples, target-machine sub-
system 210 and/or deduplication subsystem 310 may auto-
matically (1.e., sua sponte) send deduplication information
that identifies 1dentical regions of memory in target volumes
to deduplication-information module 114. For example, tar-
get-machine subsystem 210 (e.g., one or more of target vol-
umes 202A, 202B, and/or 202C) and/or deduplication sub-
system 310 (e.g., deduplication engine 312) may periodically
and automatically send deduplication information that 1den-
tifies 1dentical regions of memory 1n target volumes 202A,
202B, and/or 202C to deduplication-information module 114
(which may, as detailed above, represent a module on backup
server 320 1n FIG. 3).

Returning to FIG. 4, when creating backups of the plurality
of volumes, at step 406 the system may back up each shared
region of memory a single time so that the backups of the
plurality of volumes share a single copy of each shared region
of memory. For example, backup module 116 in FIG. 1
(which may, as detailed above, represent a module on target-
machine subsystem 210, deduplication subsystem 310, and/
or backup server 320 1n FI1G. 3) may, prior to backing up target
volumes 202A, 202B, and 202C, use the information
obtained by deduplication-information module 114 in step
404 to 1dentity regions of memory 1n target volumes 202A,

202B, and/or 202C that are 1dentical.




US 8,612,702 Bl

9

Backup module 116 may then transfer only a single copy of
the 1dentical regions of memory to be backed up to backup
server 320. For example, 11 regions 204 A and 204B on target-
machine subsystem 210 are identical, backup module 116
may send only a single copy of region 204 A to backup server
320, while refraining from sending a copy of region 204B to
backup server 320. Backup server 320 may then back up only
the single shared copy of the 1dentical regions of memory so
that two or more backup volumes share the single region of
memory, as will be described 1n greater detail below.

According to at least one embodiment, backups of volumes
in target-machine subsystem 210 may be stored 1n backup-
storage device 322 on backup server 320. For example, back-
ups of target volumes 202A, 2028, and 202C may be stored
on backup-storage device 322 as backup volumes 324A,
3248, and 324C. Backup volumes 324 A, 324B, and 324C
may comprise copies of regions of memory corresponding to
regions ol memory in target volumes 202A, 202B, and 202C.

In some examples, as 1llustrated 1n FI1G. 5, backup volumes
324A, 324B, and 324C may comprise regions of memory
(1.e., regions S04A, 5048, 504C, 506 A, 5068, 506C, S08A,
508B, and 508C) corresponding to regions of memory 1n
target volumes 202A, 202B, and 202C. As will be explained
in greater detail below, only single instances of identical
regions of memory may be stored 1n backup volumes 324 A,
324B, and 324C.

In some examples, at least a portion of backup module 116
may be located on target-machine subsystem 210, deduplica-
tion subsystem 310, and/or another location external to
backup server 320. In such examples, backup module 116
may first determine which regions of memory in target vol-
umes on target-machine subsystem 210 are identical before
sending data associated with those regions of memory to
backup server 320. For example, backup module 116 may
receive information from deduplication-information module
114 indicating that two or more regions of memory in target
volumes 202A, 202B, and 202C on target-machine sub-
system 210 are 1dentical. Backup module 116 may then send
only a single copy of one of the identical regions of memory
from target-machine subsystem 210 to backup server 320.

Accordingly, backup server 320 may not receive copies or
hashes of all of the regions of memory stored in the target
volumes for purposes of performing a comparison between
the regions of memory on the backup server 320. Rather, a
comparison between the regions of memory may {first be
performed external to backup server 320, such as on target-
machine subsystem 210 and/or deduplication subsystem 310,
as described above. Subsequently, backup server 320 may
receive only one copy of each of the duplicate regions from
target-machine subsystem 210.

In at least one example, backup module 116 may initially
back up a first target volume (e.g., target volume 202A in
FIGS. 2 and 3) to backup volume 324A. In some embodi-
ments, backup module 116 may determine that copies of
regions of memory (e.g., regions 204A, 206A, and 208A)
corresponding to regions 504A, 506A, and S08A have not
been stored in backup-storage device 322. Accordingly,
backup module 116 may store copies of regions of memory
(c.g.,regions 204 A,206A, and 208A) in regions S04A, S06 A,
and S08A 1n backup-storage device 322. In some embodi-
ments, the regions of memory to be backed up to regions
504A, 506A, and 508 A 1n backup-storage device 322 may be
sent from target-machine subsystem 210 to backup-storage
device 322.

Backup module 116 may then back up a second target
volume (e.g., target volume 202B 1 FIGS. 2 and 3) to backup
volume 324B. Backup module 116 may receive information
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(such as deduplication information received by deduplica-
tion-information module 114) indicating that a region of
memory to be backed up as region 504B 1s 1dentical to the
region of memory previously backed up as region 504A.
Accordingly, instead of storing a copy of a region of memory
(e.g., region 204B) in region 504B on backup-storage device
322, backup volume 324B may reference region 504A.
Accordingly, only a single mnstance of the data stored in
region 504A may be stored on backup-storage device 322.

Backup volumes may reference another region of memory
in any suitable manner, such as, for example, by using meta-
data pointing to the shared region. For example, backup vol-
ume 324B may reference region S04A of backup volume
324 A by creating and storing metadata that points to region
504 A. In some embodiments, backup module 116 may deter-
mine that there are no copies of regions of memory (e.g.,
regions 206B and 208B) corresponding to regions 5068 and
508B that are stored on backup-storage device 322. Accord-
ingly, backup module 116 may back up and store copies of
regions of memory (e.g., regions 2068 and 208B) 1n regions
5068 and 508B on backup-storage device 322.

As further shown 1n FIG. 5, backup module 116 may then
back up a third target volume (e.g., target volume 202C in
FIGS. 2 and 3) to backup volume 324C. Backup module 116
may recerve mformation (such as deduplication information
received by deduplication-information module 114) indicat-
ing that a region of memory to be backed up as region 5S06C
1s 1dentical to the region of memory previously backed up as
region 506B. Backup module 116 may additionally receive
information indicating that a region of memory to be backed
up as region S08C 1s 1dentical to the region of memory pre-
viously backed up as region 508A. Accordingly, mstead of
storing copies of regions ol memory (e.g., region 206C and
208C) 1n regions 506C and S08C 1n backup-storage device
322, backup volume 324C may reference regions 506B and
508A. Accordingly, only a single instance of the data stored 1n
regions 5068 and 508A may be stored on backup-storage
device 322.

In some embodiments, a region of memory that 1s stored on
backup server 320 and shared by two or more backup volumes
may comprise at least one data block. Accordingly, exem-
plary method 400 may be used 1n conjunction with block-
level-incremental backup technologies, enabling use of
block-based deduplication information having region-size
granularity.

By obtaining information that identifies shared regions of
memory within multiple volumes that are 1dentical, the sys-
tems disclosed herein may, during a subsequent backup
operation, use this information to only transfer a single copy
of each shared region of memory to a backup server. Because
the systems may not need to transier multiple copies of 1den-
tical regions of memory to a backup server, this may reduce
the amount of bandwidth required to perform a backup opera-
tion i comparison with conventional backup systems. In
addition, because the bandwidth and resources required to
accomplish a backup operation may be reduced, the backup
window required to accomplish the backup operation may
also be reduced.

Additionally, because previously generated deduplication
information may be used to back up data to a backup server,
the systems disclosed herein may eliminate any need to rep-
licate deduplication data 1 order to optimize backup data
storage. Moreover, because a single copy of a region of
memory may be shared among multiple backups on a backup
server, the amount of storage space required on the backup
server may be reduced in comparison with conventional
backup systems.
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FIG. 6 1s a block diagram of an exemplary computing
system 610 capable of implementing one or more of the
embodiments described and/or illustrated herein. Computing
system 610 broadly represents any single or multi-processor
computing device or system capable of executing computer- 5
readable instructions. Examples of computing system 610
include, without limitation, workstations, laptops, client-side
terminals, servers, distributed computing systems, handheld
devices, or any other computing system or device. In its most
basic configuration, computing system 610 may comprise at 10
least one processor 614 and a system memory 616.

Processor 614 generally represents any type or form of
processing unit capable of processing data or interpreting and
executing instructions. In certain embodiments, processor
614 may receive mstructions from a software application or 15
module. These 1nstructions may cause processor 614 to per-
form the functions of one or more of the exemplary embodi-
ments described and/or 1llustrated herein. For example, pro-
cessor 614 may perform and/or be a means for performing,
either alone or 1n combination with other elements, one or 20
more of the indentifying, backing up, obtaining, creating,
referencing, and providing steps described herein. Processor
614 may also perform and/or be a means for performing any
other steps, methods, or processes described and/or 1llus-
trated herein. 25

System memory 616 generally represents any type or form
of volatile or non-volatile storage device or medium capable
ol storing data and/or other computer-readable 1nstructions.
Examples of system memory 616 include, without limitation,
random access memory (RAM), read only memory (ROM), 30
flash memory, or any other suitable memory device. Although
not required, in certain embodiments computing system 610
may comprise both a volatile memory unit (such as, for
example, system memory 616) and a non-volatile storage
device (such as, for example, primary storage device 632, as 35
described 1n detail below).

In certain embodiments, exemplary computing system 610
may also comprise one or more components or elements in
addition to processor 614 and system memory 616. For
example, as illustrated in FIG. 6, computing system 610 may 40
comprise a memory controller 618, an Input/Output (I/0)
controller 620, and a communication interface 622, each of
which may be iterconnected via a communication infra-
structure 612. Communication infrastructure 612 generally
represents any type or form of infrastructure capable of facili- 45
tating communication between one or more components of a
computing device. Examples of communication infrastruc-
ture 612 include, without limitation, a communication bus
(such as an ISA, PCI, PCle, or similar bus) and a network.

Memory controller 618 generally represents any type or 50
form of device capable of handling memory or data or con-
trolling communication between one or more components of
computing system 610. For example, in certain embodiments
memory controller 618 may control communication between
processor 614, system memory 616, and I/O controller 620 55
via communication infrastructure 612. In certain embodi-
ments, memory controller may perform and/or be a means for
performing, either alone or 1n combination with other ele-
ments, one or more of the steps or features described and/or
illustrated herein, such as indentifying, backing up, obtain- 60
ing, creating, referencing, and providing.

I/O controller 620 generally represents any type or form of
module capable of coordinating and/or controlling the input
and output functions of a computing device. For example, 1n
certain embodiments I/O controller 620 may control or facili- 65
tate transfer of data between one or more elements of com-
puting system 610, such as processor 614, system memory
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616, communication intertace 622, display adapter 626, input
interface 630, and storage interface 634. I/O controller 620
may be used, for example, to perform and/or be a means for
performing, either alone or 1n combination with other ele-
ments, one or more of the indentitying, backing up, obtaining,
creating, referencing, and providing steps described herein.
I/O controller 620 may also be used to perform and/or be a
means for performing other steps and features set forth 1n the
instant disclosure.

Communication mterface 622 broadly represents any type
or form of communication device or adapter capable of facili-
tating communication between exemplary computing system
610 and one or more additional devices. For example, 1n
certain embodiments communication interface 622 may
facilitate communication between computing system 610 and
a private or public network comprising additional computing
systems. Examples of communication interface 622 include,
without limitation, a wired network interface (such as a net-
work interface card), a wireless network interface (such as a
wireless network interface card), a modem, and any other
suitable interface. In at least one embodiment, communica-
tion 1interface 622 may provide a direct connection to a remote
server via a direct link to a network, such as the Internet.
Communication interface 622 may also indirectly provide
such a connection through, for example, a local area network
(such as an Ethernet network), a personal area network, a
telephone or cable network, a cellular telephone connection,
a satellite data connection, or any other suitable connection.

In certain embodiments, communication interface 622
may also represent a host adapter configured to facilitate
communication between computing system 610 and one or
more additional network or storage devices via an external
bus or communications channel. Examples of host adapters
include, without limitation, SCSI host adapters, USB host
adapters, IEEE 694 host adapters, SATA and eSATA host
adapters, ATA and PATA host adapters, Fibre Channel inter-
tace adapters, Ethernet adapters, or the like. Communication
interface 622 may also allow computing system 610 to
engage 1n distributed or remote computing. For example,
communication interface 622 may receive istructions from a
remote device or send instructions to a remote device for
execution. In certain embodiments, communication interface
622 may perform and/or be a means for performing, either
alone or 1n combination with other elements, one or more of
the indentifying, backing up, obtaining, creating, referencing,
and providing steps disclosed herein. Communication inter-
face 622 may also be used to perform and/or be a means for
performing other steps and features set forth in the instant
disclosure.

As 1llustrated 1n FIG. 6, computing system 610 may also
comprise at least one display device 624 coupled to commu-
nication infrastructure 612 via a display adapter 626. Display
device 624 generally represents any type or form of device
capable of visually displaying information forwarded by dis-
play adapter 626. Similarly, display adapter 626 generally
represents any type or form of device configured to forward
graphics, text, and other data from communication infrastruc-
ture 612 (or from a frame buffer, as known 1n the art) for
display on display device 624.

As 1llustrated 1n FIG. 6, exemplary computing system 610
may also comprise at least one mput device 628 coupled to
communication infrastructure 612 via an input interface 630.
Input device 628 generally represents any type or form of
input device capable of providing input, either computer or
human generated, to exemplary computing system 610.
Examples of mput device 628 include, without limitation, a
keyboard, a pointing device, a speech recognition device, or
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any other input device. In at least one embodiment, 1nput
device 628 may perform and/or be a means for performing,
either alone or 1n combination with other elements, one or
more of the indentifying, backing up, obtaining, creating,
referencing, and providing steps disclosed herein. Input
device 628 may also be used to perform and/or be a means for
performing other steps and features set forth in the instant
disclosure.

As 1llustrated 1n FIG. 6, exemplary computing system 610
may also comprise a primary storage device 632 and a
backup-storage device 633 coupled to communication inira-
structure 612 via a storage interface 634. Storage devices 632
and 633 generally represent any type or form of storage
device or medium capable of storing data and/or other com-
puter-readable instructions. For example, storage devices 632
and 633 may be a magnetic disk drive (e.g., a so-called hard
drive), a floppy disk drive, a magnetic tape drive, an optical
disk drive, a flash drive, or the like. Storage interface 634
generally represents any type or form of mterface or device
for transierring data between storage devices 632 and 633 and
other components of computing system 610.

In certain embodiments, storage devices 632 and 633 may
be configured to read from and/or write to a removable stor-
age unit configured to store computer software, data, or other
computer-readable information. Examples of suitable remov-
able storage units include, without limitation, a floppy disk, a
magnetic tape, an optical disk, a flash memory device, or the
like. Storage devices 632 and 633 may also comprise other
similar structures or devices for allowing computer software,
data, or other computer-readable instructions to be loaded
into computing system 610. For example, storage devices 632
and 633 may be configured to read and write software, data, or
other computer-readable information. Storage devices 632
and 633 may also be a part of computing system 610 or may
be a separate device accessed through other interface sys-
tems.

In certain embodiments, storage devices 632 and 633 may
be used, for example, to perform and/or be a means for per-
forming, either alone or 1n combination with other elements,
one or more of the indentifying, backing up, obtaining, cre-
ating, referencing, and providing steps disclosed herein. Stor-
age devices 632 and 633 may also be used to perform and/or
be a means for performing other steps and features set forth in
the 1nstant disclosure.

Many other devices or subsystems may be connected to
computing system 610. Conversely, all of the components
and devices illustrated in FIG. 6 need not be present to prac-
tice the embodiments described and/or 1llustrated herein. The
devices and subsystems referenced above may also be inter-
connected in different ways from that shown 1n FIG. 6. Com-
puting system 610 may also employ any number of software,
firmware, and/or hardware configurations. For example, one
or more of the exemplary embodiments disclosed herein may
be encoded as a computer program (also referred to as com-
puter soltware, software applications, computer-readable
instructions, or computer control logic) on a computer-read-
able medium. The phrase “computer-readable medium”™ gen-
erally refers to any form of device, carrier, or medium capable
of storing or carrying computer-readable instructions.
Examples of computer-readable media include, without limi-
tation, transmission-type media, such as carrier waves, and
physical media, such as magnetic-storage media (e.g., hard
disk drives and floppy disks), optical-storage media (e.g.,
CD- or DVD-ROMs), electronic-storage media (e.g., solid-
state drives and tlash media), and other distribution systems.

The computer-readable medium containing the computer
program may be loaded into computing system 610. All or a
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portion of the computer program stored on the computer-
readable medium may then be stored 1n system memory 616
and/or various portions of storage devices 632 and 633. When
executed by processor 614, a computer program loaded nto
computing system 610 may cause processor 614 to perform
and/or be a means for performing the functions of one or more
of the exemplary embodiments described and/or illustrated
herein. Additionally or alternatively, one or more of the exem-
plary embodiments described and/or illustrated herein may
be implemented in firmware and/or hardware. For example,
computing system 610 may be configured as an application
specific integrated circuit (ASIC) adapted to implement one
or more of the exemplary embodiments disclosed herein.

FIG. 7 1s a block diagram of an exemplary network archi-
tecture 700 1n which client systems 710, 720, and 730 and
servers 740 and 745 may be coupled to a network 750. Client
systems 710, 720, and 730 generally represent any type or
form of computing device or system, such as exemplary com-
puting system 610 in FIG. 6. Similarly, servers 740 and 745
generally represent computing devices or systems, such as
application servers or database servers, configured to provide
various database services and/or run certain software appli-
cations. Network 750 generally represents any telecommuni-
cation or computer network including, for example, an 1ntra-
net, a wide area network (WAN), a local area network (LAN),
a personal area network (PAN), or the Internet.

As 1llustrated 1n FIG. 7, one or more storage devices 760
(1)-(N) may be directly attached to server 740. Similarly, one
or more storage devices 770(1)-(N) may be directly attached
to server 745. Storage devices 760(1)-(IN) and storage devices
770(1)-(N) generally represent any type or form of storage
device or medium capable of storing data and/or other com-
puter-readable mstructions. In certain embodiments, storage
devices 760(1)-(N) and storage devices 770(1)-(N) may rep-
resent network-attached storage (NAS) devices configured to
communicate with servers 740 and 745 using various proto-
cols, such as NFS, SMB, or CIFS.

Servers 740 and 745 may also be connected to a storage
arca network (SAN) fabric 780. SAN fabric 780 generally
represents any type or form of computer network or architec-
ture capable of facilitating communication between a plural-
ity of storage devices. SAN fabric 780 may facilitate commu-
nication between servers 740 and 745 and a plurality of
storage devices 790(1)-(N) and/or an intelligent storage array
795. SAN fabric 780 may also facilitate, via network 750 and
servers 740 and 745, communication between client systems
710, 720, and 730 and storage devices 790(1)-(N) and/or
intelligent storage array 795 1n such a manner that devices
790(1)-(N) and array 795 appear as locally attached devices
to client systems 710, 720, and 730. As with storage devices
760(1)-(N) and storage devices 770(1)-(IN), storage devices
790(1)-(N) and intelligent storage array 793 generally repre-
sent any type or form of storage device or medium capable of
storing data and/or other computer-readable instructions.

In certain embodiments, and with reference to exemplary
computing system 610 of FIG. 6, a communication interface,
such as communication interface 622 in FIG. 6, may be used
to provide connectivity between each client system 710, 720,
and 730 and network 750. Client systems 710, 720, and 730
may be able to access information on server 740 or 745 using,
for example, a web browser or other client software. Such
soltware may allow client systems 710, 720, and 730 to
access data hosted by server 740, server 743, storage devices

760(1)-(N), storage devices 770(1)-(N), storage devices 790
(1)-(N), or intelligent storage array 795. Although FIG. 7

depicts the use of a network (such as the Internet) for
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exchanging data, the embodiments described and/or 1llus-
trated herein are not limited to the Internet or any particular
network-based environment.

In at least one embodiment, all or a portion of one or more
of the exemplary embodiments disclosed herein may be
encoded as a computer program and loaded onto and executed
by server 740, server 745, storage devices 760(1)-(N), storage
devices 770(1)-(N), storage devices 790(1)-(N), intelligent
storage array 795, or any combination thereof. All or a portion
of one or more of the exemplary embodiments disclosed
herein may also be encoded as a computer program, stored in
server 740, run by server 745, and distributed to client sys-
tems 710, 720, and 730 over network 750. Accordingly, net-
work architecture 700 may perform and/or be a means for
performing, either alone or 1n combination with other ele-
ments, one or more of the indentifying, backing up, obtaining,
creating, referencing, and providing steps disclosed herein.
Network architecture 700 may also be used to perform and/or
be a means for performing other steps and features set forth in
the 1nstant disclosure.

As detailed above, computing system 610 and/or one or
more components of network architecture 700 may perform
and/or be a means for performing, either alone or in combi-
nation with other elements, one or more steps of an exemplary
method for performing optimized backups of multiple vol-
umes. In one example, this exemplary method may comprise:
1) identitying a plurality of volumes, 2) prior to backing up
the plurality of volumes, obtaining information that indicates
that at least one volume within the plurality of volumes com-
prises at least one shared region of memory that 1s identical to
a region of memory on at least one other volume within the
plurality of volumes, and 3) when creating backups of the
plurality of volumes, backing up each shared region of
memory a single time so that the backups of the plurality of
volumes share a single copy of each shared region of memory.

Obtaiming the information may comprise recerving the
information from a deduplication subsystem associated with
the plurality of volumes and/or at least one volume within the
plurality of volumes. According to some embodiments, the
method may comprise, prior to receiving the information,
transmitting a query requesting the information to the dedu-
plication subsystem and/or at least one volume within the
plurality of volumes.

The deduplication subsystem may comprise a deduplica-
tion engine that deduplicates data blocks recerved from the
plurality of volumes. In at least one embodiment, the dedu-
plication subsystem may comprise a deduplicated-snapshot
subsystem programmed to create deduplicated snapshots of
the plurality of volumes. In this example, the deduplicated
snapshots may comprise copy-on-write snapshots.

According to various embodiments, backing up each
shared region of memory a single time may comprise, for
cach shared region of memory, backing up a first volume that
contains the shared region of memory to create a backup of
the first volume. In some embodiments, creating backups of
the plurality of volumes may comprise backing up additional
volumes that contain the shared region of memory by: 1) only
backing up regions ol memory 1n the additional volumes that
do not correspond to the shared regions of memory and 2)
referencing, in backups for the additional volumes, the shared
region of memory 1n the backup of the first volume.

In at least one embodiment, referencing, 1n the backups for
the additional volumes, the shared region of memory 1n the
backup of the first volume may comprise storing, in the back-
ups for the additional volumes, metadata that points to the
shared region of memory 1n the backup of the first volume. In
various examples, the shared region of memory may com-
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prise at least one data block. Additionally, the plurality of
volumes may comprise virtual-machine volumes and/or
physical-machine volumes. In some examples, the plurality
of volumes may be substantially 1dentical to each other.

While the foregoing disclosure sets forth various embodi-

ments using specilic block diagrams, flowcharts, and
examples, each block diagram component, flowchart step,
operation, and/or component described and/or illustrated
herein may be implemented, individually and/or collectively,
using a wide range ol hardware, soitware, or firmware (or any
combination thereol) configurations. In addition, any disclo-
sure¢ ol components contained within other components
should be considered exemplary in nature since many other
architectures can be implemented to achieve the same func-
tionality.
The process parameters and sequence of steps described
and/or 1illustrated herein are given by way of example only
and can be varied as desired. For example, while the steps
illustrated and/or described herein may be shown or discussed
in a particular order, these steps do not necessarily need to be
performed in the order illustrated or discussed. The various
exemplary methods described and/or illustrated herein may
also omit one or more of the steps described or 1llustrated
herein or include additional steps 1n addition to those dis-
closed.

While various embodiments have been described and/or
1llustrated herein 1n the context of fully functional computing
systems, one or more of these exemplary embodiments may
be distributed as a program product 1n a variety of forms,
regardless of the particular type of computer-readable media
used to actually carry out the distribution. The embodiments
disclosed herein may also be implemented using software
modules that perform certain tasks. These soitware modules
may include script, batch, or other executable files that may
be stored on a computer-readable storage medium or 1n a
computing system. In some embodiments, these software
modules may configure a computing system to perform one
or more of the exemplary embodiments disclosed herein.

The preceding description has been provided to enable
others skilled in the art to best utilize various aspects of the
exemplary embodiments disclosed herein. This exemplary
description 1s not intended to be exhaustive or to be limited to
any precise form disclosed. Many modifications and varia-
tions are possible without departing from the spirit and scope
ol the 1nstant disclosure. The embodiments disclosed herein
should be considered in all respects illustrative and not
restrictive. Reference should be made to the appended claims
and their equivalents in determining the scope of the instant
disclosure.

Unless otherwise noted, the terms ““a” or “an,” as used 1n
the specification and claims, are to be construed as meaning
“at least one of”” In addition, for ease of use, the words
“including” and “having,” as used 1n the specification and
claims, are interchangeable with and have the same meaning
as the word “comprising.”

What 1s claimed 1s:

1. A computer-implemented method for performing opti-
mized backups of multiple independent volumes, at least a
portion of the method being performed by a computing sys-
tem comprising at least one processor, the method compris-
ng:

identifying a plurality of independent volumes to be

backed up to a backup server over a network, wherein:

cach volume within the plurality of independent vol-
umes corresponds to a different machine;

a deduplication subsystem that 1s external to the backup
server creates and stores deduplicated versions of the
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plurality of independent volumes by i1dentifying and
storing shared regions of memory among the plurality
of independent volumes a single time;

prior to transierring any data within, or any hashes of, the

plurality of independent volumes to the backup server,
obtaining information from the deduplication sub-
system that indicates that at least one volume within the
plurality of independent volumes comprises at least one
shared region of memory that 1s 1identical to a region of
memory on at least one other volume within the plurality
of independent volumes;

when creating backups of the plurality of independent vol-

umes, using the obtained information to:

transier only a single copy of each shared region of
memory to the backup server;

back up each shared region of memory a single time so
that the backups of the plurality of independent vol-
umes share a single copy of each shared region of
memory.

2. The computer-implemented method of claim 1, wherein
obtaining the information from the deduplication subsystem
COMprises:

obtaining the information directly from the deduplication

subsystem;

obtaining the information from the deduplication sub-

system via at least one volume within the plurality of
independent volumes.

3. The computer-implemented method of claim 2, further
comprising, prior to obtaining the information, transmitting a
query requesting the information to at least one of:

the deduplication subsystem:;

at least one volume within the plurality of independent

volumes.

4. The computer-implemented method of claim 1, wherein
the deduplication subsystem comprises a deduplicated-snap-
shot subsystem programmed to create deduplicated snap-
shots of the plurality of independent volumes.

5. The computer-implemented method of claim 4, wherein
the deduplicated snapshots comprise copy-on-write snap-
shots.

6. The computer-implemented method of claim 1, wherein
the deduplication subsystem further comprises a deduplica-
tion engine that deduplicates data blocks recerved from the
plurality of independent volumes.

7. The computer-implemented method of claim 1, wherein
backing up each shared region of memory a single time com-
prises, for each shared region of memory, backing up a first
volume that contains the shared region of memory to create a
backup of the first volume.

8. The computer-implemented method of claim 7, wherein
creating backups of the plurality of independent volumes
comprises backing up additional volumes that contain the
shared region of memory by:

only backing up regions of memory 1n the additional vol-

umes that do not correspond to the shared region of
memory;

referencing, 1n backups for the additional volumes, the

shared region ol memory 1n the backup of the first vol-
ume.

9. The computer-implemented of claim 8, wherein refer-
encing, in the backups for the additional volumes, the shared
region of memory 1n the backup of the first volume comprises
storing, 1n the backups for the additional volumes, metadata
that points to the shared region of memory 1n the backup of the
first volume.
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10. The computer-implemented method of claim 1,
wherein the shared region of memory comprises at least one

data block.

11. The computer-implemented method of claim 1,
wherein the plurality of independent volumes comprise at
least one of:

virtual-machine volumes:

physical-machine volumes.

12. The computer-implemented method of claim 1,
wherein the plurality of independent volumes are substan-
tially identical to each other.

13. A system for performing optimized backups of multiple
independent volumes, the system comprising: a volume-man-
agement module programmed to identify a plurality of inde-
pendent volumes to be backed up to a backup server over a
network, wherein: each volume within the plurality of inde-
pendent volumes corresponds to a different machine; a dedu-
plication subsystem that 1s external to the backup server cre-
ates and stores deduplicated versions of the plurality of
independent volumes by identifying and storing shared
regions ol memory among the plurality of independent vol-
umes a single time; a deduplication-information module pro-
grammed to obtain, prior to transierring any data within, or
any hashes of, the plurality of independent volumes to the
backup server, information from the deduplication subsystem
that indicates that at least one volume within the plurality of
independent volumes comprises at least one shared region of
memory that 1s identical to a region of memory on at least one
other volume within the plurality of independent volumes; a
backup module programmed to use the obtained information
when creating backups of the plurality of independent vol-
umes to: transier only a single copy of each shared region of
memory to the backup server; back up each shared region of
memory a single time so that the backups of the plurality of
independent volumes share a single copy of each shared
region of memory; at least one hardware processor configured
to execute at least one of the volume-management module,
the deduplication-information module, and the backup mod-
ule.

14. The system of claim 13, wherein the deduplication-
information module obtains the information from the dedu-
plication subsystem by:

obtaining the information directly from the deduplication

subsystem;

obtaining the information from the deduplication sub-

system via at least one volume within the plurality of
independent volumes.

15. The system of claim 14, wherein the deduplication-
information module 1s further programmed to transmit, prior
to obtaiming the information, a query requesting the informa-
tion to at least one of:

the deduplication subsystem:;

at least one volume within the plurality of independent

volumes.

16. The system of claim 13, wherein the backup module
backs up each shared region of memory a single time by, for
cach shared region of memory, backing up a first volume that
contains the shared region of memory to create a backup of
the first volume.

17. The system of claim 16, wherein the backup module

creates backups of the plurality of independent volumes by
backing up additional volumes that contain the shared region
of memory by:
only backing up regions of memory 1n the additional vol-
umes that do not correspond to the shared region of
memory;
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referencing, 1n backups for the additional volumes, the
shared region of memory 1n the backup of the first vol-
ume

18. The system of claim 17, wherein the backup module
references, i the backups for the additional volumes, the
shared region of memory 1n the backup of the first volume by
storing, 1n the backups for the additional volumes, metadata
that points to the shared region of memory 1n the backup of the
first volume.

19. A non-transitory computer-readable-storage medium
comprising one or more computer executable instructions
that, when executed by a computing device comprising at
least one processor, cause the computing device to:

identify a plurality of independent volumes to be backed up

to a backup server over a network, wherein:

cach volume within the plurality of independent vol-
umes corresponds to a different machine;

a deduplication subsystem that 1s external to the backup
server creates and stores deduplicated versions of the

10

15

plurality of independent volumes by 1dentifying and »g

storing shared regions of memory among the plurality

ol independent volumes a single time;
prior to transierring any data within, or any hashes of, the
plurality of independent volumes to the backup server,

20

obtain information from the deduplication subsystem
that indicates that at least one volume within the plural-
ity of independent volumes comprises at least one
shared region of memory that 1s 1dentical to a region of
memory on at least one other volume within the plurality
of independent volumes;

when creating backups of the plurality of independent vol-

umes, using the obtained information to:

transier only a single copy of each shared region of
memory to the backup server;

back up each shared region of memory a single time so
that the backups of the plurality of independent vol-
umes share a single copy of each shared region of
memory.

20. The non-transitory computer-readable-storage
medium of claim 19, wherein the one or more computer
executable mnstructions cause the computing device to obtain
the information from the deduplication subsystem by: obtain-
ing the information directly from the deduplication sub-
system; obtaining the information from the deduplication
subsystem via at least one volume within the plurality of
independent volumes.
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