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receive input to select the
plurality of digital input images

1102

generate a new digital image
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blending of the selected plurality
of digital input images
1104
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selection of the plurality of
digital input images
1106

generate a new digital image
via color saturation-modulated
blending of the modified
selection of digital input images
1108

FIG. 11
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COLOR SATURATION-MODULATED
BLENDING OF EXPOSURE-BRACKETED
IMAGES

BACKGROUND

Photographic and image processing methods sometimes
involve capturing multiple images of the same scene at vary-
ing levels of exposure, a technique known as exposure brack-
cting. High-contrast scenes can cause problems for cameras,
which may not be capable of capturing as wide a dynamic
range of light and dark within a scene as the human eye 1s able
to perceive. A single camera image taken at a middle exposure
might record a scene with bright regions appearing nearly
white, or dark regions nearly black. By taking a series of
images of the same scene across a range of exposure levels, a
camera can correctly capture bright parts of the scene 1n some
of the images, and dark parts 1n others of the images. Com-
puterized digital imagery functions can extract information
contained within the series of 1mages, analyze the extracted
information, and then manipulate the data held in the entire
series of 1mages to produce a new i1mage that captures the
original scene 1n fuller dynamic range than any of the original
individual photographs. The resulting new 1mage 1s a blended
exposure gotten by merging some or all of the original pho-
tographs.

Current methods for managing and blending exposure-
bracketing 1images ol a scene can be slow, computationally
expensive, complex, or 1ll-suited for non-professional equip-
ment. For example, some high dynamic range (HDR) tech-
niques may require using many bits per color channel, and
thus may make large memory and processing demands. Algo-
rithms for manipulating HDR data may be complex, and
consequently computationally expensive. Worktlows {for
executing such methods may be complicated enough to dis-
courage non-proiessionals from using them. In some cases,
current methods necessitate use of expensive, specialized
monitors.

SUMMARY

The description herein discloses various embodiments of
systems and methods for recerving and blending a plurality of
digital input images of a same scene, where the digital input
images comprise corresponding pixel arrays. The pixels
within the several arrays may correspond geometrically with
respect to the particular part of the single scene that each
corresponding pixel represents. A color saturation-modulated
blending technique 1s used for generating a new digital image
by blending the received digital input images. Generating the
new digital image includes calculating, for each pixel of the
new digital 1mage, a new color value 1n a first color space,
where the first color space comprises separate color channels.
For each given pixel of the new digital image, calculating the
new color value 1n the first color space involves determining,
an average color value 1n the first color space based on aver-
aging, independently for each of the separate color channels,
color values of pixels in the corresponding pixel arrays that
correspond to the given pixel of the new digital image. For
cach given pixel of the new digital image, calculating the new
color value 1n the first color space further includes moditying
the previously-calculated average color value 1n the first color
space 1n order to 1ncrease its corresponding color saturation
value 1n a second color space, based on a maximal color
saturation value, 1n the second color space, of pixels 1n the
corresponding pixel arrays that correspond to the given pixel
of the new digital image. The resulting modified average
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2

color value 1s the new color value 1n the first color space for
the given pixel of the new digital image.

According to various embodiments, color values in the first
color space may be designated or represented by a vector or
tuple of individual color coordinates for each of the separate
color channels in the first color space. For example, for
embodiments 1 which the first color space 1s a standard
red-green-blue (RGB) additive color space, color values for
pixels may be given as 3-tuples of the form (r,g,b), where r
represents a color coordinate for the red color channel, g
represents a color coordinate for the green color channel, and
b represents a color coordinate for the blue color channel.
According to some embodiments, the second color space may
be an HSV (Hue, Saturation, Value) or HSL (Hue, Saturation,
Lightness) color space in which the middle component rep-
resents the degree of color saturation. Such HSL and HSV
color spaces may have a precisely defined relationship with
corresponding RGB additive color spaces, so that color val-
ues (1.e., points, or tuples) in HSL or HSV color spaces may
be readily converted to corresponding color values (points,
tuples) 1n RGB space, and vice versa.

According to some embodiments, for a given pixel of the
new digital 1image, the previously-calculated average color
value 1n the first color space 1s modified such that conversion
of the newly-modified average color value in the first color
space 1mnto a corresponding color value 1n the second color
space yields a point in the second color space whose color
saturation component 1s equal to a maximal color saturation
value, 1n the second color space, of those pixels 1n the corre-
sponding pixel arrays that correspond to the given pixel of the
new digital image.

According to numerous embodiments, a maximal color
saturation value, 1n the second color space, of those pixels 1n
the corresponding pixel arrays that correspond to a given
pixel of the new digital image may be obtained by converting
color values 1n the first color space to color saturation values
in the second color space. For a given pixel of the new digital
image, the color value of 1ts corresponding pixel in each one
of the corresponding pixel arrays 1s converted from the first
color space to a second-color-space color value. In some
embodiments, the first color space may be a standard RGB
color space, and the second color space may be a standard
HSV color space that has a well-defined relationship to 1ts
RGB counterpart. The HSV color values resulting from the
conversion may then be evaluated to determine which ones
represent maximal color values. For instance, one or more of
the resulting HSV color values may have HSV color satura-
tion coordinates which are not exceeded by the HSV color
saturation coordinates of any of the other resulting HSV color
values. The maximal color saturation value may then be set to
a largest one of the resulting color saturation values 1n the
second color space.

Following determination of a maximal color saturation
value 1n the second color space, actual modification of the
previously-calculated average color value 1n the first color
space may mvolve a process of conversion and replacement,
according to some embodiments. First, the previously-calcu-
lated average color value may be converted into a correspond-
ing color value 1n the second color space. A color saturation
component of the resulting corresponding color value 1n the
second color space may then be replaced by the maximal
color saturation value described above. Subsequent to the
replacement of 1ts color saturation component, the resulting,
corresponding color value 1n the second color space may be
converted back into a corresponding first-color-space color
value, yielding a revised first-color-space average color value
which 1s different from the previously-calculated first-color-
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space average color value, but whose corresponding hue (e.g.,
h component in HSV color space) and brightness (e.g., v

component 1 HSV color space) in the second color space
match the hue and brightness of the previously-calculated
average color value when the latter 1s converted to second-
color-space coordinates.

Generation of the new digital image as described in the
foregoing paragraphs may, in some embodiments, be per-
formed automatically 1n response to receiving input to select
the plurality of digital input images. Subsequent to the gen-
cration of the new digital image, further input may be
received to modily the selection of digital input images. For
example, the further input may indicate a desire to remove
one or several of the digital input 1mages from the earlier
selection, or may 1ndicate a desire to add one or more digital
input images that were not included 1n the earlier selection. In
fact, the further input may add one or more digital mput
images that were not included in the earlier selection, while
simultaneously removing one or several digital input 1images
that were included 1n the earlier selection. In response to
moditying the previous selection of digital input images,
another new digital image may be automatically generated
using the modified selection of digital input 1images.

Input to select the plurality of digital input images may, in
some embodiments, be recetved via a user interface having
representations of the plurality of digital input 1images which
may be independently selected and deselected via the user
interface. The new digital image generated by blending a
selection of digital input images may be displayed within the
user interface.

In certain embodiments, a memory 1s coupled to a proces-
sor, and the memory stores program instructions executable
by the processor to implement an 1mage blending module. In
these embodiments, the functions described above may be
performed by the image blending module. In some embodi-
ments, the system may include a computer-readable storage
medium storing program instructions that are computer-ex-
ecutable to perform these functions.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1-3 illustrate one embodiment of digital input
images of the same scene, where the digital input images were
captured at varying levels of exposure.

FIG. 4 1s a flow diagram illustrating an embodiment of
color saturation-modulated blending of the multiple digital
mput i1mages, including recerving multiple digital nput
images of the same scene, and 1n response, generating a new
digital image.

FIG. 5 1s a tlow diagram 1illustrating one embodiment of a
pixel-by-pixel color saturation-modulated blending tech-
nique.

FIGS. 6-9 illustrate one embodiment of a user interface for
color saturation-modulated blending of multiple digital input
images of the same scene.

FIG. 10 1llustrates an embodiment of a new digital image
resulting from color saturation-modulated blending of mul-
tiple digital input 1mages of the same scene.

FI1G. 11 1s a flow diagram 1llustrating one embodiment of a
workilow for color saturation-modulated blending of mul-
tiple digital input 1images of the same scene.

FI1G. 12 1s a block diagram 1llustrating an embodiment of a
computer system.

While the present disclosure 1s described herein by way of
example for several embodiments and 1llustrative drawings,
those skilled 1n the art will recognize that the disclosure 1s not
limited to the embodiments or drawings described. It should
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4

be understood, that the drawings and detailed description
thereto are not mtended to limit the claims to the particular

form disclosed, but that on the contrary, the intention 1s to
cover modifications, equivalents and alternatives falling
within the spirit and scope of the present disclosure as defined
by the appended claims. The headings used herein are for
organizational purposes only and are not meant to be used to
limit the scope of the description or the claims. As used
throughout this application, the word “may” 1s used in a
permissive sense (1.€., meaning having the potential to),
rather than the mandatory sense (1.e., meaning must). Simi-

larly, the words “include,” “including,” and “includes” mean
including, but not limited to.

DETAILED DESCRIPTION OF EMBODIMENTS

In the following detailed description, numerous specific
details are set forth to provide a thorough understanding of
claimed subject matter. However, it will be understood by
those skilled 1n the art that claimed subject matter may be
practiced without these specific details. In other instances,
methods, apparatuses or systems that would be known by one
of ordinary skill have not been described 1n detail so as not to
obscure claimed subject matter.

Some portions of the following detailed description are
presented in terms of algorithms or symbolic representations
of operations on binary digital signals stored within a
memory of a specific apparatus or special purpose computing
device or platiorm. In the context of this particular specifica-
tion, the term specific apparatus or the like includes a general
purpose computer once 1t 1s programmed to perform particu-
lar functions pursuant to instructions from program soitware.
Algorithmic descriptions or symbolic representations are
examples of techniques used by those of ordinary skill 1n the
signal processing or related arts to convey the substance of
their work to others skilled 1n the art. An algorithm 1s here,
and 1s generally, considered to be a self-consistent sequence
of operations or similar signal processing leading to a desired
result. In this context, operations or processing involve physi-
cal manmipulation of physical quantities. Typically, although
not necessarily, such quantities may take the form of electri-
cal or magnetic signals capable of being stored, transferred,
combined, compared or otherwise manipulated. It has proven
convenient at times, principally for reasons ol common
usage, to refer to such signals as bits, data, values, elements,
symbols, characters, terms, numbers, numerals or the like. It
should be understood, however, that all of these or similar
terms are to be associated with appropriate physical quanti-
ties and are merely convenient labels. Unless specifically
stated otherwise, as apparent from the following discussion, it
1s understood that throughout this specification discussions
utilizing terms such as “processing,” “computing,” “calculat-
ing,” “determining” or the like refer to actions or processes of
a specific apparatus, such as a special purpose computer or a
similar special purpose electronic computing device. In the
context of this specification, therefore, a special purpose
computer or a similar special purpose electronic computing
device 1s capable of manipulating or transforming signals,
typically represented as physical electronic or magnetic
quantities within memories, registers, or other information
storage devices, transmission devices, or display devices of
the special purpose computer or similar special purpose elec-
tronic computing device.

Introduction

The following discussion explores various embodiments of
systems and methods for processing a series of digital images
of a single scene. The methods present a user interface that
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permits variable selection of several or all of the 1mages 1n a
collection of digital images of a single scene. In response to
selection of several or all of the images 1n the collection of
digital images of the single scene, the selected images may be
automatically and immediately blended to create a new digi-
tal 1mage, without requiring any user intervention. The user
may be presented with an immediate display of the newly
created 1mage, also without user intervention. The user may
then deselect some previously selected 1images, or select from
the collection some 1mages that are currently not selected, and
again see an automatic and immediate display of a new digital
image generated by blending the newly-selected images.

The discussion below describes internal algorithms that
may be used to derive a color saturation-modulated blend of
several currently-selected digital input 1images of a single
scene. Some of the algorithms may be computationally 1nex-
pensive, and thus may be quickly executed. Such fast algo-
rithms may allow users to see immediate visual results in
response to selecting several of a series of exposure-bracket-
ing digital input 1mages of the single scene. The resulting
color saturation-modulated blend of selected digital mnput
images presents good contrast and sharpness, and natural, tull
color saturation.
Color Saturation-Modulated Blending of Digital Input
Images

Each of several differently-exposed digital images of a
single scene may comprise a pixel array, and pixels from
those pixel arrays may be grouped into tuples that each con-
tain a single pixel from each of the pixel arrays, such that each
pixel in any given tuple represents the same geometric portion
of the single scene. In other words, when the several differ-
ently-exposed digital images of the single scene are geometri-
cally aligned, they yield groups or tuples of mutually-aligned
pixels. A single pixel in one of the pixel arrays may have a
particular color value, while its corresponding single pixel
from each of the other pixel arrays may have its own color
value, which may or may not be the same as the particular
color value, depending on the exposure level at which the
digital images were taken. For example, FIGS. 1-3 show three
different 1mages of a single scene, each taken at a different
exposure setting. The three exposure-bracketing 1mages cap-
ture three sets of visual information about the single scene,
and each of the three exposure-bracketing images stores 1ts
own captured set of visual information about the single scene
in 1ts own pixel array. In this embodiment, the three pixel
arrays may coincide exactly, so that each pixel 1n one of the
pixel arrays corresponds to exactly one pixel 1n each of the
other two pixel arrays, thus yielding numerous 3-tuples of
aligned pixels. In other embodiments, the pixel arrays for the
several differently-exposed digital images of a single scene
may only partially coincide. For example, if the camera
moves slightly between takes of the several digital images,
then there may be only a subarray of each of the original pixel
arrays for the several differently-exposed digital images such
that all the individual pixel subarrays of the original pixel
arrays mutually coincide, pixel-for-pixel. For some embodi-
ments 1n which the pixel arrays for the several differently-
exposed digital images of a single scene only partially coin-
cide, the systems and methods described below may operate
only on the pixels that belong to the coincident subarrays. The
term array as used herein 1s broadly construed to include
one-dimensional vectors or tuples, 2-dimensional grids or
matrices, tables, lists, search trees, or any other data structures
used to store pixel data for the digital input images.

The flow diagram 1n FIG. 4 illustrates two main stages for
color saturation-modulated blending of the multiple digital
input 1mages, according to various embodiments. In these
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embodiments, an 1mage blending module of a computing
system (FIG. 12, element 1225) may, at the first stage, receive
a plurality of digital input 1mages of the same scene (FIG. 4,
402). As described 1n the introductory paragraphs above, the
received digital input 1mages may have been captured at
different exposure settings, so that they represent the same
scene taken a varying levels of exposure. The recerved digital
input 1mages may be part ol a collection of many i1mages
taken of a single scene 1n order to form an exposure-bracket-
ing set. The information contained collectively within the
entire set of exposure-bracketing digital images may be
extracted and analyzed, and then manipulated by an 1mage-
blending mechanism, such as image blending module 1225 in
FIG. 12, to produce a new digital image that captures the
original scene 1n fuller dynamic range than does any 1ndi-
vidual one of the multiple digital input images.

The second main stage 1llustrated 1n FIG. 4 1s for generat-
ing a new digital image by means of color saturation-modu-
lated blending of a selected multiplicity of the recerved digital
input 1mages (FIG. 4, 404), a process that operates on a
pixel-by-pixel basis. For example, a new digital image may be
formed by blending all three of the images shown in FIGS.
1-3, where each of the images was taken at a different expo-
sure level. Each of the three exposure-bracketing images
shown 1n FIGS. 1-3 stores 1ts own captured set of visual
information about the same scene 1n i1ts own pixel array. The
three pixel arrays are mutually coincident, and thus form a
complete set of pixel triplets, or 3-tuples. The pixels within
cach triplet may correspond to each other because they are
mutually aligned when the three images are aligned. Each one
of them may correspond to the same geometric portion of the
scene captured by the three digital images. If, for instance,
cach of the three coincident pixel arrays contains 10 mega-
pixels, then there are 10 million triplets of corresponding
pixels from which to generate the new digital image, and each
of the 10 million pixel triplets may be individually processed
to generate a corresponding single pixel for the new digital
image. Each one of the 10 million pixel triplets may be used
by 1tself, without reference to the other pixel triplets, to gen-
crate a value for the new pixel 1n the new digital image that
will correspond to that one pixel triplet. In this manner, for a
given pixel triplet, dertvation of an average color value 1n a
first color space, and subsequent adjustment of the resulting
individual color channel values to increase a corresponding
color saturation value 1n a corresponding second color space,
does not depend on the other pixel triplets. Color saturation
may thus be tailored for each one of the derived new pixels
without affecting the other new pixels.

According to various embodiments, FIG. 5 illustrates
stages ol the pixel-by-pixel color saturation-modulated
blending technique for generating a pixel value for one single
pixel of the new digital image. The same process may be used
to generate a pixel value for each one of the other pixels of the
new digital image, too.

In order to calculate a color value 1n a first color space for
a given pixel of the new digital image, an average color value
may first be determined (FIG. 5, 502). The denved average
color value for the given pixel 1s a color value within some
embodiment of an additive color space, designated herein as
a first color space, and including several separate color chan-
nels. According to various embodiments, the first color space
may be any of several standard red-green-blue (RGB) addi-
tive color spaces. Color values for points 1n some embodi-
ments of RGB additive color spaces may be taken as 3-tuples
of the form (r,g,b), where r represents a color coordinate for
the red color channel, g represents a color coordinate for the
green color channel, and b represents a color coordinate for
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the blue color channel. The average color value for a given
pixel of the new digital image may be determined by averag-
ing, independently for each of the separate color channels of
the first color space, color values of those pixels 1n the corre-
sponding pixel arrays that correspond to the given pixel of the
new digital image. For example, an average color value in the
first color space may be determined for each given pixel of the
new digital image being generated from the three of digital
input images shown 1 FIGS. 1-3. For this example, the first
color space may be a standard RGB additive color space. For
a given pixel of the new digital image, generating an average
color value of the form (r,g,b) 1n the standard RGB additive
color space may require separately averaging the r-coordi-
nates (red coordinate values), g-coordinates (green coordi-
nate values), and b-coordinates (blue coordinate values)
found 1n the triplet of pixels of the three digital input images
that correspond to the given pixel of the new digital image. In
other words, if the triplet of pixels has values (r1, g1, bl), (r2,
g2, b2), and (13, g3, b3), then the red coordinate for the
average color value may be obtained by averaging the three
numbers rl, r2, and r3. Similarly, the green coordinate for the
average color value may be obtained by averaging the three
numbers g1, g2, and g3, and blue coordinate for the average
color value may be obtained by averaging the three numbers
b1, b2, and b3. If, instead of three digital input 1images, there
were five digital input images, then five red coordinate values
would be averaged to get the red coordinate for the average
color value, five green coordinate values would be averaged
to get the green coordinate for the average color value, and
five blue coordinate values would be averaged to get the blue
coordinate for the average color value.

According to various embodiments, numerous averaging
techniques may be used to determine the average color values
tor the pixels of the new digital image. For example, for some
of the embodiments, each color channel coordinate of the
average color value for a given pixel 1s determined by taking
a simple arithmetic mean of the corresponding color channel
coordinates ol the color values of the pixels in the correspond-
ing pixel arrays that correspond to the given pixel of the new
digital image. For example, for the three digital input images
shown 1 FIGS. 1-3, and described in the preceding para-
graph, the red coordinate for the average color value may be
obtained by adding the three numbers rl, r2, and r3 and then
dividing the total by 3. The green and blue coordinates for the
average color value may be similarly computed.

A set of digital input 1images of the same physical scene
comprise a corresponding set of pixel arrays which mutually
coincide. Thus, 11 there are n digital input images of the same
physical scene, and n corresponding mutually-aligned pixel
arrays, then the pixels in the arrays may be grouped into
n-tuples of coincident pixels, and each n-tuple of coincident
pixels may be used to generate one new pixel for the new
digital 1mage. As described in the example above, a simple
arithmetic mean function may be applied to each color chan-
nel of each n-tuple of coincident pixels 1n order to generate an
average color value 1n the first color space for the new pixel
derived from the n-tuple of coincident pixels. Other averaging
functions may be used in various other embodiments. For
example, a geometric mean, harmonic mean, weighted mean,
midrange, or other averaging function may be applied across
the color channel coordinates of each color channel for each
individual n-tuple of coincident pixels in order to generate an
average color value 1n the first color space for the new pixel
derived from the n-tuple of coincident pixels. In the case of
the three digital input images shown in FIGS. 1-3, a geometric
mean, harmonic mean, weighted mean, midrange, or other
averaging function may be separately applied across the red
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color channel coordinates, the green channel coordinates, and
the blue channel coordinates of each 3-tuple of coincident
pixels. In this mstance, the 3-tuples of coincident pixels may
be represented in the form ((rl, gl,bl), (r2, g2,b2), (13,
g3.b3)), and the red color channel coordinates subjected to an
averaging function are rl, r2, and r3. Similarly, the green
color channel coordinates, g1, g2, and g3, and the blue color
channel coordinates, bl, b2, and b3, are subjected to the same
averaging function. This dertvation produces a new color
value (r,g,b) that 1s the average color value 1n the RGB addi-
tive color space for the new pixel dertved from the 3-tuple of
coincident pixels.

As described above, the first color space may be a standard
red-green-blue (RGB) additive color space, where color val-
ues for pixels may be represented as 3-tuples of the form
(r,g,b), with r representing a color coordinate for the red color
channel, g representing a color coordinate for the green color
channel, and b representing a color coordinate for the blue
color channel. According to various embodiments, the second
color space may be an HSV (Hue, Saturation, Value) or HSL
(Hue, Saturation, Lightness) color space in which the middle
component represents a degree of color saturation. Such HSL
and HSV color spaces may have a precisely defined relation-
ship with corresponding RGB additive color spaces, so that
color values (1.e., points, or tuples) in HSL or HSV color
spaces may be readily converted to corresponding color val-
ues (points, tuples) 1n RGB space, and vice versa. Definitions
for color saturation 1n the second color space may vary sig-
nificantly from one embodiment to the next. For example,
standard HSL and HSV color spaces may define substantially
different notions of color saturation. The hue components for
the HSL and HSV color spaces may, on the other hand, have
identical definitions. For a new pixel derived from the digital
input 1mages for the new digital image, the average color
value 1n the first color space may correspond to particular
color saturation values 1n other color spaces that have a well-
defined relationship to the first color space.

The average color value for a new pixel in the new digital
image that 1s dertved from a corresponding n-tuple of coin-
cident pixels gotten from n digital input images of the same
physical scene may provide a reasonable representation of
hue and brightness for the new pixel, but may not provide
adequate or natural color saturation for the new pixel. Some
of the n digital input images may be over- or under-exposed to
an extent that a color saturation value 1n a second color space
corresponding to the average color value for a new pixelinthe
first color space 1s significantly suppressed. Inaccurate rep-
resentation of a color saturation value corresponding to the
average color value for a new pixel, where the average color
value 1s obtained using averaging functions as described
above, may need to be corrected. According to various
embodiments, color saturation corresponding to the average
color value for a new pixel may be modulated 1n order to
restore color saturation lost in the averaging process.

Modulation of color saturation corresponding to the aver-
age color value for a new pixel may involve modifying the
individual color channel values of the derived average color
value 1n the first color space 1n order to increase a correspond-
ing color saturation value 1n a second color space (FIG. 5,
504). Modification of the average color value 1n the first color
space may function to preserve hue (“h” component in HSV
color space) and brightness (value, or “v”” component in HSV
color space) corresponding to the average color value, while
at the same time increasing color saturation corresponding to
the average color value.

According to various embodiments, modifying the average
color value 1n the first color space 1n order to increase 1ts
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corresponding color saturation value 1n a second color space
may be based on the relative magnitudes of certain color
saturation values in the second color space (FIG. 5, 504).
Those color saturation values 1n the second color space are
obtained for coincident pixels from the pixel arrays of the
digital input images. Those color saturation values 1n the
second color space may be examined to determine which ones
represent the largest, or maximal, color saturation values, in
the second color space, for the whole set of coincident pixels.
Based on this determination of a maximal color saturation
value 1n the second color space, the individual color channel
values of the derived average color value 1n the first color
space may be modified to increase a corresponding color
saturation value in the second color space, relative to the
determined maximal color saturation value in the second
color space (FIG. 5, 504). The maximal color saturation value
in the second color space 1s determined for a set of comncident
pixels from the pixel arrays of the digital input images, that 1s,
for a group of corresponding pixels 1n the coincident pixel
arrays that are used collectively to generate a single new pixel
tor the new digital image.

Each new pixel 1in the new digital image may be derived
from a group of corresponding pixels 1n the coincident pixel
arrays ol the digital input 1images, where each pixel in the
group of corresponding pixels may represent the same geo-
metric portion of the single scene captured by each of the
digital input 1images. As described previously, the correspon-
dence (coincidence, alignment) of pixels 1n the aligned digital
input 1mages gives rise to natural pixel groupings. For
example, 11 n digital input 1images capture the same physical
scene, then they may be aligned one on top of another, and
thus account for a collection of n-tuples of pixels each com-
prising n geometrically aligned pixels. For instance, 1 the
pixel arrays for the n digital input 1images each contain 10
megapixels, and each 10-megapixel image aligns with all of
the other 10-megapixel 1images, then there are 10 million
n-tuples of corresponding pixels, each containing n pixels
that coincide when the n digital input 1images are geometri-
cally aligned.

As discussed above, sometimes several differently-ex-
posed digital images of a single scene may, due to camera
movement, or to obscuring debris, or some other anomaly,
only partially coincide. For example, if the camera moves
slightly between takes of the several digital images, then
when the 1images are physically aligned, the may be a small
subset of the pixels in the several images which cannot be
aligned. For instance, if n digital input 1mages capturing a
single scene each contain 10 megapixels, and 40,000 of those
pixels cannot be aligned across all of the n digital input
images, the remaining 9,960,000 pixels may still be aligned
across all of the n digital input 1images, thus yielding 9,960,
000 n-tuples of coincident pixels. Operations to generate
9,960,000 new pixels for the new digital image may thus
proceed using methods described throughout the disclosure.

For embodiments 1n which n digital input images capture
the same physical scene, and for which there are numerous
n-tuples of coinciding pixels, each n-tuple of corresponding
pixels may be used to generate a new pixel for the new digital
image. Fach n-tuple may yield an average color value 1n a first
color space for the new pixel, via an averaging function as
described above. Each n-tuple may also attain a maximal or
largest color saturation value 1n a second color space that
bears a defined relationship to the first color space. For any
given n-tuple of aligned pixels taken from the n pixel arrays
for the n digital mput 1images, a maximal color saturation
value may be obtained by converting the color value of each
of the n-tuple’s pixels 1n the first color space to a correspond-
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ing color saturation value in the second color space. The
resulting collection of color saturation values for the n aligned
pixels may then be examined to determine which ones repre-
sent the largest, or maximal, color saturation values 1n the
second color space for the whole group of coinciding pixels.
Based on this examination, a maximal color saturation value
in the second color space 1s set to a largest one of the resulting
collection of color saturation values 1n the second color space
(FI1G. 5, 5006).

For a variety of embodiments, conversion of a color value
in a {irst color space to a corresponding color saturation value
in a second color space may be performed directly, without
converting the color value 1n the first color space to a corre-
sponding full color value 1n the second color space. For
example, 11 the first color space 1s a standard RGB additive
color space, and the second color space 1s a standard HSV
color space having a defined relationship with the standard
RGB additive color space, and (r,g,b) 1s the color value to be
converted, then the corresponding color saturation value 1n
the HSV color space may be calculated as 1-min {r,g,b}/
max{r,g,b} if max{r,g,b} is not zero, and as zero if max{r.g,
b} is zero. There is no need to calculate the hue and value
coordinates inthe HSV color space in order to obtain the color
saturation coordinate. If the second color space 1s an HSL
color space, then a different conversion formula may be used.
In general, conversion formulae may vary with the particular
embodiments of the first and second color spaces.

For embodiments 1n which n digital input images capture
the same physical scene, and for which there are numerous
n-tuples of coinciding pixels, each n-tuple ol n corresponding
pixels may be used to generate a new pixel for the new digital
image. An average color value may be calculated for the n
pixels 1 a first color space, via an averaging function. A
maximal color saturation value 1n a second color space may
also be calculated for the n pixels. Both calculations are
described 1n detail 1n the preceding paragraphs. Subsequent to
these two calculations, the individual color channel values of
the average color value derived from the color values for the
n pixels in the first color space may be modified in order to
increase a corresponding color saturation value 1n a second
color space, based on the calculated maximal color saturation
value for the n pixels 1n the second color space.

The modification of the average color value may, for
numerous embodiments, be performed 1n three steps. In the
first step, the average color value 1n the first color space 1s
converted into a corresponding second-color-space color
value. For example, if the first color space 1s embodied as a
standard RGB additive color space, and the second color
space 1s embodied as a corresponding standard HSV color
space, and the average color value in the RGB color space 1s
represented by the number triple (r,g,b), then a corresponding
number triple (h,s,v) 1n the HSV color space may be calcu-
lated using a standard conversion formula. Note that (r,g,b)
denotes a point 1in the RGB color space, and (h,s,v) denotes
the corresponding point 1n HSV color space. According to
various embodiments, the goal of the conversion 1s to explic-
itly determine the color value (point) in the second color
space that corresponds to the average color value (point) 1n
the first color space. Formulae for converting color values in
a {irst color space to color values 1n a second color space may
vary with the various embodiments of the first and second
color spaces.

According to certain embodiments, the second step of
moditying the average color value includes replacing a color
saturation component of the corresponding second-color-
space color value with the determined maximal color satura-
tion value. In the example from the preceding paragraph, the
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middle coordinate of the color value (h,s,v) may be replaced
with the determined maximal color saturation value. For
instance, if s, denotes the determined maximal color satu-
ration value, then it may replace the number s 1n the color
value (h,s,v) to produce another point 1n HSV color space,
namely (h,s, _,v). In this example, only the color saturation
component 1s changed. The hue coordinate h and the value
coordinate v remain the same, so that when (h,s__ .v) 1s
converted to a point in RGB color space, the resulting RGB
color value appears with the same hue and brightness as the
original average color value (r,g,b).

Subsequent to replacing the color saturation component of
the corresponding second-color-space color value with the
determined maximal color saturation value, the altered cor-
responding second-color-space color value may be converted
back 1nto a first-color-space color value. In the example from
the preceding two paragraphs, the point (h,s, .,v) may be
converted from HSV color space back imnto RGB color space
to a corresponding color value (r',g',b"). The original average
color value (r,g,b) and i1ts modified counterpart (r',g',b") may
present 1dentical hue and brightness, but (r',g',b') corresponds
to a color saturation value s, , while (r,g,b) corresponds to a
color saturation value s. Since the color saturation values
1s a maximal color saturation value 1n HSV color space for the
whole set of coinciding pixels used to determine the average
color value (r,g,b) 1n the first color space, a pixel whose color
value1s (r',g',b') may have substantially more color saturation
than one whose color value 1s (r,g,b). The increased color
saturation gained by shifting from (r,g,b) to (r,g'.b") may
restore the color saturation lost in the process of averaging the
color values of pixels that belong to the group used to generate
the corresponding new pixel value for the new digital image.
Since the color saturation value s, . that corresponds to (r',
g' b') 1s equal to a color saturation value corresponding to at
least one of the pixels used in generating the corresponding
new pixel color value for the new digital image, 1t may rep-
resent a degree of color saturation that 1s natural for the
newly-derived pixel.

According to other embodiments, the individual color
channel values of the dertved average color value 1n the first
color space may be altered so that a corresponding color
saturation value 1n the second color space increases, but lies
between the color saturation values for two pixels in the group
of pixels used to generate the average color value for the new
pixel. In these embodiments, color saturation lost in the pro-
cess of averaging the color values of pixels used to generate
the corresponding new pixel value for the new digital image
may be restored to represent a natural degree of color satura-
tion for the new pixel. In general, the color saturation associ-
ated with the mnitial average color value for the new pixel 1s
raised dependent on the color saturation values for the pixels
used 1n generating the new pixel color value.

According to various embodiments, the average color
value dertved for a new pixel of the new digital 1mage 1s
modified 1n the manner described above to obtain a color
saturation-modulated average color value, and the new color
value 1n the first color space for the new pixel becomes the
color saturation-modulated average color value (FI1G. 5,506).
In this manner, an entire new digital image 1s obtained as a
color saturation-modulated blend of multiple digital mnput
images capturing a single scene.

FIGS. 6-9 illustrate one embodiment of a user interface for
color saturation-modulated blending of digital input images
ol the same scene. Each instance of the user interface appear-
ing in FIGS. 6-9 displays three thumbnail representations
along its bottom edge. In each instance, the thumbnail images
represent the three digital input images illustrated in FIGS.
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1-3. The representations of the three digital input images may
be independently selected and deselected by checking or
unchecking corresponding adjacent tick boxes. In FIG. 6, the
first two thumbnails are selected, but the third thumbnail 1s
not. In FIG. 7, the first and third thumbnails are selected, but
the second thumbnail 1s not. In FIG. 8, the second and third
thumbnails are selected, but the first thumbnall 1s not. In FIG.
9, the all three thumbnails are selected. Image blendmg mod-
ule 1225 of FIG. 12 may be configured to receive input to
select a plurality of the digital input images (FI1G. 11, 1102)
via the user interface i1llustrated 1n FIGS. 6-9, or via any other
embodiment of a user interface comprising representations of
a plurality of digital input images of the same scene which are
independently selectable and deselectable via the user inter-
face.

According to numerous embodiments, 1mage blending
module 1225 may, in response to receiving iput to select a
plurality of digital mput 1images, automatically generate a
new digital image via color saturation-modulated blending of
the selected plurality of digital input images (FI1G. 11, 1104).
Various embodiments of color saturation-modulated blend-
ing of the selected plurality of digital input images may oper-
ate as explained 1n the preceding paragraphs. For the embodi-
ment 1llustrated 1n FIG. 6, image blending module 12235 may
receive the mput selecting the first two thumbnails via the tick
boxes adjacent to the thumbnail 1mages in the illustrated user
interface. The two selected thumbnail 1images correspond to
two of the three digital input images illustrated in FIGS. 1-3.
Upon recerving this selection, image blending module 1225
may automatically generate a new digital output image using
methods explained in the foregoing description. The resulting
new digital image 1s a color saturation-modulated blend of the
selected pair of digital input images. The user interface shown
in FIG. 6 may automatically display the newly-generated
digital output image as soon as the new digital image has been
generated. The embodiment 1llustrated 1n FIG. 6 shows a
large representation of the blended image above the row of
thumbnail 1mages. According to various embodiments, the
blended 1image may be shown 1n some other convenient loca-
tion. For example, the resulting blended 1mage may be dis-
played 1n a separate window, or may appear 1n a window for
a different intertace, or as a desktop background.

According to numerous embodiments, 1mage blending
module 1225 may be configured to continuously perform
successive iterations of color saturation-modulated blending
of digital input images 1n response to continued serial modi-
fication of an initial selection of several of the digital input
images (FIG. 11, 1106). For example, subsequent to the
blending of the images selected 1n FIG. 6, and subsequent to
the display of the resultant new digital output 1image, a user
may deselect the second thumbnail 1image and select the third
thumbnail 1mage, as illustrated in FIG. 7. In automatic
response to the user’s modification of the mnitial selection of
two of the three digital input images, image blending module
1225 may responsively generate a second new digital output
image by color saturation-modulated blending of the cur-
rently-selected pair of digital imnput images. In the embodi-
ment illustrated i FIG. 7, the two digital mnput images that
correspond to the first and third thumbnail images are blended
to produce a resulting image that 1s automatically displayed
above the row of thumbnails. In similar fashion, a third new
digital output 1mage 1s generated by color saturation-modu-
lated blending of the two 1mages selected 1n FI1G. 8, and the
third new digital output image 1s automatically displayed
above the row of thumbnail images. Finally, as 1llustrated 1n
FIG. 9, all three digital input 1images are selected subsequent
to the display of the third new digital output image in FI1G. 8,
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and 1n automatic response, a fourth new digital output image
1s generated by color saturation-modulated blending of the
three images selected 1n FI1G. 9. The fourth new digital output
image 1s then automatically displayed above the row of
thumbnails 1images. In general, image blending module 1225
may continue performing successive color saturation-modu-
lated blending of successive selections of digital input images
as long as successive selections of the digital input 1images are
being received (FIG. 11, 1108).

At some point 1 time, a user may, according to some
embodiments, choose a favorite one of several new digital
output 1mages generated by blending various selections of
pluralities of the digital input images. In such instances, a user
may decide to activate a “Done” button like the one shown 1n
FIGS. 6-9 1n order to indicate a preferred selection of the
digital mput 1mages. Such indications may be received,
according to numerous embodiments, via a great variety of
known means for recerving an input signal.

For purposes of speed and efficiency, new output images
generated before the user signals a choice of a favorite
blended 1mage may have been derived by blending lower-
resolution or other representations of the selected original
input 1mages that require less computer memory than the
original input 1mages themselves. When the user does assert
a “Done” signal, or some other similar signal, image blending
module 1225 may automatically reblend the favored selected
plurality of the digital input images using full-resolution ver-
sions of the original 1nput images i order to generate a
corresponding full-resolution new digital output image that
possesses the maximum information available through color
saturation-modulated blending of the favored selection of
images. This reblending process may, in some embodiments,
occur only when 1image blending module 1225 receives an
input signal to reblend the selected plurality of the digital
input 1mages using full-resolution input images. FIG. 10
shows the result of blending all three mnput images, as indi-
cated by the selection shown in FIG. 9. The new digital output
image shown 1n FIG. 10 1s a full-resolution blend of all three
digital input images, generated 1n response to the user’s acti-
vating the “Done” button shown in FIG. 9.

FI1G. 12 illustrates one embodiment of an architecture that
may be configured to implement any or all of the various
teatures of the systems 1llustrated in FIGS. 1-11. In particular,
image blending module 1225 may be configured to perform
any or all of the various features of the systems and methods
described 1n the foregoing paragraphs. For example, image
blending module 1225 may be configured to receive the plu-
rality of digital input 1images of the same scene, and to gen-
crate new digital images by means of color saturation-modu-
lated blending of selected ones of the digital input images, as
described 1n the foregoing paragraphs. It 1s noted that across
arange of embodiments, functions of image blending module
1225 may be implemented 1n hardware, 1n software, or 1n a
combination of software and hardware.

Generally speaking, computer system 1220 illustrated in
FIG. 12 may correspond to any suitable type of computer
system configured to execute applications. For example,
computer system 1220 may correspond to a desktop com-
puter system, a laptop or notebook or netbook computer, a
mainframe computer system, a workstation, a network com-
puter, a handheld computing device such as a personal digital
assistant, cellular phone, media player, or combination
device, a camera, a set top box, a mobile device, a consumer
device, a video game console, a handheld video game device,
an application server, a storage device, a peripheral device
such as a printer, copy machine, switch, modem, or router, or
another type of computing or electronic device. In various
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embodiments, computer system 1220 may include a micro-
processing system, storage capacity, input and output sys-
tems, and/or networking capability. Storage capacity may be
implemented remotely or locally, and may include internal
storage or removable media devices. Internal storage may be
implemented, for example, using memory, such as random
access memory (RAM), mass storage devices such as hard
disks, solid-state drives, disk array controllers, or other suit-
able means. Removable storage media devices may include,
for example, compact disc systems, DVD systems, Blu-ray
systems, Hoppy disk drives, Zip drives, USB flash drives, tape
drives, or other types of devices. Input systems may 1include a
keyboard, mouse, trackball, joystick, touchpad, touch screen,
graphics table stylus, pomting stick, light pen, directional
pad, eye tracking device, gesture signaling device, or similar
input device, and may also include an 1mage scanner or web
cam for image or video mput. Output systems may variously
include a video subsystem including a video monitor or other
display device, an audio subsystem, or other types of output
devices. In some embodiments, computer system 1220 may
be configured to execute one or more operating systems, such
as Microsoit Windows™, Apple MacOS™, Linux™, or any
other suitable operating systems.

Exemplary Computer System

It 1s contemplated that in some embodiments, any of the
methods, techniques or components described above may be
implemented as istructions and data capable of being stored
or conveyed via a computer-accessible medium. Such meth-
ods or techniques may include, for example and without
limitation, the various methods for receiving a plurality of
digital input images of the same scene, and for generating new
digital images by means of color saturation-modulated blend-
ing of selected ones of the digital input images, as described
in the foregoing paragraphs. In particular, image blending
module 1225 or any partition of 1ts functions may be 1imple-
mented as such instructions. Such instructions may be
executed to perform a particular computational function, such
as generating, sending, or recerving a message, to implement
mathematical functions such as integration, differentiation,
convolution, etc., as well as to implement higher-order tunc-
tions such as operating system functioning, network commu-
nications functioning, application functioning, and/or any
other suitable functions.

One exemplary embodiment of a computer system 1nclud-
ing tangible, computer-accessible storage media 1s 1llustrated
in FIG. 12. In the 1llustrated embodiment, computer system
1200 includes one or more processors 1210 coupled to a
system memory 1220 via an mput/output (I/O) interface
1230. Computer system 1200 further includes a network
interface 1240 coupled to IO interface 1230. In different
embodiments, system 1200 may be variously configured as a
desktop computer system, a laptop or notebook or netbook
computer, a mainframe computer system, a workstation, a
network computer, a handheld computing device such as a
personal digital assistant, cellular phone, media player, or
combination device, a camera, a set top box, a mobile device,
a consumer device, a video game console, a handheld video
game device, an application server, a storage device, a periph-
cral device such as a printer, copy machine, switch, modem,
or router, or another type of computing or electronic device.

In various embodiments, computer system 1200 may be a
uniprocessor system imncluding one processor 1210, or a mul-
tiprocessor system including several processors 1210 (e.g.,
two, four, eight, or another suitable number). Processors 1210
may be any suitable processor capable of executing nstruc-
tions. For example, in various embodiments processors 1210
may be a general -purpose or embedded processor implement-
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ing any ol a variety of instruction set architectures (ISAs),
such as the x86, PowerPC™, SPARC™_ or MIPS™ [SAs, or
any other suitable ISA. In multiprocessor systems, each of
processors 1210 may commonly, but not necessarily, imple-
ment the same ISA.

System memory 1220 may be configured to store mstruc-
tions and data accessible by processor 1210. In various
embodiments, system memory 1220 may be implemented
using any suitable memory technology, such as static random
access memory (SRAM), synchronous dynamic RAM
(SDRAM), nonvolatile/Flash-type memory, or any other type
of memory. In the illustrated embodiment, instructions and
data implementing desired functions, methods or techniques,
such as those described above, are shown stored within sys-
tem memory 1220 as image blending module code 1225. It1s
noted that in some embodiments, image blending module
code 1225 may include nstructions and data implementing
desired functions that are not directly executable by processor
1210 but are represented or encoded 1n an abstract form that
1s translatable to instructions that are directly executable by
processor 1210. For example, image blending module code
1225 may include instructions specified 1n an ISA thatmay be
emulated by processor 1210, or by other code executable on
processor 1210. Alternatively, image blending module code
1225 may 1include instructions, procedures or statements
implemented 1n an abstract programming language that may
be compiled or interpreted 1n the course of execution. As
non-limiting examples, 1mage blending module code 1225
may include code specified in a procedural or object-oriented
programming language such as C or C++, a scripting lan-
guage such as Perl or Ruby or Python, a markup language
such as HIML or XML, or any other suitable language.

In one embodiment, I/O mterface 1230 may be configured
to coordinate I/O trailic between processor 1210, system
memory 1220, and any peripheral devices in the device,
including network interface 1240 or other peripheral inter-
faces. In some embodiments, I/O interface 1230 may perform
any necessary protocol, timing or other data transformations
to convert data signals from one component (e.g., system
memory 1220) into a format suitable for use by another com-
ponent (e.g., processor 1210). In some embodiments, 1/0O
interface 1230 may include support for devices attached
through various types of peripheral buses, such as a variant of
the Peripheral Component Interconnect (PCI) bus standard or
the Umversal Serial Bus (USB) standard, for example. In
some embodiments, the function of I/O interface 1230 may be
split into two or more separate components, such as a north
bridge and a south bridge, for example. Also, in some
embodiments some or all of the functioning of I/O interface
1230, such as an interface to system memory 1220, may be
incorporated directly into processor 1210.

Network interface 1240 may be configured to allow data to
be exchanged between computer system 1200 and other
devices attached to a network 12350, such as other computer
systems or communications devices, for example. In particu-
lar, network interface 1240 may be configured to allow com-
munication between computer system 1200 and various
external devices. These external devices may include various
computing and communications devices, which may include
clements similar to those of computer system 1200. In par-
ticular, the external devices may include personal computers,
telephony devices or network-attached computing devices
that users may employ to access network services. Network
interface 1240 may commonly support one or more wireless
networking protocols (e.g., Wi-FI/IEEE 802.11, or another
wireless networking standard). However, 1n various embodi-
ments, network interface 1240 may support communication
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via any suitable wired or wireless general data networks, such
as other types of Ethernet network, for example. Additionally,
network interface 1240 may support communication via tele-
communications/telephony networks such as analog voice
networks or digital fiber communications networks, via stor-
age area networks such as Fibre Channel SANs, or via any
other suitable type of network and/or protocol.

In some embodiments, system memory 1220 may be one
embodiment of a tangible, computer-accessible storage
medium configured to store instructions and data as described
above. However, 1n other embodiments, instructions and/or
data may be stored upon and retrieved from different types of
computer-accessible storage media. Generally speaking, a
computer-accessible medium may include storage media or
memory media such as magnetic or optical media, e.g., disk
or CD/DVD-ROM coupled to computer system 1200 via I/0O
interface 1230. A computer-accessible medium may also
include any volatile or non-volatile media such as RAM (e.g.
SDRAM, DDR SDRAM, RDRAM, SRAM, etc.), ROM, efc,
that may be included in some embodiments of computer
system 1200 as system memory 1220 or another type of
memory. A computer-accessible medium may generally be
accessible via transmission media or signals such as electri-
cal, electromagnetic, or digital signals, which may be con-
veyed via a communication medium such as a network and/or
a wireless link, such as may be accessed via network interface
1240.

It 1s noted that the various methods 1llustrated 1n the figures
and described above represent exemplary embodiments of
methods. These methods may be implemented in software,
hardware or any suitable combination thereof. Where suit-
able, the order of operation of method elements 1s not
restricted to the order described or shown, and 1n other
embodiments various method elements may be performed 1n
a different order. It 1s also contemplated that in various
embodiments, not all method elements need be performed,
and existing method elements may be modified or additional
clements added.

Although the embodiments above have been described 1n
considerable detail, numerous variations and modifications
will become apparent to those skilled 1n the art once the above
disclosure 1s fully appreciated. It 1s intended that the follow-
ing claims be mterpreted to embrace all such vanations and
modifications. Accordingly, the above description 1s to be
regarded 1n an 1llustrative rather than a restrictive sense.

What 1s claimed 1s:

1. A method, comprising:

recerving a plurality of digital input 1mages of a same

scene, wherein the plurality of digital input images were
captured at different exposure settings, and wherein the
digital 1mmput 1mages comprise corresponding pixel
arrays; and

generating a new digital 1mage, wherein said generating,

comprises calculating, for each pixel of the new digital

image, a new color value 1n a first color space, wherein

the first color space comprises separate color channels,

and wherein said calculating comprises, for each pixel of

the new digital image:

determining an average color value 1n the first color
space based on averaging, independently for each of
the separate color channels, color values of pixels 1n
said corresponding pixel arrays that correspond to the
pixel of the new digital image;

determining a maximal color saturation value, 1n a sec-
ond color space, of pixels 1n said corresponding pixel
arrays that correspond to the pixel of the new digital
image; and
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modifying said average color value in the first color
space to increase 1ts corresponding color saturation
value 1n the second color space to equal the deter-
mined maximal color saturation value, wherein the
modified average color value 1s the new color value 1n
the first color space for the pixel of the new digital
image.

2. The method of claim 1, wherein the maximal color
saturation value 1s obtained by:

converting color values 1n the first color space to color

saturation values 1n the second color space 1n order to
determine a color saturation value in the second color
space for each one of the pixels in said corresponding
pixel arrays that correspond to the pixel of the new
digital image; and

setting the maximal color saturation value to a largest one

of the determined color saturation values 1n the second
color space.
3. The method of claim 1, wherein said modilying com-
Prises:
converting said average color value 1n the first color space
into a corresponding second-color-space color value;

replacing a color saturation component of said correspond-
ing second-color-space color value with the maximal
color saturation value; and

subsequent to said replacing, converting said correspond-

ing second-color-space color value back into a first-
color-space color value.

4. The method of claim 1, wherein the first color space 1s a
standard red-green-blue color space, and the second color
space 1s a standard hue-saturation-value color space that has
a defined relationship to the standard red-green-blue color
space.

5. The method of claim 1, wherein said generating the new
digital 1mage 1s performed automatically in response to
receiving mput to select the plurality of digital input images.

6. The method of claim 5, further comprising, subsequent
to said generating the new digital image, recerving mput to
modity the selection of digital input images, and 1n response,
automatically repeating said generating the new digital image
using the modified selection of digital input 1images.

7. The method of claim 5, wherein the 1nput to select the
plurality of digital input images 1s recerved via a user intertace
comprising representations of the plurality of digital input
images which are independently selectable and deselectable
via the user interface, and wherein the new digital image 1s
displayed within the user interface.

8. A system, comprising:

a processor; and

a memory coupled to the processor, wherein the memory

stores program 1nstructions executable by the processor
to implement an 1image blending module configured to
perform:
receiving a plurality of digital input images of a same
scene, wherein the plurality of digital input 1mages
were captured at different exposure settings, and
wherein the digital mput 1mages comprise corre-
sponding pixel arrays; and
generating a new digital image, wherein said generating
comprises calculating, for each pixel of the new digi-
tal 1mage, a new color value 1n a first color space,
wherein the first color space comprises separate color
channels, and wherein said calculating comprises, for
cach pixel of the new digital image:
determining an average color value in the first color
space based on averaging, independently for each
of the separate color channels, color values of pix-
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els 1n said corresponding pixel arrays that corre-
spond to the pixel of the new digital image;

determining a maximal color saturation value, in a
second color space, of pixels 1n said corresponding
pixel arrays that correspond to the pixel of the new
digital image; and

moditying said average color value 1n the first color
space to increase 1ts corresponding color saturation
value 1n the second color space to equal the deter-
mined maximal color saturation value, wherein the
modified average color value 1s the new color value
in the first color space for the pixel of the new
digital image.

9. The system of claim 8, wherein the 1image blending
module 1s further configured to obtain the maximal color
saturation value by:

converting color values 1n the first color space to color

saturation values in the second color space 1n order to
determine a color saturation value 1n the second color
space for each one of the pixels in said corresponding
pixel arrays that correspond to the pixel of the new
digital image; and

setting the maximal color saturation value to a largest one

of the determined color saturation values in the second
color space.
10. The system of claim 8, wherein said modilying com-
Prises:
converting said average color value 1n the first color space
into a corresponding second-color-space color value;

replacing a color saturation component of said correspond-
ing second-color-space color value with the maximal
color saturation value; and

subsequent to said replacing, converting said correspond-

ing second-color-space color value back into a first-
color-space color value.

11. The system of claim 8, wherein the image blending
module performs said generating the new digital image auto-
matically 1n response to recerving input to select the plurality
of digital input 1images.

12. The system of claim 11, wherein the image blending
module 1s further configured to perform, subsequent to said
generating the new digital image, recerving input to modity
the selection of digital input 1images, and 1n response, auto-
matically repeating said generating the new digital image
using the modified selection of digital mnput images.

13. The system of claim 11, wherein the input to select the
plurality of digital input images 1s recerved via a user interface
comprising representations of the plurality of digital input
images which are independently selectable and deselectable
via the user interface, and wherein the new digital image 1s
displayed within the user interface.

14. A non-transitory computer-readable storage medium
storing program instructions, wherein the program instruc-
tions are computer-executable to perform:

recerving a plurality of digital input 1mages of a same

scene, wherein the plurality of digital input images were
captured at different exposure settings, and wherein the
digital input 1mages comprise corresponding pixel
arrays; and

generating a new digital 1mage, wherein said generating

comprises calculating, for each pixel of the new digital

image, a new color value 1n a first color space, wherein

the first color space comprises separate color channels,

and wherein said calculating comprises, for each pixel of

the new digital image:

determining an average color value 1n the first color
space based on averaging, independently for each of
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the separate color channels, color values of pixels 1n
said corresponding pixel arrays that correspond to the
pixel of the new digital image;

determining a maximal color saturation value, 1n a sec-
ond color space, of pixels 1n said corresponding pixel
arrays that correspond to the pixel of the new digital
image; and

moditying said average color value in the first color
space to 1crease its corresponding color saturation
value 1n the second color space to equal the deter-
mined maximal color saturation value, wherein the
modified average color value 1s the new color value 1n
the first color space for the pixel of the new digital
image.

15. The non-transitory computer-readable storage medium
of claim 14, wherein the program instructions are computer-
executable to obtain the maximal color saturation value by:

converting color values 1n the first color space to color

saturation values in the second color space 1n order to
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determine a color saturation value in the second color
space for each one of the pixels in said corresponding,
pixel arrays that correspond to the pixel of the new
digital image; and

setting the maximal color saturation value to a largest one
of the determined color saturation values 1n the second
color space.

16. The non-transitory computer-readable storage medium

of claim 14, wherein said modifying comprises:

converting said average color value in the first color space
into a corresponding second-color-space color value;

replacing a color saturation component of said correspond-
ing second-color-space color value with the maximal
color saturation value; and

subsequent to said replacing, converting said correspond-
ing second-color-space color value back into a first-

color-space color value.
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