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(57) ABSTRACT

A Toreground object detection system and method establishes
a background model by reading N frames of a video stream
generated by a camera. The detection system further reads
cach frame of the video stream, detects the pixel value differ-
ence and the brightness value difference for each pair of two
corresponding pixels of two consecutive frames for each of
the N frames of the video stream. In detail, by comparing the
pixel value difference with a pixel threshold and by compar-
ing the brightness value difference with a brightness thresh-
old, the detection system may determine a foreground or
background pixel.

16 Claims, 4 Drawing Sheets
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FOREGROUND OBJECT DETECTION
SYSTEM AND METHOD

BACKGROUND

1. Technical Field

Embodiments of the present disclosure generally relate to
image processing, and more particularly to a foreground
object detection system and method.

2. Description of Related Art

Foreground tracking methods are well known and popu-
larly used 1n monitoring systems. However, changes 1n a
monitored area may be falsely identified as background
objects, such as moving backgrounds (1.e., movement of
leaves on a plant), shadows, highlights, and illumination
changes.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of one embodiment of a fore-
ground object detection system installed 1mn an electronic
device.

FIG. 2 1s a flowchart illustrating one embodiment of a
foreground object detection method using the foreground
object detection system of FIG. 1.

FIG. 3 1s an example illustrating detected foreground
objects.

FI1G. 4 1s a schematic diagram 1llustrating the relationship
between the background model and the temporary back-
ground model.

DETAILED DESCRIPTION

The disclosure 1s illustrated by way of example and not by
way of limitation in the figures of the accompanying drawings
in which like references indicate similar elements. It should
be noted that references to “an” or “one” embodiment 1n this
disclosure are not necessarily to the same embodiment, and
such references mean at least one.

In general, the data “module,” as used herein, refers to logic
embodied 1n hardware or firmware, or to a collection of soft-
ware structions, written 1n a programming language, such
as, for example, Java, C, or assembly. One or more software
instructions in the modules may be embedded 1n firmware,
such as an EPROM. It will be appreciated that modules may
comprise connected logic units, such as gates and tlip-tlops,
and may comprise programmable units, such as program-
mable gate arrays or processors. The modules described
herein may be implemented as either software and/or hard-
ware modules and may be stored in any type of computer-
readable medium or other computer storage device.

FIG. 1 1s a schematic diagram of one embodiment of an
electronic device 1. In the embodiment, the electronic device
1 may include a foreground object detection system 10, a
storage system 20, at least one processor 30, and a display
device 40. The detection system 10 may detect foreground
objects 1n a digital video stream 1ncluding at least one frame.
In some embodiments, the video stream 1s generated by a
camera for monitoring an arca. One or more computerized
codes of the detection system 10 are stored in the storage
system 20 and executed by the at least one processor 30. The
display device 40 1s operable to display the video stream.

In one embodiment, the storage system 20 may be a mag-
netic or an optical storage system, such as a hard disk drive, an
optical drive, or atape drive. The storage system 20 also stores
the video of the area captured by the electronic device 1. The
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display device 40 may be a display screen, such as a liquid
crystal display (LCD) or a cathode-ray tube (CRT) display.

In one embodiment, the detection system 10 includes a
model establishing module 100, an extraction module 102, an
updating module 104, and a monitoring module 106. Each of
the modules 100-106 may be a software program including
one or more computerized instructions that are stored in the
storage system 20 and executed by the processor 30.

The model establishing module 100 establishes a blank
model to recerve a first frame of N frames of a video stream,
and then generates a background model. In the embodiment,
the blank model 1s a blank frame.

The extraction module 102 reads a current frame of the
video stream and then detects a pixel value difference and a
brightness value difference for each pair of two correspond-
ing pixels 1n the background model and the current frame for
cach of the N frames of the video stream.

In some embodiments, 11 both of the pixel value difference
and the brightness value difference are less than or equal to a
pixel threshold and a brightness threshold, respectively, the
pixel 1 the current frame i1s determined as a background
pixel. It 1s understood that values of the pixel threshold and
the brightness threshold may be adjusted. For the background
pixel 1 the current frame, the updating module 104 updates
the background model by adding the background pixel to the
background model. In one example, as illustrated 1n FIG. 3,
the background model (denoted as “A0”) 1s established by
frames 1 to frames (N-2). After background pixels are
detected 1n the frame (N-1), the background model A0 is
updated to be background model Al. For detecting the fore-
ground object of the frame N, the extracting module 102
detects a pixel value difference and a brightness value differ-
ence for each pair of two corresponding pixels in the back-
ground model Al and the frame N.

If any one or two of the pixel value difference and the
brightness value difference are greater than the pixel thresh-
old and the brightness threshold, respectively, the pixel in the
current frame 1s determined as a foreground pixel.

It 1s understood that the extraction module 102 continu-
ously reads each of the N frames of the video stream, and
detects the foreground object 1n each frame of the video
stream by detecting the pixel value difference and the bright-
ness value difference for each pair of two corresponding
pixels of two consecutive frames after the current frame as
mentioned above. The foreground object 1s defined by one or
more foreground pixels.

For example, after the current frame, the extraction module
102 reads a next current frame and detects a pixel value
difference and a brightness value difference for each pair of
two corresponding pixels 1n the background model and the
next current frame. In one example, as illustrated 1n FIG. 3,
the background model (denoted as “A1”") 1s a background
model established by frames 1 to frames (N-1). After detect-
ing a pixel value difference and a brightness value difference
for each pair of two corresponding pixels 1n the background
model Al and the frame N, the background model Al 1s
updated to be background model A2. In addition, the fore-
ground object (1.e., a car) 1s also 1dentified.

Upon determining at least one foreground pixel in the
current frame, foreground pixels 1n the current frame located
in close proximity are determined as one foreground object.
For example, the extracting model 102 reads the frame N and
determines the car, as shown in background model A2 1n FIG.
3, as the foreground object. It 1s understood that one frame
may have one or more foreground objects.

In response to a determination of the foreground object 1n
cach frame of the video stream, the updating module 104
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temporarily stores the foreground object and the background
model as a temporary background model. The monitoring
module 106 detects 11 the foreground object have appeared in
one or more consecutive frames after the current frame for a
determined time period. If the foreground object has appeared
1n one or more consecutive frames after the current frame for
the determined time period, the updating module 104 updates
the background model with the temporary background
model. In some embodiments, the time period may be
adjusted.

As shown 1 FIG. 4, 11 the foreground object has not
appeared 1n one or more consecutive frames after the current
frame for the determined time period, the monitoring module
106 keeps monitoring the temporary background model.

FIG. 2 1s a flowchart illustrating one embodiment of a
foreground object detection method using the detection sys-
tem 10 of FIG. 1. Depending on the embodiment, additional
blocks may be added, others removed, and the ordering of the
blocks may be changed.

In block S1, the model establishing module 100 establishes
a blank model to recerve a first frame of N frames of the video
stream, and then generates a background model. In the
embodiment, the blank model 1s a blank frame.

In block S2, the extraction module 102 reads a current
frame (1.e., a second frame of the N frames of the video
stream) of the video stream and then detects a pixel value
difference and a brightness value difference for each pair of
two corresponding pixels 1n the background model and the
current frame.

In block S3, the extraction module 102 determines whether
the pixel value difference and the brightness value difference
are greater than a pixel threshold and a brightness threshold,
respectively. IT both of the pixel value difference and the
brightness value difference are less than or equal to a pixel
threshold and a brightness threshold, respectively, the tlow
goes to block S4. If any one or two of the pixel value differ-
ence and the brightness value difference are greater than the
pixel threshold and the brightness threshold, respectively, the
flow goes to block S5.

In block S4, the extraction module 102 determines that the
pixel 1n the current frame 1s a background pixel. The updating,
module 104 updates the background model with the back-
ground pixel, and the flow goes to block S9.

In block S5, the extraction module 102 determines that the
pixel 1 the current frame 15 a foreground pixel. Upon deter-
mimng at least one foreground pixel in the current frame,
foreground pixels in the current frame located in close prox-
imity are determined as one foreground object in the current
frame. It 1s understood that one frame may have one or more
than one foreground objects.

In block 56, the updating module 104 temporarly stores
the foreground pixel and the background model as a tempo-
rary background model.

In block 87, the monitoring module 106 monitors the tem-
porary background model, and determines 1 the foreground
object has appeared 1n one or more consecutive frames after
the current frame for a determined time period.

If the foreground object has appeared in one or more con-
secutive frames after the current frame for the determined
time period, 1n block S8, the updating module 104 updates the
background model with the temporary background model.

If the foreground object has not appeared in one or more
consecutive frames after the current frame for the determined
time period, in block S7, the monitoring module 106 keeps
monitoring the temporary background model.

In block S9, the extraction module 102 determines whether
all of the N frames of the video stream have been detected. If
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any one of the N frames has not been detected, the flow returns
to block S3. The extraction module 102 reads a next current
frame and detects a pixel value difference and a brightness
value difference for each pair of two corresponding pixels in
the background model and the next current frame for each of
the N frames of the video stream. If all of the N frames of the
video stream have been detected, the flow ends.

Although certain inventive embodiments of the present
disclosure have been specifically described, the present dis-
closure 1s not to be construed as being limited thereto. Various
changes or modifications may be made to the present disclo-
sure without departing from the scope and spirit of the present
disclosure.

What 1s claimed 1s:

1. A foreground object detection method, the method com-
prising;:

establishing a background model by establishing a blank
model to receive the first frame of N frames of a video
stream generated by a camera;

reading a current frame of the N frames and detecting a
pixel value difference and a brightness value difference
for each pair of two corresponding pixels in the back-
ground model and the current frame for each of the N
frames of the video stream, wherein the current frame 1s
selected 1n sequence from the second frame to the N
frames of the video stream:;

determiming a foreground pixel 1n the current frame upon
the condition that the pixel value difference and the
brightness value difference of the pixel in the current
frame are greater than a pixel threshold and a brightness
threshold, respectively; and

identifying a foreground object in the current frame 1n
accordance with the foreground pixel.

2. The method as described 1n claim 1, further comprising

a storing step aiter the determining step, the storing step
comprising;

temporarily storing the foreground pixel and the back-
ground model as a temporary background model.

3. The method as described 1n claim 2, further comprising:

updating the background model with the temporary back-
ground model upon the condition that the foreground

object has appeared 1n one or more consecutive frames
after the current frame for a determined time period.

4. The method as described 1n claim 2, wherein foreground
pixels i the current frame located in close proximity are
determined as a foreground object.

5. The method as described 1n claim 1, further comprising:

determining a background pixel in the current frame, and
updating the background model by adding the back-
ground pixel to the background model, upon the condi-
tion that both of the pixel value difference and the bright-
ness value difference are less than or equal to a pixel
threshold and a brightness threshold, respectively;

updating the background model by adding the background
pixel to the background model; and

reading a next current frame and detecting a pixel value
difference and a brightness value difference for each pair
of two corresponding pixels in the updated background
model and the next current frame.

6. A foreground object detection system of an electronic

device, the system comprising:

a model establishing module operable to establish a blank
model to recerve a first frame of N frames of a video
stream to generate a background model,

an extraction module operable to read a current frame of
the video stream and detect a pixel value difference and
a brightness value difference for each pair of two corre-
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sponding pixels 1n the background model and the current
frame for each of the N frames of the video stream,
wherein the current frame 1s selected 1n sequence from
the second frame to the N frames of the video stream:;
and

the extraction module further operable to determine a fore-

ground pixel 1n the current frame upon the condition that
the pixel value difference and the brightness value diif-
terence of the pixel 1n the current frame are greater than
a pixel threshold and a brightness threshold, respec-
tively, and to 1dentify a foreground object 1n the current
frame 1n accordance with the foreground pixel.

7. The system as described in claim 6, further comprising,
an updating module operable to temporarily store the fore-
ground pixel and the background model as a temporary back-
ground model.

8. The system as described 1n claim 7, further comprising a
monitoring module operable to detect 1f the foreground object
has appeared 1n one or more consecutive {frames after the
current frame for a determined time period.

9. The system as described in claim 8, wherein the updating
module 1s further operable to update the background model
with the temporary background model 1t the foreground
object has appeared 1n one or more consecutive frames after
the current frame for the determined time period.

10. The system as described 1n claim 7, wherein foreground
pixels 1 the current frame located in close proximity are
determined as a foreground object.

11. The system as described 1n claim 7, wherein the extract-
ing module 1s further operable to determine a background
pixel i the current frame upon the condition that both of the
pixel value difference and the brightness value difference are
less than or equal to a pixel threshold and a brightness thresh-
old, respectively.

12. A non-transitory storage medium having stored thereon
instructions that, when executed by a processor of an elec-
tronic device, cause the electronic device to perform a fore-
ground object detection method, the method comprising:

establishing a background model by establishing a blank

model to recerve the first frame of N frames of a video
stream generated by a camera;

reading a current frame of the N frames and detecting a

pixel value difference and a brightness value difference
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for each pair of two corresponding pixels 1n the back-
ground model and the current frame for each of the N
frames of the video stream, wherein the current frame 1s
selected 1n sequence from the second frame to the N
frames of the video stream:;

determining a foreground pixel 1n the current frame upon

the condition that the pixel value difference and the
brightness value difference of the pixel in the current
frame are greater than a pixel threshold and a brightness
threshold, respectively; and

identifying a foreground object in the current frame 1n

accordance with the foreground pixel.

13. The storage medium as described 1n claim 12, wherein
the method further comprises a storing step aiter the deter-
mining step, the storing step comprising:

temporarily storing the foreground pixel and the back-

ground model as a temporary background model.

14. The storage medium as described 1n claim 13, wherein
the method further comprises:

updating the background model with the temporary back-

ground model upon the condition that the foreground
object has appeared 1n one or more consecutive frames
after the current frame for a determined time period.

15. The storage medium as described 1n claim 13, wherein
foreground pixels 1n the current frame located in close prox-
imity are determined as a foreground object.

16. The storage medium as described in claim 12, wherein
the method further comprises:

determining a background pixel in the current frame, and

updating the background model by adding the back-
ground pixel to the background model, upon the condi-
tion that both of the pixel value difference and the bright-

ness value difference are less than or equal to a pixel
threshold and a brightness threshold, respectively;

updating the background model by adding the background
pixel to the background model; and

reading a next current frame and detecting a pixel value
difference and a brightness value difference for each pair
of two corresponding pixels in the updated background
model and the next current frame.
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