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1
EQUALIZER AND EQUALIZATION METHOD

TECHNICAL FIELD

The present imnvention relates to equalizers and, more par-
ticularly, to an equalizer and a equalization method for equal-
1zing nonlinear distortion.

BACKGROUND ART

The combined use of a partial response linear waveform
equalizer circuit and Viterb: decoding 1s effective to decode a
reproduction signal detected from an optical disk properly.
This 1s indicated 1n, for example, High-Definition DVD (HD
DVD)-ROM Part 1 (physical specification) published by
DVD Forum. A disk control circuit in an optical disk player
compatible with the standard rotates an optical disk at a
predetermined rotation speed. An optical pickup reads a
reproduction signal recorded on the optical disk. The repro-
duction signal 1s amplified by a preamplifier and amplified by
an AGC circuit to a predetermined amplitude.

Further, the reproduction signal 1s subject to A/D conver-
s10n, subject to wavetform equalization by a linear waveform
equalizer circuit, and decoded by Viterbi decoding. As a
result, image data and music data recorded on the optical disk
are reproduced. As the recording density of an optical disk 1s
increased, nonlinear distortion in the reproduced waveform 1s
increased so that a linear wavetorm equalizer circuit alone 1s
not sufficient to reduce distortion. For this reason, a nonlinear
wavelorm equalizer circuit 1s used to reduce nonlinear dis-
tortion. A neural network 1s used to implement a nonlinear
wavelorm equalizer circuit (see, for example, patent docu-

ment 1).
[patent document No. 1] JP 10-106158

Problem to be Solved by the Invention

Generally, 1t 1s necessary to run a learning process in
advance using a known traiming signal in order to allow a
neural network to perform a desired operation. For example,
a training signal 1s recorded at a predetermined location on an
optical disk. An output corresponding to the training signal 1s
used as a teacher signal to determine coellicients in the neural
network. Thus, since a training signal 1s recorded on an opti-
cal disk, the use efficiency of the optical disk 1s reduced. The
coellicients remain fixed once the learning process 1s com-
pleted. It 1s therefore difficult to track varnation in the char-
acteristics of a reproduction wavetorm within the plane of the
optical disk. It 1s also difficult for the related-art approach to
tack variation 1n power of a recorder used to record data 1n an
optical disk. Thus, there 1s a need to adaptively reduce linear
distortion and adaptively reduce nonlinear distortion in a
reproduction signal resulting from improvement in the
recording density or variation in the recording power, without
using a training signal.

The present mvention addresses the 1ssue and a purpose
thereol 1s to provide a technology of reducing nonlinear dis-
tortion 1n a reproduction signal resulting from improvement
in the recording density or variation in the recording power,
without using a training signal.

Means to Solve the Problem

An equalizer addressing the alorementioned problem com-
prises: a linear equalizer unit configured to sequentially sub-
ject a signal to be processed to linear equalization; a tempo-
rary decision unit configured to sequentially subject a signal
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2

subjected to linear equalization by the linear equalizer unit to
temporary decision; and a nonlinear equalizer unit configured
to dertve a plurality of coelficients using a signal subjected to
temporary decision by the temporary decision unit as a
teacher signal and sequentially subject a signal subjected to
linear equalization by the linear equalizer unit to nonlinear
equalization based on the plurality of coelficients.

According to the embodiment, the result of temporary
decision on a linear equalization signal 1s used as a teacher
signal so that the coellicients for nonlinear equalization can
be derived without using a training signal.

The temporary decision unit may perform temporary deci-
sion according to a partial response rule. Since temporary
decision 1n compliance with the partial response rule 1s per-
formed 1n this case, the system 1s compatible with a partial
response process.

The equalizer may further comprise: a delay unit config-
ured to delay a signal subjected to nonlinear equalization by
the nonlinear equalizer unit. The delay unit may delay the
signal for a duration commensurate with the difference
between processing delay 1n the temporary decision unit and
processing delay 1n the nonlinear equalizer unit, and the non-
linear equalizer unit may derive the plurality of coefficients
based on the difference between a signal delayed by the delay
umit and a signal subjected to temporary decision by the
temporary decision unit. In this case, the signal 1s delayed for
a duration commensurate with the difference between the
processing delay 1n the temporary decision unit and the pro-
cessing delay in the nonlinear equalizer unit. Therefore, the
timing of the delayed signal and the timing of the temporary
decision signal can be aligned.

The nonlinear equalizer unit may derive a plurality of new
coellicients when the difference grows larger than a threshold
value. In this case, since a plurality of new coellicients are
derived when divergence i1s detected, degradation in the
equalization characteristics 1s mitigated.

Another embodiment of the present invention relates to an
equalization method. The method may comprise: sequen-
tially subjecting a signal to be processed to linear equaliza-
tion; sequentially subjecting a signal subjected to linear
equalization to temporary decision; and deriving a plurality of
coellicients using a signal subjected to temporary decision as
a teacher s1ignal and sequentially subjecting a signal subjected
to linear equalization to nonlinear equalization based on the
plurality of coellicients.

Another embodiment of the present invention relates to an
equalizer. The equalizer comprises: an input unit configured
to sequentially receive a signal to be processed; a linear equal-
1zer unit configured to sequentially subject the signal input to
the input unit to linear equalization; an adaptive nonlinear
equalizer unit configured to sequentially subject the signal
input to the mput unit to nonlinear equalization in parallel
with the linear equalization by the linear equalizer unit; an
adder unit configured to add a signal subjected to nonlinear
equalization by the nonlinear equalizer unit and a signal sub-
jected to linear equalization by the linear equalizer unit; and
a temporary decision unit configured to sequentially subject a
signal resulting from the addition 1n the adder unit to tempo-
rary decision. The adaptive nonlinear equalizer unit derives a
plurality of coetlicients using a signal subjected to temporary
decision by the temporary decision unit as a teacher signal
and performs nonlinear equalization based on the plurality of
coellicients.

According to the embodiment of the present 1mvention,
linear equalization and nonlinear equalization are performed
in parallel, the linear equalization signal and the nonlinear
equalization signal are added, and the result of subjecting the
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sum signal to temporary decision 1s used as a teacher signal.
Theretore, the coelficients for nonlinear equalization can be
derived without using a training signal.

The linear equalizer unit and the nonlinear equalizer unit
may share a multistage tap. In this case, the circuit scale 1s
prevented from increasing since a multistage tap 1s shared.

The temporary decision unit may perform temporary deci-
sion according to a partial response rule. Since temporary
decision in compliance with the partial response rule is per-
formed 1n this case, the system 1s compatible with a partial
response process.

The equalizer may further comprise: a decision unit con-
figured to determine whether the plurality of coellicients 1n
the adaptive nonlinear equalizer unit converge. Unless the
decision unit determines that convergence takes place, the
adder unit may output the signal subjected to linear equaliza-
tion by the linear equalizer unit to the temporary decision unit
and output a signal resulting from the addition to the tempo-
rary decision unit aiter the decision unit determines that con-
vergence takes place. In this case, the nonlinear equalization
signal 1s not output to the temporary decision unit until the
coellicients for nonlinear equalization converge so that deg-
radation of precision of a temporary decision signal 1s miti-
gated.

The equalizer may further comprise: a first delay unit con-
figured to delay a signal subjected to linear equalization by
the linear equalizer unit; and a second delay unit configured to
delay a signal subjected to nonlinear equalization by the
adaptive nonlinear equalizer unit. The first delay unit may
delay the signal for a duration commensurate with processing
delay in the temporary decision unit, the second delay unit
may delay the signal for a duration commensurate with pro-
cessing delay in the temporary decision umt, the adaptive
nonlinear equalizer unit may derive a plurality of coeflicients
based on a difference between a signal subjected to temporary
decision by the temporary decision unit and a sum of a signal
delayed by the first delay unit and a signal delayed by the
second delay unit, and the linear equalizer unit may perform
linear equalization using a plurality of coetlicients, derive the
plurality of coellicients based on a difference between a sig-
nal subjected to temporary decision by the temporary deci-
s1on unit and a signal delayed by the first delay unmit until the
decision unit determines that convergence takes place, and
derive the plurality of coefficients based on a difference
between a signal subjected to temporary decision by the tem-
porary decision unit and a sum of a signal delayed by the first
delay unit and a signal delayed by the second delay unit after
the decision unit determines that convergence takes place. In
this case, since the nonlinear equalization signal 1s not used to
derive the coetficients for linear equalization until the coetfi-
cients for nonlinear equalization converge, degradation 1n
precision of deriving the coelficients 1s mitigated.

The equalizer may further comprise: an adder unit config-
ured to add a signal subjected to linear equalization by the
linear equalizer unit and a signal subjected to nonlinear equal-
1zation by the nonlinear equalizer unit; and a delay unit con-
figured to delay a signal output from the adder. The delay unit
may delay the signal for a duration commensurate with pro-
cessing delay 1in the temporary decision unit, and the adaptive
nonlinear equalizer unit may derive the plurality of coetii-
cients based on a difference between a signal delayed by the
delay unit and a signal subjected to temporary decision by the
temporary decision unit, and the linear equalizer may perform
linear equalization using a plurality of coetficients and use
fixed values are as the plurality of coelfficients. According to
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this vanation, the stability of the equalization process 1s
improved since the coelfficients for linear equalization are
fixed.

The adaptive nonlinear equalizer unit may derive a plural-
ity of new coellicients when divergence of the plurality of
coellicients 1s detected. In this case, since a plurality of new
coellicients are dertved when divergence 1s detected, degra-
dation 1n the equalization characteristics 1s mitigated.

Still another embodiment of the present invention relates to
an equalization method. The method comprises: sequentially
subjecting an input signal to linear equalization; sequentially
subjecting the iput signal to nonlinear equalization 1n paral-
lel with the linear equalization; adding a signal subjected to
nonlinear equalization and a signal subjected to linear equal-
1ization; and sequentially subjecting a signal resulting from
the addition to temporary decision. The subjecting of the
input signal to nonlinear equalization comprises dertving a
plurality of coetlicients using a signal subjected to temporary
decision as a teacher signal and performing nonlinear equal-
1zation based on the plurality of coellicients.

Optional combinations of the aflorementioned constituting,
clements, and implementations of the invention 1n the form of
methods, apparatuses, systems, recording mediums and com-
puter programs may also be practiced as additional modes of
the present invention.

Advantage of the Present Invention

According to the invention, nonlinear distortion in a repro-
duction signal resulting from improvement in the recording
density or variation in the recording power can be reduced
without using a training signal.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows the configuration of a reproduction device
according to the first embodiment of the present invention;

FIG. 2 shows the configuration of the processing unit of
FIG. 1;

FIG. 3 shows the configuration of the linear equalizer unit
of FIG. 2;:

FIG. 4 shows the configuration of the nonlinear equalizer
unit of FIG. 2;

FIG. 5 shows the configuration of the temporary decision
unit of FIG. 2;

FIG. 6 shows state transition occurring when the temporary
decision unit of FIG. 5 1s compatible with a partial response
(1,2,2,2,1);

FIG. 7 also shows another state transition occurring when
the temporary decision unit of FIG. 5 1s comparable with a
partial response (1,2,2,2,1);

FIG. 8 shows the configuration of the branch metric opera-
tion unit of FIG. 5;

FIG. 9 shows the configuration of the path memory unit of
FIG. §;

FIG. 10 shows the data structure of a table stored in the
identifier unit of FIG. 5;

FIG. 11 1s a flowchart showing the procedure of deriving
coellicients 1n the nonlinear equalizer unit of FIG. 2;

FIGS. 12A and 12B are histograms of the output signals
trom the related-art reproduction device and the reproduction
device of FIG. 1, respectively;

FIG. 13 shows the configuration of the processing unit
according to the second embodiment of the present invention;

FIG. 14 shows the configuration of the linear equalizer unit

of FIG. 13;
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FIG. 15 shows the configuration of the nonlinear equalizer
unit of FIG. 13;

FI1G. 16 shows the configuration of the Viterbi decoder unit
of FIG. 13;

FI1G. 17 shows state transition occurring when the Viterbi
decoder unit of FIG. 16 1s compatible with a partial response
(1,2,2,2,1);

FIG. 18 shows another state transition occurring when the
Viterb1 decoder unit of FIG. 16 1s compatible with a partial
response (1,2,2,2,1);

FIG. 19 shows the configuration of the branch metric
operation unit of FIG. 16;

FI1G. 20 shows the configuration of the path memory unit of
FIG. 16;

FIG. 21 shows the data structure of a table stored in the
identifier unit of FIG. 16;

FI1G. 22 1s a flowchart showing the procedure of addition in
the adder unit of FIG. 13;

FI1G. 23 1s a flowchart showing the procedure for genera-
tion in the equalization error generation umt of FIG. 13;

FI1G. 24 1s a flowchart showing the procedure of dertving,
coellicients 1n the nonlinear equalizer unit of FIG. 13;

FIG. 25 shows the configuration of the equalization pro-
cessing unit according to the third embodiment; and

FIG. 26 shows the configuration of the processing unit
according to a variation of the present ivention.

BEST MODE FOR CARRYING OUT TH.
INVENTION

L1

First Embodiment

A summary of the present invention will be given before
describing the mvention 1n specific detail. The first embodi-
ment of the present invention relates to a reproduction device
adapted to reproduce a signal recorded on a recording
medium such as an optical disk, equalizes the signal thus
reproduced (hereinafter, referred to as “reproduction signal™)
according to the partial response method, and decodes the
equalization signal. As described belore, increase i the
recording capacity of optical disks results 1n nonlinear distor-
tion that cannot be removed by a linear wavetorm equalizer
alfecting a reproduction signal more severely. A neural net-
work as a nonlinear equalizer 1s useful to remove nonlinear
distortion. This will, however, require using a training signal
for learning to take place and to converge an error. The repro-
duction device according to this embodiment executes the
processes as described below in order to reduce nonlinear
distortion of a reproduction signal without using a training
signal.

The reproduction device 1s configured such that a linear
wavelorm equalizer 1s provided 1n a stage preceding and in
series with a nonlinear wavetorm equalizer. The reproduction
device 1s also configured such that an equalization signal from
the linear waveform equalizer (hereinaifter, referred to as “lin-
car equalization signal™) 1s fed to the nonlinear wavelorm
equalizer and an equalization signal from the nonlinear wave-
form equalizer (hereinafter, referred to as “nonlinear equal-
ization signal”) 1s then fed to a Viterbi decoder. The linear
equalization signal 1s also fed to a temporary decision unit and
subject to temporary decision by the temporary decision unit.
The signal subjected to temporary decision (heremafiter,
referred to as “temporary decision signal™) 1s fed to the linear
wavelorm equalizer and the nonlinear wavelorm equalizer as
a teacher signal. The linear wavetform equalizer and the non-
linear wavetorm equalizer derive tap coelficients based on the
teacher signal and perform an equalization process.
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6

The nonlinear waveform equalizer may comprise, for
example, a neutral network. However, the configuration
described above allows learning in the neural network to take
place without using a training signal. The linear waveform
equalizer and the nonlinear waveform equalizer require the
use of the linear equalization signal, the nonlinear equaliza-
tion signal, and the temporary decision signal to derive tap
coellicients. However, the linear equalization signal, the non-
linear equalization signal, and the temporary decision signal
differ from each other in the output timing. In order to align
the timing, the reproduction device 1s configured to delay the
linear equalization signal and the nonlinear equalization sig-
nal before deriving tap coellicients.

FIG. 1 shows the configuration of a reproduction device
100 according to the first embodiment of the present inven-
tion. The reproduction device 100 includes an optical disk 10,
an optical disk driver unit 12, an optical pickup 14, a pream-
plifier 16, an AGC unit 18, a phase locked loop (PLL) unit 20,
an A/D converter unit 22, a processing unit 24, and a control
unit 26.

The optical disk 10 1s a recording medium configured to be
detachable from the reproduction device 100. The optical
disk 10 may be any of various types of medium including CD,
DVD, BD, HD, and HD DVD. The discussion here concerns
an optical disk 10 in which nonlinear distortion 1s large
enough to affect reproduction. The optical disk driver unit 12
1s a motor for rotating the optical disk 10 at a predetermined
rotation speed. The optical pickup 14 reads a signal subject to
processing {rom the optical disk 10 and subjects the read
signal to photoelectric conversion and amplification. The
resultant signal represents the “reproduction signal”. The
optical pick 14 outputs the reproduction signal to the pream-
plifier unit 16.

The preamplifier unit 16 amplifies the reproduction signal
and the AGC unit 18 amplifies the reproduction signal from
the preamplifier unit 16 to a predetermined amplitude. The
AGC unit 18 outputs the amplified reproduction signal to the
PLL unit 20. The PLL umt 20 detects clocks from the repro-
duction signal. The A/D converter unit 22 subjects the repro-
duction signal to analog-to-digital conversion on the basis of
the clocks detected by the PLL unit 20. The processing unit 24
performs an equalization process and a decoding process on
the reproduction signal subjected to analog-to-digital conver-
s1on (hereinafter, also referred to as “reproduction signal™) 1n
the A/D converter unit 22. The detail of the processing unit 24
will be described later.

The configuration 1s implemented, 1n hardware, by any
CPU of a computer, a memory, or other LSIs and, 1n soitware,
by a program or the like loaded ito the memory. FIG. 2
depicts functional blocks implemented by the cooperation of
hardware and software. Therefore, 1t will be obvious to those
skilled 1n the art that the functional blocks may be imple-
mented 1n a variety of manners by hardware only, software
only, or a combination of thereof.

FIG. 2 shows the configuration of the processing unit 24.
The processing unit 24 comprises a linear equalizer unit 44, a
first delay unit 32, a temporary decision unit 30, a nonlinear
equalizer unit 46, a second delay unit 34, a first adder unit 40,
a second adder unit 42, and a Viterb1 decoding unit 38. The
processing unit 24 also includes an error signal for linear
equalization (linear equalization error signal) 300, an error
signal for nonlinear equalization (nonlinear equalization
error signal) 302, and a temporary decision signal 306.

The reproduction signal sampled according to bit clocks 1n
the A/D converter umit 22 of FIG. 1 1s sequentially input to the
linear equalizer unit 44. The linear equalizer unit 44 sequen-
tially subjects the mput reproduction signal to linear equal-
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ization. The linear equalizer unit 44 comprises a transversal
filter. The linear equalizer unit 44 delays the reproduction
signal using a multistage tap, multiplies outputs from the
multistage tap by a plurality of tap coellicients, and adds the
multiplied results. The result of addition represents the linear
equalization signal mentioned above. The linear equalizer
unit 44 receives the linear equalization error signal 300 from
the first adder unit 40 described later and derives a plurality of
tap coellicients based on the linear equalization error signal
300. For derivation of the plurality of tap coelficients, an
adaptive algorithm such as least mean square (LMS) algo-
rithm 1s used. The linear equalizer unit 44 outputs the linear
equalization signal to the first delay umit 32, the temporary
decision unit 30, and the nonlinear equalizer unit 46.

The nonlinear equalizer unit 46 receives the linear equal-
ization signal from the linear equalizer unit 44 and sequen-
tially subjects the linear equalization signal to nonlinear
equalization. The nonlinear equalizer umit 46 comprises a
neutral network. The result of nonlinear equalization by the
nonlinear equalizer unit 46 represents the aforementioned
nonlinear equalization signal. The nonlinear equalizer unit 46
receives the nonlinear equalization error signal 302 from the
second adder unit 42 described later and derives a plurality of
tap coelficients used in the neural network based on the non-
linear equalization error signal 302. Since the nonlinear
equalization error signal 302 1s created based on the differ-
ence between the delayed signal from the second delay unit
34 and the temporary decision signal 306, 1t can be said that
the nonlinear equalizer unit 46 derives the plurality of coet-
ficients using the temporary decision signal as a teacher sig-
nal. The nonlinear equalizer unit 46 outputs the nonlinear
equalization signal to the second delay unit 34 and the Viterbi
decoding unit 38.

The Viterb1 decoding unit 38 recerves the nonlinear equal-
ization signal from the linear equalizer unit 46 and subjects
the nonlinear equalization signal to Viterbi decoding. The
Viterb1 decoding unit 38 includes a branch metric operation
circuit configured to compute a branch metric from the non-
linear equalization signal, a path metric operation circuit con-
figured to compute a path metric by cumulatively adding
branch metrics clock by clock, and a path memory configured
to select and store a data sequence giving the smallest path
metric as the most likely candidate sequence. The path
memory stores a plurality of candidate sequences and selects
the candidate sequence 1n accordance with a selection signal
from the path metric operation circuit. The selected candidate
sequence 1s output as a data sequence.

The temporary decision unit 30 receives the linear equal-
ization signal from the linear equalizer unit 44 and sequen-
tially performs temporary decision on the linear equalization
signal by subjecting the linear equalization signal to Viterbi
decoding. The temporary decision unit 30 1s configured 1n the
same way as the Viterb1 decoding unit 38. The path memory
stores a plurality of candidate sequences and performs tem-
porary decision according to a partial response rule by refer-
ring to a selection signal from the path metric operation
circuit. More specifically, the temporary decision unit 30
temporarily decides the level of an output in response to
predetermined input bits occurring when partial response
equalization 1s performed normally, and outputs the tempo-
rarily decided level 1n response to the mput bits as the tem-
porary decision signal 306. The memory length of the tem-
porary decision unit 30 1s configured to be ditlerent from that
of the Viterb1 decoding umt 38. For example, 1f the path
memory length of the Viterbi decoding unit 38 1s 64 bits, the
path memory length of the temporary decision unit 30 1s 24
bits or 32 bits.
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The first delay unit 32 receives the linear equalization
signal from the linear equalizer unit 44. After delaying the
linear equalization signal, the first delay unit 32 outputs the
delayed linear equalization signal (hereinafter, referred to as
“linear equalization signal” or “delayed signal™) to the first
adder unit 40. The first delay unit 32 delays the signal for a
duration commensurate with the processing delay 1n the tem-
porary decision unit 30. In other words, the timing of the
temporary decision signal 306 output from the temporary
decision unit 30 and the timing of the linear equalization
signal from the linear equalizer unit 44 are aligned 1n the first
adder unit 40. The first delay unit 32 comprises a latch circuit
driven by bit clocks. The first adder unit 40 receives the linear
equalization signal from the first delay unit 32 and the tem-
porary decision signal 306. The first adder unit 40 generates
the linear equalization error signal 300 based on the ditfer-
ence between the linear equalization error and the temporary
decision signal 306. For example, the linear equalization error
signal 300 1s derived by subtracting the temporary decision
signal 306 from the linear equalization error. The first adder
unit 40 outputs the linear equalization error signal 300 to the
linear equalizer unmt 44.

The second delay unit 34 receives the nonlinear equaliza-
tion signal from the nonlinear equalizer unit 46. After delay-
ing the nonlinear equalization signal, the second delay unit 34
outputs the delayed nonlinear equalization signal (hereinat-
ter, referred to as “nonlinear equalization signal” or “delayed
signal”) to the second adder unit 42. The second delay unit 34
delays the signal for a duration commensurate with the dii-
ference between the processing delay in the temporary deci-
s1ion unit 30 and the processing delay in the nonlinear equal-
1zer unit 46. The second adder unit 42 generates the nonlinear
equalization error signal 302 based on the difference between
the nonlinear equalization signal from the second delay umit
34 and the temporary decision signal 306. For example, the
nonlinear equalization error signal 302 1s dertved by subtract-
ing the temporary decision signal 306 from sum of nonlinear
equalization errors. The second adder unit 42 outputs the
nonlinear equalization error signal 302 to the nonlinear equal-
1zer unit 46.

The nonlinear equalizer unit 46 derives a plurality of coet-
ficients based on the nonlinear equalization error signal 302.
In other words, the nonlinear equalizer unit 46 uses the tem-
porary decision signal 306 as a teacher signal. The nonlinear
equalizer unit 46 monitors convergence of the plurality of tap
coellicients 1n the nonlinear equalizer unit 46 by computing
an 1ntegrated value, which i1s a sum obtained by sequentially
adding square values of the nonlinear equalization error sig-
nal 302. In other words, the nonlinear equalizer unit 46 deter-
mines that the plurality of tap coetlicients converge when the
integrated value of the nonlinear equalization error signal 302
drops below a threshold value. When the integrated value,
which 1s a sum of square values of the nonlinear equalization
error signal 302, grows larger than the threshold value again
subsequent to the determination of convergence, the nonlin-
car equalizer unit 46 determines that the plurality of tap
coellicients of the nonlinear equalizer unit 46 diverge. In this
process, the nonlinear equalizer unit 46 derives new tap coet-
ficients.

FIG. 3 shows the configuration of the linear equalizer unit
44. The linear equalizer unit 44 includes a multistage tap 50
and a linear processing unit 52. The multistage tap 30 includes
a first delay tap 54a, a second delay tap 345, a third delay tap
54c, and an N-th delay tap 54», which are generically referred
to as a delay tap 34. The linear processing unit 52 includes a
first multiplier unit 564, a second multiplier unit 365, a third
multiplier unit 56¢, and an N+1 multiplier unit 56»+1, which
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are generically referred to as multiplier units 56, a tap coet-
ficient derrvation unit 58, and an integration unit 60.

The multistage tap 50 1s formed by connecting a plurality
of delay taps 54 serially. More specifically, the first delay tap
54a recerves the reproduction signal, delays the signal, and
outputs the reproduction signal again. The second delay tap
54b receives the reproduction signal from the first delay tap
54a, delays the signal, and outputs the reproduction signal.
The third through N-th delay taps 54¢-54n perform the same
process. The mput to the delay tap 54 and the output there-
from provide output signals from the multistage tap 30. For
example, when four delay taps 54 are provided, there are five
output signals. These output signals are output to the multi-
plier unit 56.

The multiplier unit 56 receives an output signal from the
delay tap 54 and also receives the tap coellicient from the tap
coellicient dertvation unit 58. The tap coellicient 1s dertved 1n
association with the corresponding output signal. The multi-
plier unit 56 multiplies the output signal by the tap coelficient.
The multiplier unit 56 outputs the result of multiplication to
the mtegration unit 60. The integration unit 60 determines an
integrated value, which 1s a result of sequentially adding the
results of multiplication from the multiplier unit 56. The
integrated value resulting from the addition represents the
linear equalization signal mentioned before. The integration
unit 60 outputs the linear equalization signal. The tap coeti-
cient derrvation unit 38 receives the linear equalization error
signal 300. The tap coellicient derivation unit 58 uses the
linear equalization error signal 300 and the results of multi-
plication in the multiplier unit 56 to control the plurality of tap
coellicients such that the reproduction signal matches the
partial response characteristics. By using an adaptive algo-
rithm such as the LMS algorithm to derive tap coetlicients,
the linear equalization error signal 300 1s controlled to be
small. The LMS algorithm 1s a publicly known technology
and the description thereof 1s omitted.

FI1G. 4 shows the configuration of the nonlinear equalizer
unit 46. The nonlinear equalizer unmit 46 includes a multistage
tap 70 and a nonlinear processing unit 72. The multistage tap
70 includes a first delay tap 74a, a second delay tap 745, and
an N-th delay tap 74», which are generically referred to as a
delay tap 74. The nonlinear processing umit 72 includes an
11-th multiplier unit 76aa, a 12-th multiplier unit 76ab, a
1 M-th multiplier unit 76am, a 21-th multiplier unit 76ba, a
22-th multiplier unit 7655, a 2M-th multiplier unit 76bm, an
(N+1)1-th multiplier unit 76(z+1)a, a (N+1)2-th multiplier
unit 76(z+1)b, an (N+1)M-th multiplier unit 76(z+1)m,
which are generically referred to as a multiplier unit 76, a first
integration unit 78a, a second integration unit 785, an M-th
integration unit 78, which are generically referred to as an
integration unit 78, a first function operation unit 80a, a
second function operation unit 805, an M-th functional opera-
tion unit 80, which are generically referred to as a function
operation unit 80, a first multiplier unit 82a, a second multi-
plier unit 8256, an M-th multiplier unit 822, which are generi-
cally referred to as a multiplier unit 82, an integration unit 84,
a Tunction operation unit 86, and a tap coellicient derivation
unit 88.

The nonlinear equalizer unit 46 1s configured as a three-
layer perceptron neural network as 1llustrated. The input layer
represents the multistage tap 70, the hidden layer represents
the Tunction operation unit 80, and the output layer represents
the function operation unit 86. The multistage tap 70 1s
formed by connecting a plurality of delay taps 74 serially.
More specifically, the first delay tap 74a receives the linear
equalization signal, delays the signal, and outputs the linear
equalization signal. The second delay tap 74b receives the
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linear equalization signal from the first delay tap 74a, and
outputs the linear equalization signal. The N-th delay tap 74
performs a similar process. The input to the delay tap 74 and
the output therefrom provide output signals from the multi-
stage tap 70. These output signals are output to the multiplier
76.

The multiplier 76 multiplies the output signal from the
multistage tap 70 by the tap coelficient from the tap coetii-
cient dertvation unit 88. More specifically, the IJ-th multiplier
unit 76ij generates a result of multiplication U(1,7) by multi-
plying the 1-th output signal S(1) from the start of the multi-
stage tap 70 by the tap coetlicient W1(i,j). The integration unit
78 performs 1ntegration by sequentially adding the results of
multiplication by the multiplier units 76. To describe it 1n
more specific terms, the J-th integration unit 787 generates an
integration result V(1) by cumulatively adding the multiplica-
tion results U(1,7), U(2.1), U(3,1), . .. Um+1,3). The function
operation unit 80 substitutes the integration result V(3) 1n the
integration unit 78 into a sigmoid function. The sigmoid
function 1s given as follows.

Jx)=(1-exp(-ax))/(1+exp(-ax))

The integration result V() 1s substituted mnto x of expres-
sion 1. The result of operation 1n the J-th function operation
unit 80/ 1s denoted by X(j), which represents the output from
the hidden layer.

The multiplier 82 multiplies the result of operation 1n the
function operation unit 80 by the tap coetlicient from the tap
coellicient dervation umit 88. To describe 1t 1n more specific
terms, the J-th multiplier unit 82; generates the result of
operation Y (j) by multiplying the result of operation X(3) 1n
the J-th function operation unit 80; by the tap coefficient
W2(j). The integration unit 84 performs integration by
sequentially adding the results of multiplication 1n the multi-
plier units 82. The results of multiplication 1n all multiplier
units 82 are integrated to generate a result of integration Z.
The function operation unit 86 substitutes the result of 1nte-
gration 1n the mtegration unit 84 into a sigmoid function. In
this case, the integration result Z 1s substituted into x of
expression 1. The result of operation 1n the function operation
unit 86 represents the output from the output layer and the
nonlinear equalization signal mentioned above.

The tap coetlicient derivation unit 88 derives the tap coet-
ficients W1(i,j) and W2(j) used 1n the multiplier units 76 and
the multiplier units 82, respectively. A random value or a
value close convergence 1s defined as an 1nitial value of W1(3,

(expression 1)

7)and W2(j). Like the tap derivation unit 58 of FI1G. 3, the tap

coellicient dertvation unit 88 updates W1(i,j) and W2(j) using
the LMS algornthm. W1(i,j) and W2(;) are learned by back
propagation. The square value of the nonlinear equalization
error signal 302 1s given as follows.

E=(4-D)* (expression 2)

where A denotes the linear equalization signal and D
denotes the temporary decision signal 306. In other words,
A-D represents the nonlinear equalization error signal 302.
The tap coetlicient dertvation unit 88 controls W1(i,7) and
W2(j) so that E 1s minimized. The result of back propagation
in the output layer 1s given as follows.

(QE)/(SY())=~f(X(7))x2(4-D})

The tap coellicient derivation unit 88 updates the tap coel-
ficient W2(j) as follows.

W2(7)=W2() o1~ €xX(QEY (OW2(}))

where W2(j)_, ,denotes the tap coelficient W2(j) occurring
at the immediately preceding point of time. Meanwhile, back
propagation in the hidden layer 1s given as follows.

(expression 3)

(expression 4).
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The tap coetlicient dertvation unit 88 updates the tap coet-
ficient W1(i,j) as follows.

(expression 3)

W1(i j)=W1({i ), ,.—ex(CEY(OW1(ij)) (expression 6)

where W1(i,j)_, , denotes the tap coellicient W1(i,j) occur-
ring at the immediately preceding point of time.

FIG. 5 shows the configuration of the temporary decision
unit 30. The temporary decision umt 30 includes a branch
metric operation unit 90, a path memory umt 92, and an
identifier unit 96. The temporary decision unit 30 also
includes a selection signal SEL. The branch metric operation
unit 90 performs branch metric operation and path metric
operation based on the linear equalization signal from the
linear equalizer unit 44 (not shown). For this purpose, the
branch metric operation umt 90 includes the branch metric
operation circuit and the path metric operation circuit men-
tioned above. As mentioned above, the embodiment uses the
partial response method. Before describing the configuration
of the temporary decision unit 30, state transition according to
the partial response method will be described.

FI1G. 6 shows state transition occurring when the temporary
decision unit 30 1s compatible with a partial response (1,2,2,
2,1). In the partial response (1,2,2,2,1), the amplitude 1s
accommodated within the range of +4. Given that four bits
form a single combination, ten states from S0 to S9 are
defined 1n accordance with the value included 1n the combi-
nation. The state makes a transition as illustrated depending
on the bit value subsequently input. For example, when the bat
value “1” 1s mput 1n the state S0, transition to the state S1
takes place. The figure shows values 1n the format “x/y”
adjacent to the arrows, where x denotes an 1nput bit value and
y denotes a temporary decision value 1n response to the 5 bits
including a new bit value added to the original state. FIG. 7
shows state transition occurring when the temporary decision
unit 30 1s compatible with a partial response (1,2,2,2,1). FIG.
7 shows states occurring at two successive points of time,
where each state 1s the same as the state shown 1n FIG. 6.

FIG. 8 shows the configuration of the branch metric opera-
tion unit 90. The branch metric operation unit 90 includes a
first adder unit 110a, a second adder unit 11054, a third adder
unit 110¢, a fourth adder unit 1104, a fitth adder unit 110e, a
sixth adder unit 110/, a seventh adder unit 110g, an eighth
adder unit 110/, a ninth adder unit 110:, a tenth adder unit
1105, an eleventh adder unit 1104, a twelfth adder unit 110/, a
thirteenth adder unit 110#:, a fourteenth adder unit 1107, a
fifteenth adder unit 1100, a sixteenth adder unit 110p, which
are generically referred to as an adder unit 110, a first square
circuit 112a, a second square circuit 1125, a third square
circuit 112¢, a fourth square circuit 1124, a fifth square circuit
112¢, a sixth square circuit 112/, a seventh square circuit
1129, an eighth square circuit 112/, a ninth square circuit
112:, a tenth square circuit 1127, an eleventh square circuit
1124, a twellth square circuit 112/, a thirteenth square circuit
112, a fourteenth square circuit 1127, a fifteenth square
circuit 1120, a sixteenth square circuit 112p, which are

generically referred to as a square circuit 112, a first ACS
circuit 114a, a second ACS circuit 11454, a third ACS circuit

114c, a fourth ACS circuit 114d, a fifth ACS circuit 114e, a
sixth ACS circuit 114/, which are generically referred to as an
ACS circuit 114, a first adder 1164, a second adder 1165, a
third adder 116c¢, and a fourth adder 1164, which are generi-
cally referred to as an adder 116. The branch metric operation
unit 90 also includes a O-th selection signal SEL0, a first
selection signal SELL1, a second selection signal SEL2, a
seventh selection signal SEL7, an eighth selection signal
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SEL8, and a ninth selection signal SEL9, which are generi-
cally referred to as a selection signal SEL.
The adder unit 110 subtracts a predetermined target value

from the linear equalization signal. The square circuit 112
computes a square of the result of subtraction 1n the adder unit
110. The ACS circuit 114 performs a metric operation by
subjecting the square value from the square circuit 112 to
addition, comparison, and selection. The ACS circuit 114
outputs a O-th selection signal SELO0, a first selection signal
SEL1, a second selection signal SEL2, a seventh selection
signal SEL7, an eight selection signal SELS8, a ninth selection
signal SEL9, as the result of metric operation. Some square
values are not input to the ACS circuit 114 due to the partial
response characteristics. Such square values are subject to
addition in the adder unit 116. Reference 1s made back to FIG.
5.

The path memory unit 92 receives a selection signal SEL
from the branch metric operation unmt 90 and stores a path as
determined by the selection signal SEL. FIG. 9 shows the
configuration of the path memory unit 92. The path memory
umit 92 includes an eleventh memory 120aa, a twellitl
memory 120ab, a thirteenth memory 120ac, a fourteent
memory 120ad, a fifteenth memory 120ae, a sixteent
memory 120qf, a seventeenth memory 120ag, an eighteent
memory 120a/, a nmineteenth memory 120qi, a 110-th
memory 120qj, atwenty first memory 12054, a twenty second
memory 120566, a twenty third memory 120bc, a twenty
fourth memory 12054, a twenty fifth memory 120be, a twenty
sixth memory 1205/, a twenty seventh memory 120bg, a
twenty eighth memory 1205/, a twenty ninth memory 12051,
a 210-th memory 12057, an (L+1)1-th memory 120(/+1)a, an
(L+1)2-th memory 120(/+1)b, an (L+1)3-th memory 120(/+
1)c, an (L+1)4-th memory 120(/+1)d, an (L+1)3-th memory
120(/+1)e, an (L+1)6-th memory 120(/+1)f, an (L+1)7-th
memory 120(/+1)g, an (L+1)8-th memory 120(/+1)h, an
(L+1)9-th memory 120(/+1 )1, an (L+1)10-th memory 120(/+
1)1, which are generically referred to as a memory 120, an
eleventh selector unit 122aa, a twelfth selector unit 122ab, a
thirteenth selector unit 122ac¢, a fourteenth selector unit
122ad, a fifteenth selectorunit 122ae, a sixteenth selector unit
122af, an L1-th selector unit 1221a, an L2-th selector unit
12215, an [.3-th selector unit 1221¢, an [.4-th selector unit
1221d, an L.5-th selector unit 1221e, an [.6-th selector unit
12217, which are generically referred to as a selector umit 122,
and a majority decision unit 124.

A total of L+1 memories 120 store a single path and ten
paths are stored 1n association with ten states shown 1n FIGS.
6 and 7. The selector unit 122 selects one of the paths 1n
accordance with a selection signal SEL. The selected path
represents a surviving path. The majority decision unit 124
receives the bit values stored in the (L+1)1-th memory 120
(/+1)a through the (L+1)10-th memory 120(/+1); and per-
forms majority decision. The majority decision unit 124 out-
puts the result of selection. Reference 1s made back to FIG. 5.
The 1dentifier unit 96 receives the selected value from the
majority decision unit 124 (not shown) and stores the selected
value 1n a latch. The 1dentifier 96 selects a single combination
from the selected values occurring at five points of time
including those in the past. When a new selected value 1s input
to the 1dentifier unit 96, the selected value most remote 1n the
past 1s removed from the combination, updating the combi-
nation.

FIG. 10 shows the data structure of a table stored 1n the
identifier unit 96. As illustrated, the table includes a memory
value field 200, a b(k) field 202, a b(k-1) field 204, a b(k-2)
field 206, a b(k-3) field 208, a b(k—4) field 210, and a tem-

porary decision output field 212. b(k) represents the selected
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value most recently mput, b(k-1) represents the selected
value input at an immediately preceding point of time, b(k—4)
represents the selected value input at a point of time four steps
in the past. As mentioned belore, the values are stored 1n a
latch. The b(k) field 202 through the b(k—4) field 210 indicate
a combination that the selected values stored 1n the latch may
take. The memory value field 200 contains a memory value
corresponding to the value that can be taken. The temporary
decision output field 212 contains a temporary decision value
corresponding to the value that can be taken. For example,
given that the content of a path memory 1s “00000”, a tem-
porary decision value of “-4" 1s stored 1n the field 212. In the
case of “00001”°, a temporary decision value of “-3”1s stored.
Reference 1s made back to FIG. 5. The identifier unit 96
identifies a temporary decision value corresponding to the
combination by referring to the table shown 1n FIG. 10. The
identifier unit 96 outputs the temporary decision value as the
temporary decision signal 306.

A description will be given of the operation of the repro-
duction device 100 having the configuration described above.
FIG. 11 1s a flowchart showing the procedure of deriving
coellicients in the nonlinear equalizer umit 46. Even after the
magnitude of the nonlinear equalization error signal 302 has
converged, the nonlinear equalizer unit 46 continues to derive
the magnitude of the nonlinear equalization error signal 302.
When the magnitude grows larger than the threshold value (Y
in S40), the nonlinear equalizer unit 46 derives new tap coet-
ficients (S42). When the magnitude does not grow larger than
the threshold (N 1n S40), the process 1s terminated.

FIGS. 12A and 12B are histograms of the output signals
trom the related-art reproduction device and the reproduction
device 100 of FIG. 1, respectively. FIG. 12 A 1s a histogram of
a signal equalized by the related-art linear wavelorm equal-
izer. The bit error rate in this case is 1.1x107%. Meanwhile,
FIG. 12B 1s a histogram of a signal equalized by the repro-
duction device 100. As mentioned above, the target values are
nine values 1n the partial response (1, 2, 2, 2, 1) characteristic.
The bit error rate in this case is 1.5x107*. It is estimated that
degradation in characteristics in related-art linear waveform
equalizers 1s due to nonlinear components included 1n the
wavelorm and the resultant failure to converge to Viterbi
target values.

According to the embodiment of the present invention, the
result of temporary decision of a linear equalization signal 1s
used as a teacher signal so that a temporary decision signal
can be used as a teacher signal instead of a training signal.
Since a temporary decision 1s used as a teacher signal 1instead
of atraining signal, the coelficients for nonlinear equalization
can be derived without using a training signal. Since the
coellicients for nonlinear equalization can be derived without
using a training signal, nonlinear equalization can be per-
tformed without using a training signal. Since the coelfficients
for nonlinear equalization can be derived without using a
training signal, nonlinear distortion in the reproduction signal
resulting from improvement in the recording density or varia-
tion 1n the recording power can be adaptively reduced without
using a training signal.

Since temporary decision in compliance with the partial
response rule 1s performed, the system 1s compatible with a
partial response process. The signal 1s delayed for a duration
commensurate with the difference between the processing
delay 1n the temporary decision unit and the processing delay
in the nonlinear equalizer unit. Therefore, the timing of the
nonlinear equalization signal and the timing of the temporary
decision signal can be aligned. Since the timing of the non-
linear equalization signal and the timing of the temporary
decision signal are aligned, precision in estimating the tap
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coellicients for nonlinear equalization can be improved. Fur-
ther, since a plurality of new coelficients are derived when
divergence of the nonlinear equalization error signal 1is
detected, degradation 1n the equalization characteristics 1s
mitigated.

Second Embodiment

A summary of the present invention will be given before
describing the invention in specific detaill. The second
embodiment of the present invention relates to a reproduction
device adapted to reproduce a signal recorded on a recording
medium such as an optical disk, equalizes the signal thus
reproduced (hereinaiter, referred to as “reproduction signal™)
according to the partial response method, and decodes the
equalization signal. As described before, increase in the
recording capacity of optical disks results in nonlinear distor-
tion that cannot be removed by a linear waveform equalizer
alfecting a reproduction signal more severely. A neural net-
work as a nonlinear equalizer 1s useful to remove nonlinear
distortion. This will, however, require using a traiming signal
for learning to take place and to converge an error. The repro-
duction device according to this embodiment executes the
processes as described below in order to reduce nonlinear
distortion of a reproduction signal without using a training
signal.

The reproduction device 1s configured such that a linear
wavelorm equalizer 1s provided parallel with a nonlinear
wavelorm equalizer. A reproduction signal 1s supplied to both
equalizers. The reproduction device 1s also configured such
that an equalization signal from the linear waveform equal-
izer (hereinatter, referred to as “linear equalization signal™) 1s
synthesized with an equalization signal from the nonlinear
wavelorm equalizer to produce a synthesized signal, and the
synthesized signal (hereinatter, referred to as “sum signal™) 1s
then fed to a Viterbi decoder. The Viterbi decoder functions as
a temporary decision unit of the present invention configured
to sequentially subject the sum signal to temporary decision.
The signal subjected to temporary decision by the Viterbi
decoder (heremaftter, referred to as “temporary decision sig-
nal”) 1s fed to the linear wavetorm equalizer and the nonlinear
wavelorm equalizer as a teacher signal. The linear waveform
equalizer and the nonlinear wavetorm equalizer derive tap
coellicients based on the teacher signal and perform an equal-
1zation process. The nonlinear wavelorm equalizer may com-
prise, for example, a neutral network. Therefore, learning in
the neural network takes place without using a training signal.

In order to achieve an adaptive operation using a combina-
tion of the linear wavetform equalizer comprising a transver-
sal filter and the nonlinear wavetform equalizer comprising a
neural network, the reproduction device further performs the
following process. Generally, 1t takes a longer period of time
for tap coelficients to converge in a nonlinear waveform
equalizer than 1n a linear wavelform equalizer. In order to
prevent unstable operation prior to convergence in a neural
network, the reproduction device momitors the situation of
convergence of learning 1n the neural network. If convergence
1s not 1dentified, the linear equalization signal 1s output to the
Viterb1 decoder 1nstead of the sum signal. The linear wave-
form equalizer and the nonlinear wavetform equalizer require
the use of the linear equalization signal, the nonlinear equal-
1zation signal, and the temporary decision signal to derive tap
coellicients. However, the linear equalization signal, the non-
linear equalization signal, and the temporary decision signal
differ from each other in the output timing. In order to align
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the timing, the reproduction device 1s configured to delay the
linear equalization signal and the nonlinear equalization sig-
nal.

An embodiment of the present invention will be described 1n
the following.

FI1G. 13 shows the configuration of the processing unit 24.
The processing unit 24 comprises an equalization processing
unit 1030, a first delay unmit 1032, a second delay unit 1034, an
adderunit 1036, a Viterbi decoding unit 1038, an equalization
error generation unit 1040, and a decision unit 1042. The
equalization processing unit 1030 comprises a linear equal-
1izer unit 1044 and a nonlinear equalizer unmit 1046. The equal-
1zation error generation unit 1040 and the nonlinear equalizer
unit 1046 are grouped into an adaptive nonlinear equalizer
unit 1048. The processing unit 24 also includes an error signal
for linear equalization (linear equalization error signal) 1300,
an error signal for nonlinear equalization (nonlinear equal-
ization error signal) 1302, and a temporary decision signal
1306. According to the embodiment of the present invention,
the Viterb1 decoder 1038 functions as a temporary decision
unit according to the present invention configured to sequen-
tially subject a signal produced by addition by the adder unit

1036 to temporary decision. Alternatively, a temporary deci-
s10n unit may be provided separately from the Viterbi decoder
unit 1038.

The reproduction signal sampled according to bit clocks in
the A/D converter unit 22 of FIG. 1 1s sequentially input to the
linear equalizer unit 1044 and the nonlinear equalizer unit
1046. The linear equalizer unit 1044 sequentially subjects the
input reproduction signal to linear equalization. The linear
equalizer unit 1044 comprises a transversal filter. The linear
equalizer unit 1044 delays the reproduction signal using a
multistage tap, multiplies outputs from the multistage tap by
a plurality of tap coetlicients, and adds the multiplied results.
Theresult of addition represents the linear equalization signal
mentioned above. The linear equalizer unit 1044 recerves the
linear equalization error signal 1300 from the error signal
generation unit 1040 described later and derives a plurality of
tap coellicients based on the linear equalization error signal
300. For derivation of the plurality of tap coelficients, an
adaptive algorithm such as least mean square (LMS) algo-
rithm 1s used. The linear equalizer unit 1044 outputs the linear
equalization signal to the equalization error generation unit
1044 via the first delay unit 1032.

The nonlinear equalizer umit 1046 sequentially subjects the
reproduction signal to nonlinear equalization in parallel with
linear equalization by the linear equalizer 1044. The nonlin-
car equalizer unit 1046 comprises a neutral network. The
result of nonlinear equalization by the nonlinear equalizer
unit 1046 represents the alorementioned nonlinear equaliza-
tion signal. The nonlinear equalizer unit 1046 recerves the
nonlinear equalization error signal 1302 from the equaliza-
tion error generation unit 1040 described later and derives a
plurality of tap coetlicients used 1n the neural network based
on the nonlinear equalization error signal 1302. Since the
nonlinear equalization error signal 1302 1s created based on
the difference between the temporary decision signal and a
sum of the delayed signal from the first delay unit 1032 and
the delayed signal from the second delay unit 1034, it can be
said that the nonlinear equalizer unit 1046 derives the plural-
ity ol coellicients using the temporary decision signal as a
teacher signal. The nonlinear equalizer unit 1046 outputs the
nonlinear equalization signal to the equalization error gen-
cration unit 1040 via the second delay unit 1034 and also
outputs the nonlinear equalized signal to the adder unit 1036
bypassing the second delay unit 1034.
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The first delay unit 1032 receives the linear equalization
signal from the linear equalizer unit 1044. After delaying the
linear equalization signal, the first delay unit 1032 outputs the
delayed linear equalization signal (hereinafter, referred to as
“linear equalization signal” or “delayed signal”) to the equal-
ization error generation unit 1040. The first delay unit 1032
delays the signal for a duration commensurate with the pro-
cessing delay 1n the Viterb: decoder unit 1038 required for
temporary decision. In other words, the timing of the tempo-
rary decision signal 1306 reaching the Viterbi decoder umit
1038 from the linear equalizer unit 1044 and output from the
Viterb1 decoder unit 1038, and the timing of the linear equal-
1zation signal from the linear equalizer unit 1044 are aligned
in the first delay unit 1032. The first delay unit 1032 com-
prises a latch circuit driven by bit clocks. The second delay
unit 1034 recerves the nonlinear equalization signal from the
nonlinear equalizer unit 1046. After delaying the nonlinear
equalization signal, the second delay unit 1034 outputs the
delayed nonlinear equalization signal (hereinafter, referred to
as “‘nonlinear equalization signal” or “delayed signal”) to the
equalizer error generation unit 1040. Like the first delay unit
1032, the second delay unit 1034 delays the signal for a
duration commensurate with the processing delay 1n the Vit-
erbi decoder unit 1038 required for temporary decision.

The adder unit 1036 receives the linear equalization signal
from the linear equalizer unit 1044 and the nonlinear equal-
ization signal from the nonlinear equalizer unit 1046. The
adder unit 1036 produces the sum signal by adding the linear
equalization signal and the nonlinear equalization signal. The
adder umit 1036 outputs the sum signal to the Viterbi decoder
unmt 1038. The Viterb1 decoding unit 1038 receives the sum
signal from the linear adder unit 1036 and subjects the sum
signal to Viterbi decoding. The Viterb1 decoding unit 1038
includes a branch metric operation circuit configured to com-
pute a branch metric from the sum signal, a path metric
operation circuit configured to compute a path metric by
cumulatively adding branch metrics clock by clock, and a
path memory configured to select and store a data sequence
giving the smallest path metric as the most likely candidate
sequence. The path memory stores a plurality of candidate
sequences and selects the candidate sequence 1n accordance
with a selection signal from the path metric operation circuit.
The selected candidate sequence 1s output as a data sequence.

The Viterb1 decoder unit 1038 sequentially performs tem-
porary decision on the sum signal by subjecting the data
sequence stored in the path memory to temporary decision
according to a partial response rule. In other words, the Vit-
erbi decoder umit 1038 subjects one of the candidate
sequences stored 1n the path memory to a temporary decision
operation using a predetermined number of bits. More spe-
cifically, the Viterb1 decoder umit 1038 temporarily decides
the level of an output in response to predetermined mput bits
occurring when partial response equalization 1s performed
normally, and outputs to the equalization error generation unit
1040 the temporarily decided level 1n response to the input
bits as the temporary decision signal 1306. Temporary deci-
s1on may not only be performed on the ultimate result 1n the
path memory but may be performed on a candidate sequence
in the path memory occurring in the middle of the selection.
For example, 1f the path memory length 1s 64 bits, temporary
decision may be performed on one of the candidate sequences
occurring at the 24-th bit or the 32-th bat.

The equalization error generation umt 1040 receives the
linear equalization signal from the first delay unit 1032, the
nonlinear equalization signal from the second delay umit
1034, and the temporary decision signal 1306 from the Viterbi
decoder unit 1038. As mentioned before, the timing of these
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signals 1s aligned. The equalization error generation unit 1040
generates the linear equalization error signal 1300 based on
the difference between the temporary decision signal 1306
and a sum of the linear equalization error and the nonlinear
equalization signal. For example, the linear equalization error
signal 1300 1s dertved by computing a sum of the linear
equalization error and the nonlinear equalization signal and
then subtracting the temporary decision signal 1306 from
sum. The equalization error generation unit 1040 generates
the nonlinear equalization error signal 1302 based on the
difference between the temporary decision signal 1306 and
the sum of the linear equalization error and the nonlinear
equalization signal. For example, the nonlinear equalization
error signal 1302 1s dertved by computing a sum of the linear
equalization error and the nonlinear equalization signal and
then subtracting the temporary decision signal 1306 from
sum. The equalization error generation unit 1040 outputs the
linear equalization error signal 1300 to the linear equalizer
unit 1044 and outputs the nonlinear equalization error signal
1302 to the nonlinear equalizer unit 1046.

The nonlinear equalizer unit 1046 updates a plurality of
coellicients of the neural network based on the nonlinear
equalization error signal 1302. The operation of the nonlinear
equalizer unit 1046 1s unstable until the tap coetficients con-
verge. As a result, the likelihood of the data sequence output
from the Viterbi decoder unit 1038 being 1n error 1s increased.
It 1s therefore not desirable to feed the sum signal to the
Viterb1 decoder unit 1038 belfore convergence takes place. To
address this 1ssue, the decision unit 1042 determines on con-
vergence of a plurality of tap coeflicients 1n the nonlinear
equalizer unit 1046. More specifically, the decision unit 1042
integrates the square values of the nonlinear equalization
error signal 1302 by cumulatively adding the values for a
certain period of time. In other words, the decision umt 1042
compares the integrated value with a threshold value and
determines that convergence occurs when the integrated
value drops below the threshold value. If the integrated value
1s larger than the threshold value, the decision unit 1042
determines that convergence does not take place. The deci-
s1ion unit 1042 outputs the result of decision to the adder unit
1036 and the equalization error generation unit 1040. The
decision result indicates whether convergence takes place.

Unless the decision unit 1042 determines that convergence
takes place, 1.e., 11 1t 1s determined that convergence does not
take place, the adder unit 1036 outputs the linear equalization
signal from the linear equalizer unit 1044 to the Viterbi
decoder umit 1038 without outputting the aforementioned
sum signal to the Viterbi decoder unit 1038. Meanwhile, 11 the
decision unit 1042 determines that convergence takes place,
the sum unit 1036 outputs the sum signal to the Viterbi
decoder unit 1038 as described above. In other words, the
linear equalization signal 1s output to the Viterbi decoder unit
1038 until convergence occurs. Once convergence occurs 1n
the neural network, the sum signal 1s output to the Viterbi
decoder unit 1038. This mitigates adverse effects from the
nonlinear equalization signal.

Until the decision unit 1042 determines that convergence
takes place, the equalization error generation unit 1040 gen-
crates the linear equalization error signal 1300 based on the
difference between the linear equalization signal and the tem-
porary decision signal 1306 and without using the nonlinear
equalization signal. The equalization error generation unit
1040 causes the linear equalizer unit 1044 to derive a plurality
ol tap coelficients based on the linear equalization error signal
1300. Meanwhile, when the decision unit 1042 determines
that convergence takes place, the equalization error genera-
tion unit 1040 operates as described above. Further, the equal-
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1ization error generation unit 1040 generates the nonlinear
equalization error signal 1302 based on the difference
between the temporary decision signal 1306 and the sum of
the linear equalization signal and the nonlinear equalization
signal irrespective of the result of decision by the decision
umt 1042. This will also mitigates adverse effects from the
nonlinear equalization signal. When the integrated value,
which 1s a sum of square values of the nonlinear equalization
error signal 1302, grows larger than the threshold value again
subsequent to the determination of convergence, the decision
unmt 1042 determines that the plurality of tap coetlicients of
the nonlinear equalizer unit 1046 diverge. In this process, the
decision unit 1042 causes the nonlinear equalizer unit 1046 to
derive new tap coellicients. When the integrated value drops
reaches a predetermined convergence value or lower, the non-
linear equalizer unit 1046 may merely stops updating the
plurality of tap coeflicients.

If the neural network can 1mitially be configured with tap
coellicients close to convergence values, the sum signal pro-
duced by adding the linear equalization signal to the nonlin-
car equalization signal may be output to the Viterbi decoder
unit 1038 from the start. Determination that the nonlinear
equalization error signal 1302 takes place may not be made
when the integrated value reaches the threshold value or
below but may be made when a predetermined period of time
has elapsed.

FIG. 14 shows the configuration of the linear equalizer unit
1044. The linear equalizer unit 1044 includes a multistage tap
1050 and a linear processing unit 1052. The multistage tap
1050 includes a first delay tap 1054a, a second delay tap
10545, a third delay tap 1054¢, and an N-th delay tap 10354z,
which are generically referred to as a delay tap 1054. The
linear processing umt 1052 includes a first multiplier unit
10564, a second multiplier unit 10565, a third multiplier unit
1056¢, and an N+1 multiplier unit 1056#»+1, which are generi-
cally referred to as multiplier units 1056, a tap coelficient
derivation unit 1058, and an integration unit 1060.

The multistage tap 1050 1s formed by connecting a plural-
ity of delay taps 1054 serially. More specifically, the first
delay tap 1054a receives the reproduction signal, delays the
signal, and outputs the reproduction signal again. The second
delay tap 10545 recerves the reproduction signal from the first
delay tap 1034a, delays the signal, and outputs the reproduc-
tion signal. The third through N-th delay taps 1054¢-1054#
perform the same process. The input to the delay tap 1054 and
the output therelfrom provide output signals from the multi-
stage tap 1050. For example, when four delay taps 1054 are
provided, there are five output signals. These output signals
are output to the multiplier 1056.

The multiplier umit 10356 receives an output signal from the
delay tap 1054 and also receives the tap coelilicient from the
tap coelficient dervation unit 1038. The tap coelficient 1s
derived 1n association with the corresponding output signal.
The multiplier unit 1056 multiplies the output signal by the
tap coellicient. The multiplier unit 1056 outputs the result of
multiplication to the mtegration unit 1060. The integration
unmt 1060 determines an integrated value, which 1s a result of
sequentially adding the results of multiplication from the
multiplier unit 1056. The itegrated value resulting from the
addition represents the linear equalization signal mentioned
betore. The integration unit 1060 outputs the linear equaliza-
tion signal. The tap coellicient dertvation unit 1058 receives
the linear equalization error signal 1300. The tap coelficient
derivation unit 1058 uses the linear equalization error signal
1300 and the results of multiplication 1n the multiplier unit
1056 to control the plurality of tap coelficients such that the
reproduction signal matches the partial response characteris-
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tics. By using an adaptive algorithm such as the LMS algo-
rithm to derive tap coellicients, the linear equalization error
signal 1300 1s controlled to be small. The LMS algorithm 1s a
publicly known technology and the description thereof 1s
omitted.

FI1G. 15 shows the configuration of the nonlinear equalizer
unit 1046. The nonlinear equalizer unit 1046 includes a mul-
tistage tap 1070 and a nonlinear processing unit 1072. The
multistage tap 1070 includes a first delay tap 1074a, a second
delay tap 1074b, and an N-th delay tap 1074», which are
generically referred to as a delay tap 1074. The nonlinear
processing umt 1072 includes an 11-th multiplier umt
1076aa, a 12-th multiphier umt 1076ab, a 1M-th multiplier
unit 1076am, a 21-th multiplier unit 107654, a 22-th multi-
plier unit 107655, a 2M-th multiplier unit 10765, an (N+1)
1 -th multiplier unit 1076(z+1)a, a (N+1)2-th multiplier unit
1076(n+1)b, an (N+1)M-th multiplier unit 1076(z+1)m,
which are generically referred to as a multiplier unit 1076, a
first integration unit 1078qa, a second integration unit 10785,
an M-th integration unit 1078, which are generically
referred to as an integration unit 1078, a first function opera-
tion umt 1080a, a second function operation unit 10805, an
M-th functional operation unit 1080#:, which are generically
referred to as a function operation unit 1080, a first multiplier
unit 10824, a second multiplier unit 10825, an M-th multi-
plier unit 1082#2, which are generically referred to as a mul-
tiplier unit 1082, an integration unit 1084, a function opera-
tion unit 1086, and a tap coellicient dertvation unit 1088.

The nonlinear equalizer unit 1046 1s configured as a three-
layer perceptron neural network as 1llustrated. The input layer
represents the multistage tap 1070, the lhudden layer repre-
sents the function operation unit 1080, and the output layer
represents the function operation unit 1086. The multistage
tap 1070 1s formed by connecting a plurality of delay taps
1074 senally. More specifically, the first delay tap 1074q
receives the reproduction signal, delays the signal, and out-
puts the reproduction signal again. The second delay tap
10745 recerves the reproduction signal from the first delay tap
10744, delays the signal, and outputs the reproduction signal.
The N-th delay tap 1074» performs a similar process. The
input to the delay tap 1074 and the output therefrom provide
output signals from the multistage tap 1070. These output
signals are output to the multiplier 1076.

The multiplier 1076 multiplies the output signal from the
multistage tap 1070 by the tap coelficient from the tap coet-
ficient derivation unit 1088. More specifically, the 1J-th mul-
tiplier unit 1076ij generates a result of multiplication U(1,1) by
multiplying the 1-th output signal S(1) from the start of the
multistage tap 1070 by the tap coellicient W1(i,j). The inte-
gration unit 1078 performs integration by sequentially adding
the results of multiplication by the multiplier unmits 1076. To
describe 1t 1n more specific terms, the J-th integration unit
1078; generates an integration result V(3) by cumulatively
adding the multiplication results U(1,1), U(2.,1), U3B,1), . . .
U(n+1.7). The function operation unit 1080 substitutes the
integration result V(3) m the itegration unit 1078 into a
sigmoid function. The sigmoid function 1s given as follows.

fix)=(1-exp(—ax) )/ (1+exp(—0x)) (expression 7)

The integration result V(3) 1s substituted into x of expres-
sion 7. The result of operation 1n the J-th function operation
unit 1080/ 1s denoted by X(3), which represents the output
from the hidden layer.

The multiplier 1082 multiplies the result of operation in the
function operation unit 1080 by the tap coetlicient from the
tap coetlicient dertvation unit 1088. To describe it 1n more
specific terms, the J-th multiplier unit 1082/ generates the
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result of operation Y (3) by multiplying the result of operation
X(1) 1in the J-th function operation unit 1080; by the tap
coellicient W2(7). The integration unit 1084 performs inte-
gration by sequentially adding the results of multiplication by
the multiplier units 1082. The results of multiplication 1n all
multiplier units 1082 are integrated by cumulative addition to
generate a result of integration 7. The function operation unit
1086 substitutes the result of integration in the integration
unit 1084 1nto a sigmoid function. In this case, the integration
result Z 1s substituted into x of expression 7. The result of
operation 1n the function operation unit 1086 represents the
output from the output layer and the nonlinear equalization
signal mentioned above.

The tap coellicient derivation unit 1088 derives the tap
coellicients W1(i,j) and W2(j) used in the multiplier units
1076 and the multiplier units 1082, respectively. A random
value or a value close convergence 1s defined as an 1nitial
value of W1(i,7) and W2(;). Like the tap dertvation unit 1058
of FIG. 14, the tap coelficient dertvation unit 1088 updates
WI1(i,j) and W2(j) using the LMS algorithm. W1(i,j) and
W2(j) are learned by back propagation. The square value of
the nonlinear equalization error signal 1302 1s given as fol-
lows.

E=(4-D)? (expression &)

where A denotes the sum of the linear equalization signal
and the nonlinear equalization signal, and D denotes the
temporary decision signal 1306. In other words, A-D repre-

sents the nonlinear equalization error signal 1302. The tap
coellicient dertvation unit 1088 controls W1(i,7) and W2(j) so

that E 1s minimized. The result of back propagation 1n the
output layer 1s given as follows.

(SE)/(QX (7))~ (¥(j))x2(4-D})

The tap coellicient derivation unit 1088 updates the tap coet-
ficient W2(j) as follows.

W2(j)=W2(j) 1~ €x(SE)/ (OWV2(f))

where W2(j)_, ,denotes the tap coeflicient W2(j) occurring
at the immediately preceding point of time. Meanwhile, back
propagation in the hidden layer 1s given as follows.

(QE)/(QU )~ (U17))x(QE)/ QX)) x W2(j)

The tap coellicient derivation unit 1088 updates the tap
coellicient W1(i,j) as follows.

(expression 9)

(expression 10).

(expression 11)

W1(i j))=W1(ij) . —ex(CEY(OW1(ij)) (expression 12)

where W1(i,j)_, , denotes the tap coefficient W1(i,j) occur-
ring at the immediately preceding point of time.

FIG. 16 shows the configuration of the Viterbi1 decoder unit
1038. The Viterbi decoder unit 1038 includes a branch metric
operation unit 1090, a path memory unit 1092, a majority
decision unit 1094, and an identifier unit 1096. The Viterbi
decoder umit 1038 also includes a selection signal SEL and a
bit signal 1304. The branch metric operation unit 1090 per-
forms branch metric operation and path metric operation
based on the linear equalization signal or the sum signal
(hereinafter, generically referred to as “sum signal”) from the
adder unit 1036 (not shown). For this purpose, the branch
metric operation unit 1090 includes the branch metric opera-
tion circuit and the path metric operation circuit mentioned
above. As mentioned above, the embodiment uses the partial
response method. Before describing the configuration of the
Viterb1 decoder unit 1038, state transition according to the
partial response method will be described.

FIG. 17 shows state transition occurring when the Viterbi
decoder unmit 1038 1s compatible with a partial response (1,2,
2.2,1). In the partial response (1,2,2,2,1), the amplitude 1s
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accommodated within the range of +4. Given that four bits
form a single combination, ten states from S0 to S9 are
defined 1n accordance with the value included in the combi-
nation. The state makes a transition as illustrated depending
on the bit value subsequently input. For example, when the bat
value “1” 1s iput 1n the state S0, transition to the state S1
takes place. The figure shows values 1n the format “x/y”
adjacent to the arrows, where x denotes an 1nput bit value and
y denotes a temporary decision value 1n response to the 5 bits
including a new bit value added to the orniginal state. FIG. 18
shows state transition occurring when the Viterbi decoder unit
1038 1s compatible with a partial response (1,2,2,2,1). FIG.
18 shows states occurring at two successive points of time,
where each state 1s the same as the state shown 1n FI1G. 17.
FIG. 19 shows the configuration of the branch metric
operation unit 1090. The branch metric operation unit 1090
includes a first adder unit 1110a, a second adder unit 11105,
a third adder unit 1110¢, a fourth adder unit 11104, a fifth
adder unit 1110e, a sixth adder unit 1110/, a seventh adder
unit 1110g, an eighth adder unit 1110/%, a ninth adder umit
1110:, a tenth adder unit 1110/, an eleventh adder unit 11104,
a twelfth adder unit 1110/, a thirteenth adder unit 11102, a
fourteenth adder unit 1110#, a fifteenth adder unit 11100, a
sixteenth adder unit 1110p, which are generically referred to
as an adder umt 1110, a first square circuit 11124, a second
square circuit 11125, a third square circuit 1112¢, a fourth
square circuit 11124, a fifth square circuit 1112, a sixth
square circuit 1112/, a seventh square circuit 1112¢, an eighth
square circuit 1112/, a ninth square circuit 1112i, a tenth
square circuit 11127, an eleventh square circuit 11124, a
twelfth square circuit 1112/, a thirteenth square circuit
1112m, a fourteenth square circuit 11127, a fifteenth square
circuit 11120, a sixteenth square circuit 1112p, which are

generically referred to as a square circuit 1112, a first ACS
circuit 1114a, a second ACS circuit 11145, a third ACS circuit

1114c¢, a fourth ACS circuit 11144, a fifth ACS circuit 1114e,
a s1xth ACS circuit 1114/, which are generically referred to as
an ACS circuit 1114, a first adder 11164, a second adder
11165, a third adder 1116¢, and a fourth adder 11164, which
are generically referred to as an adder 116. The branch metric
operation unit 90 also includes a 0-th selection signal SELO,
a first selection signal SEL1, a second selection signal SEL2,
a seventh selection signal SEL7, an eighth selection signal
SEL8, and a ninth selection signal SEL9, which are generi-
cally referred to as a selection signal SEL.

The adder unit 1110 subtracts a predetermined target value
from the sum signal. The square circuit 1112 computes a
square of the result of subtraction in the adder umit 1110. The
ACS circuit 1114 performs a metric operation by subjecting,
the square value from the square circuit 1112 to addition,
comparison, and selection. The ACS circuit 1114 outputs a
0-th selection signal SELQ, a first selection signal SEL1, a
second selection signal SEL2, a seventh selection signal
SEL7, an eight selection signal SEL8, a ninth selection signal
SEL9, as the result of metric operation. Some square values
are not mput to the ACS circuit 1114 due to the partial
response characteristics. Such square values are subject to
addition in the adder unit 1116.

FI1G. 20 shows the configuration of the path memory unit
1092. The path memory unit 1092 recerves a selection signal
SEL from the branch metric operation unit 1090 and stores a
path as determined by the selection signal SEL. FIG. 20
shows the configuration of the path memory unit 1092. The
path memory unit 1092 includes an eleventh memory
1120aa, a twelith memory 1120ab, a thirteenth memory
1120ac, a fourteenth memory 1120ad, a fifteenth memory
1120ae, a sixteenth memory 1120qaf, a seventeenth memory
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1120ag, an eighteenth memory 11204/, a nineteenth memory
1120ai, a 110-th memory 1120qj, a twenty first memory
1120ba, a twenty second memory 11200b, a twenty third
memory 1120bc¢, a twenty fourth memory 112054, a twenty
fifth memory 1120be, a twenty sixth memory 11205/, a
twenty seventh memory 1120bg, a twenty eighth memory
11205/, a twenty ninth memory 11205, a 210-th memory
112057, an (L+1)1-th memory 1120(/+1)a, an (L+1)2-th
memory 1120(/+1)b, an (L+1)3-th memory 1120(/+1)c, an
(L+1)4-th memory 1120(/+1)d, an (L+1)5-th memory 1120
(/+1)e, an (L+1)6-th memory 1120(/+1)f, an (L+1)7-th
memory 1120(/+1)g, an (L+1)8-th memory 1120(/+1)h, an
(L+1)9-th memory 1120(/+1 )1, an (L+1)10-th memory 1120
(/+1)1, which are generically referred to as a memory 1120, an
eleventh selector unit 1122aa, a twelith selector unit 1122ab.,
a thirteenth selector unit 1122ac, a fourteenth selector unit
1122ad, a fifteenth selector unit 1122ae, a sixteenth selector
unmt 11224f, an L1-th selector unit 112214, an L.2-th selector
unit 112215, an [.3-th selector unit 11221¢, an [.4-th selector
unit 112214, an [.5-th selector unit 11221e, an 1.6-th selector
umt 112217, which are generically referred to as a selector
unmit 1122, and a majority decision unit 1124.

A total of L+1 memories 1120 store a single path and ten
paths are stored 1n association with ten states shown 1n FIGS.
17 and 18. The selector unit 1122 selects one of the paths 1n
accordance with a selection signal SEL. The selected path
represents a surviving path. The majority decision unit 1124
receives the bit values stored 1n the (L+1)1-th memory 1120
(/+1)a through the (L+1)10-th memory 1120(/+1); and per-
forms majority decision. The bit value selected by majority
decision represents a decoding result. The majority decision
unmit 1124 outputs the decoding result. The bit value stored in
a memory 1120 1n the middle of the path 1s output as the bat
signal 1304. The bit signal 1304 1ncludes ten bit values from
the ten paths corresponding to the same timing. Reference 1s
made back to FIG. 16.

The majority decision unit 1094 receives the bit signal
1304 and performs majority decision on the ten bit values
included in the bit signal 1304. The majority decision unit
1094 outputs the bit value selected by majority decision
(hereinafter, referred to as “selected value™) to the 1dentifier
unit 1096. The identifier unit 1096 receives the selected value
from the majority decision umt 1094 and stores the selected
value 1n a latch. The identifier 1096 seclects a single combi-
nation from the selected values occurring at five points of
time including those 1n the past. When a new selected value 1s
input to the identifier unit 1096, the selected value most

remote in the past 1s removed from the combination, updating
the combination.

FIG. 21 shows the data structure of a table stored in the
identifier unit 1096. As illustrated, the table includes a
memory value field 1200, a b(k) field 1202, a b(k-1) field
1204, a b(k-2) field 1206, a b(k-3) field 1208, a b(k—4) field
1210, and a temporary decision output field 1212. b(k) rep-
resents the selected value most recently input, b(k—1) repre-
sents the selected value mput at an immediately preceding
point of time, b(k—-4) represents the selected value input at a
point of time four steps 1n the past. As mentioned before, the
values are stored in a latch. The b(k) field 1202 through the
b(k—4) field 1210 indicate a combination that the selected
values stored in the latch may take. The memory value field
1200 contains a memory value corresponding to the value that
can be taken. The temporary decision output field 1212 con-
tains a temporary decision value corresponding to the value
that can be taken. For example, given that the content of a path
memory 1s “00000, a temporary decision value of “-4” 1s
stored 1n the field 1212. In the case of 000017, a temporary
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decision value of “-3” 1s stored. Reference 1s made back to
FIG. 16. The 1dentifier unit 1096 1dentifies a temporary deci-
s1on value corresponding to the combination by referring to
the table shown 1n FIG. 21. The 1dentifier unit 1096 outputs
the temporary decision value as the temporary decision signal
1306.

A description will be given of the operation of the repro-
duction device 100 having the configuration described above.
FIG. 22 1s a flowchart showing the procedure of addition 1n
the adder unit 1036. The decision unit 1042 recerves the
nonlinear equalization error signal 1302 and derives the mag-
nitude of the nonlinear equalization error signal 1302. If the
magnitude of the nonlinear equalization error signal 1302
does not converge below a threshold value (N 1n S1010), the
decision unit 1042 causes the adder unit 1036 to output the
linear equalization signal (S1012). Meanwhile, 11 the magni-
tude of the nonlinear equalization error signal 1302 converges
below the threshold value (Y 1n S1010), the decision umit
1042 causes the adder unit 1036 to output the sum signal
(S1014).

FI1G. 23 1s a flowchart showing the procedure for genera-
tion 1n the equalization error generation unit 1040. The deci-
sion unit 1042 receives the nonlinear equalization error signal
1302 and derives the magmitude of the nonlinear equalization
error signal 1302. If the magnitude of the nonlinear equaliza-
tion error signal 1302 does not converge below a threshold
value (N 1n S20), the equalization error generation unit 1040
outputs the difference between the delayed signal from the
first delay unit 1032 and the temporary decision signal 1306
to the linear equalizer unit 1044 as the linear equalization
error signal 1300 (S22). The equalization error generation
unit 1040 outputs the difference between the temporary deci-
s1on signal 1306 and the sum of the delayed signal from the
first delay unit 1032 and the delayed signal from the second
delay unit 1034 to the nonlinear equalizer umt 1046 as the
nonlinear equalization error signal 1302 (S24). Meanwhile, 1T
the magnitude of the nonlinear equalization error signal 1302
converges below a threshold value (Y 1 S20), the equaliza-
tion error generation unit 1040 outputs the difference
between the temporary decision signal 1306 and the sum of
the delayed signal from the first delay unit 1032 and the
delayed signal from the second delay unmit 1034 to the linear
equalizer unit 1044 as the linear equalization error signal
1300 (S26). The equalization error generation unit 1040 out-
puts the difference between the temporary decision signal
1306 and the sum of the delayed signal from the first delay
unit 1032 and the delayed signal from the second delay unit
1034 to the nonlinear equalizer unit 1046 as the nonlinear
equalization error signal 1302 (S28).

FI1G. 24 1s a flowchart showing the procedure of dertving
coellicients 1n the nonlinear equalizer unit 1046. Even after
the magnitude of the nonlinear equalization error signal 1302
has converged, the decision unit 1042 continues to derive the
magnitude of the nonlinear equalization error signal 1302.
When the magnitude grows larger than the threshold value (Y
in S40), the linear equalizer unit 1044 causes the nonlinear
equalizer unit 1046 to derive new tap coellicients (S42).
When the magnitude does not grow larger than the threshold
(N 1n S40), the process 1s terminated.

According to the embodiment of the present mvention,
linear equalization and nonlinear equalization are performed
in parallel, the linear equalization signal and the nonlinear
equalization signal are added, and the result of subjecting the
sum signal to temporary decision is used as a teacher signal.
Therefore, a temporary decision signal can be used as a
teacher signal instead of a traiming signal. Since a temporary
decision 1s used as a teacher signal instead of a training signal,
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the coellicients for nonlinear equalization can be derived
without using a traimng signal. Since the coetficients for

nonlinear equalization can be dertved without using a training
signal, nonlinear equalization can be performed without
using a training signal. Since the coetlicients for nonlinear
equalization can be derived without using a traiming signal,
nonlinear distortion in the reproduction signal resulting from
improvement in the recording density or variation in the
recording power can be adaptively reduced without using a
training signal.

Since temporary decision in compliance with the partial
response rule 1s performed, the system 1s compatible with a
partial response process. The nonlinear equalization signal 1s
not output to the Viterbi decoder unit until the coetlicients for
nonlinear equalization converge so that degradation of preci-
sion of a temporary decision signal 1s mitigated. Further,
since degradation 1n precision of a temporary decision signal
occurring until the coeltlicients for nonlinear equalization
converge 1s mitigated, degradation of precision 1n an equal-
1zation process 1s mitigated even during an initial stage of
processing. Since the nonlinear equalization signal 1s not used
to derive the coefficients for linear equalization until the
coellicients for nonlinear equalization converge, degradation
in precision of deriving the coelilicients 1s mitigated. Since
degradation of precision of deriving the coetlicients for linear
equalization 1s mitigated until the coetficients for nonlinear
equalization converge, degradation of precision in an equal-
1zation process even during an initial stage of processing.
Further, since a plurality of new coellicients are derived when
divergence of the nonlinear equalization error signal 1is
detected, degradation 1n the equalization characteristics 1s
mitigated.

Third Embodiment

[1ike the second embodiment, the third embodiment relates
to a reproduction device 1n which a linear waveform equalizer
and a nonlinear wavetorm equalizer are arranged 1n parallel.
Both the linear equalizer unit and the nonlinear equalizer unit
are provided with a multistage tap. In the reproduction device
according to the third embodiment, the linear wavetform
equalizer and the nonlinear wavetform equalizer share a mul-
tistage tap 1n order to reduce the circuit scale. The reproduc-
tion device 100 and the processing unit 24 according to the
third embodiment are of the same type as those of FIGS. 1 and
13, respectively. The discussion here primarily concerns the
difference from the second embodiment.

FIG. 25 shows the configuration of the equalization pro-
cessing unit 1030 according to the third embodiment. The
equalization processing unit 1030 comprises a linear process-
ing unit 1052, a nonlinear processing unit 1072, and a multi-
stage tap 1130. The multistage tap 1130 comprises a first
delay tap 1132a, a second delay tap 11325, a third delay tap
1132¢, and an N-th delay tap 11327, which are generically
referred to as a delay tap 1132.

The multistage tap 1130 1s configured in same manner as
the multistage tap 1050 included 1n the linear equalizer unit
1044 of FIG. 14 or the multistage tap 1070 included in the
nonlinear equalizer unit 1046 of FIG. 15 and comprises a
plurality of delay taps 1132 connected serially. In other
words, the multistage tap 1130 1s shared by the linear equal-
izer unit and the nonlinear equalizer unit. The output from the
multistage tap 1130 1s delivered to the linear processing unit
1052 and also to the nonlinear processing unit 1072. The
linear processing unit 1052 1s configured as shown 1n FI1G. 14,
and the nonlinear processing unit 1072 1s configured as shown
in FIG. 15. The description will be omitted here.
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According to this embodiment, the circuit scale 1s pre-
vented from increasing since a multistage tap 1s shared by
linear equalization and nonlinear equalization. The multi-
stage tap performs the same process for linear equalization
and nonlinear equalization because the tap 1s shared. There-
tore, degradation in precision of processing for linear equal-
ization and nonlinear equalization 1s mitigated. Further, the
circuit scale 1s reduced, while also mitigating degradation 1n
precision of equalization processing.

Described above 1s an explanation based on an exemplary
embodiment. The embodiment 1s intended to be illustrative
only and 1t will be obvious to those skilled in the art that
various modifications to constituting elements and processes
could be developed and that such modifications are also
within the scope of the present mnvention.

In the first embodiment of the present invention, both the
linear equalizer unit 44 and the nonlinear equalizer unit 46 use
a plurality of tap coellicients and adaptively derive a plurality
of coellicients. Alternatively, the nonlinear equalizer unit 46
may adaptively derive a plurality of tap coetlficients, and the
linear equalizer unit 44 may use fixed values for a plurality of
tap coellicients. In other words, linear equalizer unit 44 may
not adaptively derive a plurality of tap coellicients. In this
process, the first adder unit 40 does not output the linear
equalization error signal 300 to the linear equalizer unit 44.
According to this variation, the process 1s simplified since the
coellicients for linear equalization are fixed.

In the second and third embodiments of the present inven-
tion, both the linear equalizer unit 1044 and the nonlinear
equalizer unit 1046 use a plurality of tap coellicients and
adaptively derive a plurality of coetlicients. Alternatively, the
nonlinear equalizer unit 1046 may adaptively derive a plural-
ity of tap coellicients, and the linear equalizer unit 1044 may
use fixed values for a plurality of tap coetlicients. In other
words, linear equalizer unit 1044 may not adaptively derive a
plurality of tap coellicients. FIG. 26 shows the configuration
of the processing umt 24 according to a variation of the
present invention. Unlike the processing unit of FIG. 13, the
processing unit 1s provided with a delay unit 1140. The fol-
lowing description primarily concerns a difference from FIG.
13. The adder unmit 1036 adds the linear equalization signal
from the linear equalizer unit 1044 and the nonlinear equal-

ization signal from the nonlinear equalizer unit 1046. The
delay unit 1140 delays the signal output from the equalization
error generation unit 1040. The delay unit 1140 delays the
signal for a duration commensurate with the processing delay
in the Viterb1 decoder unit 1038. The equalization error gen-
cration unit 1040 generates the nonlinear equalization error
signal 1302 based on the difference between the signal
delayed by the delay unit 1140 and the temporary decision
signal 1306 from the Viterbi decoding unit 1038, and the
nonlinear equalizer umt 1046 derives a plurality of coetii-
cients based on the nonlinear equalization error signal 1302.
According to the varniation, the coellicients for linear equal-
1ization are fixed so that the stability of a equalization process
1s improved. Further, the process 1s simplified since the coet-
ficients for linear equalization are fixed.

DESCRIPTION OF THE REFERENC.
NUMERALS

L1

10 optical disk, 12 optical disk driver unit, 14 optical
pickup, 16 preamplifier unit, 18 AGC unit, 20 PLL unit, 22
A/D converter unit, 24 processing unit, 26 control unit, 30
temporary decision unit, 32 first delay unit, 34 second delay
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unit, 38 Viterb1 decoder unit, 40 first adder unit, 42 second
adder unit, 44 linear equalizer unit, 46 nonlinear equalizer
unit, 100 reproduction device

INDUSTRIAL APPLICABILITY

According to the invention, nonlinear distortion 1n a repro-
duction signal resulting from improvement in the recording
density or variation in the recording power can be reduced
without using a training signal.

The mvention claimed 1s:

1. An equalizer comprising:

a linear equalizer umit configured to sequentially subject a
signal to be processed to linear equalization;

a temporary decision unit configured to sequentially sub-
ject a signal subjected to linear equalization by the linear
equalizer unit to temporary decision according to a par-
tial response rule;

a nonlinear equalizer unit implemented by a neural net-
work and configured to derive a plurality of coetlicients
of a neural network using a signal subjected to tempo-
rary decision by the temporary decision unit as a teacher
signal and without using a training signal, a known input
in the presence of a given output, normally required for
learning 1n a neural network, and to sequentially subject
a signal subjected to linear equalization by the linear
equalizer unit to nonlinear equalization based on the
plurality of coetlicients; and

delay unit configured to delay a signal subjected to nonlin-
car equalization by the nonlinear equalizer unit,

wherein the delay unit delays the signal for a duration
commensurate with the difference between processing
delay 1n the temporary decision unit and processing
delay in the nonlinear equalizer unit,

the nonlinear equalizer unit derives the plurality of coetli-
cients based on the difference between a signal delayed
by the delay unit and a signal subjected to temporary
decision by the temporary decision unit, and

wherein the nonlinear equalizer unit dertves a plurality of
new coellicients when the difference between the signal
delayed by the delay unit and the signal subjected to
temporary decision by the temporary decision unit
grows larger than a threshold value.

2. An equalizer comprising;:

a linear equalizer umit configured to sequentially subject
the signal input to linear equalization;

an adaptive nonlinear equalizer unit implemented by a
neural network and configured to sequentially subject
the signal input to nonlinear equalization 1n parallel with
the linear equalization by the linear equalizer unit;

an adder unit configured to add a signal subjected to non-
linear equalization by the nonlinear equalizer unit and a
signal subjected to linear equalization by the linear
equalizer unit;

a temporary decision unit configured to sequentially sub-
ject a signal resulting from the addition in the adder unit
to temporary decision according to a partial response
rule; and

a decision unit configured to determine whether the plural-
ity ol coellicients of a neural network in the adaptive
nonlinear equalizer umit converge,

wherein the adaptive nonlinear equalizer unit derives a
plurality of coetlicients using a signal subjected to tem-
porary decision by the temporary decision unit as a
teacher signal and without using a training signal, a
known 1nput 1n the presence of a given output, normally
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required to cause a neural network to learn previously,
and performs nonlinear equalization based on the plu-
rality of coellicients, and

wherein, unless the decision unit determines that conver-
gence takes place, the adder unit outputs the signal sub-
jected to linear equalization by the linear equalizer unit
to the temporary decision unit instead of a signal result-
ing from the addition, and outputs a signal resulting from
the addition to the temporary decision unit after the
decision unit determines that convergence takes place.

3. The equalizer according to claim 2,

wherein the linear equalizer unit and the nonlinear equal-
1zer unit share a multistage tap.

4. The equalizer according to claim 2, further comprising:

a first delay unit configured to delay a signal subjected to
linear equalization by the linear equalizer unit; and

a second delay umt configured to delay a signal subjected
to nonlinear equalization by the adaptive nonlinear
equalizer unit;

wherein the first delay unit delays the signal for a duration
commensurate with processing delay 1n the temporary
decision unit,

the second delay unit delays the signal for a duration com-
mensurate with processing delay in the temporary deci-
s10n unit,

the adaptive nonlinear equalizer unit derives a plurality of
coellicients based on a difference between a signal sub-
jected to temporary decision by the temporary decision
unmit and a sum of a signal delayed by the first delay unit
and a signal delayed by the second delay unit, and

the linear equalizer unit performs linear equalization using
a plurality of coellicients, derives the plurality of coet-
ficients based on a difference between a signal subjected
to temporary decision by the temporary decision umit
and a signal delayed by the first delay unit unless the
decision unit determines that convergence takes place,
and dertves the plurality of coellicients based on a dii-
ference between a signal subjected to temporary deci-
sion by the temporary decision unit and a sum of a signal
delayed by the first delay unit and a signal delayed by the
second delay unit after the decision unit determines that
convergence takes place.

5. The equalizer according to claim 2, further comprising;:

an adder unit configured to add a signal subjected to linear
equalization by the linear equalizer unit and a signal
subjected to nonlinear equalization by the nonlinear
equalizer unit; and

a delay unit configured to delay a signal output from the
adder, wherein the delay unit delays the signal for a
duration commensurate with processing delay in the
temporary decision unit, and the adaptive nonlinear
equalizer unit derives the plurality of coellicients based
on a difference between a signal delayed by the delay
unmit and a signal subjected to temporary decision by the
temporary decision unit, and

the linear equalizer performs linear equalization using a
plurality of coellicients and uses fixed values are as the
plurality of coellicients.

6. The equalizer according to claim 2,

wherein, the adaptive nonlinear equalizer unit derives a
plurality of new coetlicients when divergence of the
plurality of coelficients 1s detected.
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7. An equalization method comprising;:

sequentially subjecting an mnput signal to linear equaliza-
tion;

sequentially subjecting the input signal to nonlinear equal-
1zation 1n parallel with the linear equalization by means
of an adaptive nonlinear equalizer unit implemented by
a neural network:

adding a signal subjected to nonlinear equalization and a
signal subjected to linear equalization;

sequentially subjecting a signal resulting from the addition
to temporary decision according to a partial response
rule,

determining whether the plurality of coefficients of a neu-
ral network used 1n the nonlinear equalization converge,

wherein the subjecting of the input signal to nonlinear
equalization comprises deriving a plurality of coetfi-
cients using a signal subjected to temporary decision as
a teacher signal and without using a training signal, a
known 1nput in the presence of a given output, normally
required to cause a neural network to learn previously,
plus performing nonlinear equalization based on the
plurality of coefficients, and

unless the determining determines that convergence takes
place, the adding outputs the signal subjected to linear
equalization 1n the linear equalizing to the temporary
decision 1nstead of a signal resulting from the addition,
and outputs a signal resulting from the addition to the
temporary decision after the determining determines
that convergence takes place.

8. A program embedded i1n a non-transitory computer-

readable recording medium, comprising;:

sequentially subjecting an input signal to linear equaliza-
tion;

sequentially subjecting the input signal to nonlinear equal-
1zation 1n parallel with the linear equalization by means
of an adaptive nonlinear equalizer unit implemented by
a neural network;

adding a signal subjected to nonlinear equalization and a
signal subjected to linear equalization;

sequentially subjecting a signal resulting from the addition
to temporary decision according to a partial response
rule,

determiming whether the plurality of coelficients of a neu-
ral network used 1n the nonlinear equalization converge,

wherein the subjecting of the input signal to nonlinear
equalization comprises deriving a plurality of coetli-
cients using a signal subjected to temporary decision as
a teacher signal and without using a training signal, a
known 1nput 1n the presence of a given output, normally
required to cause a neural network to learn previously,
plus performing nonlinear equalization based on the
plurality of coefficients, and

unless the determining determines that convergence takes
place, the adding outputs the signal subjected to linear
equalization 1n the linear equalizing to the temporary
decision instead of a signal resulting from the addition,
and outputs a signal resulting from the addition to the
temporary decision after the determining determines
that convergence takes place.

% o *H % x



	Front Page
	Drawings
	Specification
	Claims

