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Send outgoing data in a first outgoing data block from a first processing
system to a second processing system

304 ~ Y

Updating a first data structure that indicates an order of transmission of the
first outgoing data block relative fo one or more other ouigoing data blocks

306 —\ - l

Receive Incoming data blocks from the second processing system during a
first frame

308 —\

As each incoming data blocks is reéeive&l, write the i}wcoming data block to a
memory device without interrupting a processor

Generate an outgoing caboose packet based on the first data structure
(e.g., Information identifying the order of transmission during the frame)

312 ™\ V
Send the outgoing caboose packet from the first processing system to the
second processing system

314 ™\ R ————;———“——J

Receive an incoming caboose packet from the second processing system

316 ™\

Generate a memory map using the incoming caboose packet l

318 ~ i

Receive a read request for particular data | '
320 ™ %

Access the memory map that identifies the locations in the meméry device
of the particular data

322

Assemble the particular data by reading particular incoming data blocks
stored at the locations

324

Write the particular data to a processing memory location for use by the
] processing moduie

326 — | o v

In response to a failure of first processing system, restart the first processing
system using state data received via the incoming data blocks and the
iIncoming caboose packet

FIG. 3
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1
CROSS-CHANNEL DATA LINK

FIELD OF THE DISCLOSUR.

L1

The present disclosure 1s generally related to a cross-chan-
nel data link.

BACKGROUND

In certain systems, cross-channel data links are used to
provide communications between redundant or parallel pro-
cessing systems. One concern with cross-channel data links 1s
that a large amount of data may be replicated for communi-
cation between the processing systems. For example, a {irst
processing system may generate or recerve data, duplicate the
data for transmission, and transmit the data to a second pro-
cessing system. The second processing system may receive
the data 1n a storage butler, copy the data to a storage memory
and a when a complete set of data 1s received, copy the
complete set of data into yet another storage location. Addi-
tionally, when the data 1s to be used, the recerving system may
generate another copy to be used by a processing module. A
significant amount of resources may be required for data
replication 1n such cross-channel data links. Additionally, in
certain processing systems, each time that data 1s received an
interrupt may be generated in order to generate a copy of the
received data, which can further reduce a total processing
power available for the processing systems.

SUMMARY

A particular method includes sending outgoing data in a
first outgoing data block from a {irst processing system to a
second processing system. The method also includes updat-
ing a first data structure at the first processing system. The first
data structure indicates an order of transmission of the first
outgoing data block relative to one or more other outgoing
data blocks. When a first frame ends, an outgoing caboose
packet 1s generated based on the first data structure. The
outgoing caboose packet includes information identifying the
order of transmission of the first outgoing data block and the
one or more other outgoing data blocks during the first frame.
The method also includes sending the outgoing caboose
packet from the first processing system to the second process-
ing system.

A particular system includes a first processing system and
a second processing system. The second processing system
includes a processor and a receive butler. The recerve buller
includes a plurality of recerve bulfer memory locations. The
second processing system also includes a recerver configured
to receive mcoming data blocks from the first processing
system and to write each of the incoming data blocks to a
receive buffer memory location. The recerver 1s also config-
ured to recerve a caboose packet from the first processing
system. The second processing system also includes a
memory mapping module to generate, based on the caboose
packet, a map associating the receive buller memory loca-
tions with data written to each of the recerve butier memory
locations.

A particular moveable platform includes a plurality of plat-
form management systems and a cross-channel data link that
facilitates communication of state information between the
platform management systems. A first platform management
system 1s configured to send first data blocks to at least one
second platform management system via the cross-channel
data link. The first plattorm management system 1s also con-
figured to send a first caboose packet via the cross-channel
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data link to the at least one second platform management
system when a frame ends. The first caboose packet includes
information indicating an order of transmission of the first
data blocks and information descriptive of content of each of
the first data blocks. At least one second platiorm manage-
ment system 1s configured to recerve the first data blocks from
the first platform management system and to store the first
data blocks to memory locations of a receive butlfer of the at
least one second platform management system. The at least
one second platform management system 1s further config-
ured to recerve the first caboose packet from the first platform
management system and to use the first caboose packet to
map the memory locations of the receive bulfer of the at least

one second platform management system to the content of
cach of the first data blocks.

The features, functions, and advantages that have been
described can be achieved independently 1n various embodi-
ments or may be combined in yet other embodiments, further
details of which are disclosed with reference to the following
description and drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an 1illustration of particular embodiment of a
system with a cross-channel data link;

FIG. 2 1s a block diagram of a computing system with a
cross-channel data link;

FIG. 3 1s flowchart of a particular embodiment of a method
of implementing a cross-channel data link;

FIG. 4 1s a diagram 1illustrating a particular embodiment of
a method of implementing a cross-channel data link; and

FIG. 5 1s a block diagram of a general purpose computing,
system configured for use 1n particular embodiments.

DETAILED DESCRIPTION

In a particular embodiment, a cross-channel data link sys-
tem 1s provided. The cross-channel data link system may use
a standard commumnication protocol, such as an Ethernet pro-
tocol. For example, a first processing system and at least one
second processing system may communicate via a gigabyte
Ethernet cross-channel data link. In a particular embodiment,
the first processing system and the at least one second pro-
cessing system operate independently and 1n parallel.

The first processing system may receive data, process the
data and generate packetized chunks of data that are trans-
mitted to the at least one second processing system. The data
may be packetized in blocks of a predetermined size. For
example, for Ethernet communications, the data may be
packetized 1nto blocks of approximately 2000 bytes. How-
ever, other data block sizes may be used.

The first processing system may concurrently receive data
blocks from the at least one second processing system. For
example, data blocks received from the at least one second
processing system may include results of processing that
occurs at the at least one second processing system.

After the first processing system transmits the data, the first
processing system may update a caboose data structure. The
caboose data structure may include information about an
order and timing in which the data blocks were transmaitted
from the first processing system to the at least one second
processing system. The caboose data structure may identify a
type of the data that was transmuitted 1n each data block. At the
end of a processing frame, the first processing system may
send a caboose packet. The caboose packet may include infor-
mation from the caboose data structure. For example, the
caboose packet may provide information to the at least one
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second processing system about the order 1n which particular
information was sent 1n various data blocks.

The first processing system may recerve a data block and a
second caboose packet from the at least one second process-
ing system. The second caboose packet may include informa-
tion indicating the order and type of data transmitted by the
second processing system to the first processing system dur-
ing the processing frame. In a particular embodiment, the first
processing system recerves data from the second processing,
system 1n data blocks and stores the data blocks 1n designated
memory locations as they are received. In particular embodi-
ments, the designated memory locations may be contiguous.

The first processing system may use the second caboose
packet recerved from the second processing system to gener-
ate a memory map. The memory map may map particular
types of data to one or more corresponding memory locations.
For example, when a processing module of the first process-
ing system needs particular data that was sent from the second
processing system, the processing module may access the
memory map and read the particular data directly from the
corresponding memory locations to which it was stored when
it was recerved from the second processing system. Accord-
ingly, a total number of processor interrupts at the first pro-
cessing system may be reduced, since interrupts for cross-
channel data link communications may be generated only 1n
response to the caboose packet. Additionally, duplication of
data packets may be reduced since data 1s received from the
second processing system and stored into a memory location
(such as a receive bullfer) immediately by the first processing
system and 1s not duplicated until a local copy 1s generated by
the processing module that utilizes the data.

When the data that 1s utilized by the processing module 1s
split over multiple data blocks, the multiple data blocks may
be stored 1n multiple memory locations. The first processing,
system may use the memory map to reconstruct the data from
the multiple memory locations only 1n response to the pro-
cessing module requesting the data. That 1s, no copy of the
data 1s generated before a read request for the data 1s recerved
from a particular processing module. Thus, the first process-
ing system maintains one copy ol recerved data from the
second processing system until that data 1s requested by the
processing module.

FIG. 1 depicts a first particular embodiment of a system
that includes two or more processing systems that communi-
cate via a cross-channel data link. The system 1s 1llustrated as
an aircrait 100; however, the system may be another move-
able platform (such as a satellite, a ship, a land based vehicle,
a submarine, etc.) or a stationary platform. For example, the
system may 1include an unmanned vehicle, such as an
unmanned aerial vehicle (UAV), an unmanned underwater
vehicle, (UUV), an unmanned space vehicle, an unmanned
land-based vehicle, an unmanned water-based vehicle, or any
combination thereof.

The aircraft 100 includes a first processing system 110 and
a second processing system 1350 that communicate via a
cross-channel data link 140. In a particular embodiment, the
processing systems 110 and 150 include vehicle management
systems adapted to perform processing for the aircraft 100 to
provide onboard autonomous control or augmented control of
the aircraft 100. For example, the processing systems 110 and
150 may be adapted to provide fly-by-wire control for the
aircraft 100, or remote or autonomous operation of the air-
craft 100.

In a particular embodiment, the first processing system 110
and the second processing system 150 operate 1n parallel to
provide controls and processing for the aircrait 100. In
another particular embodiment, the processing systems 110
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and 150 are redundant. That 1s, the first processing system 110
may be a primary vehicle management system for the aircraft
100 and the second processing system 150 may be a second-
ary or backup vehicle management system.

The cross-channel data link 140 may be used to commu-
nicate data between the first processing system 110 and the
second processing system 150. For example, the cross-chan-
nel data link 140 may be used to communicate state or status
update information between the processing systems 110 and
150. In another example, the cross-channel data link 140 may
be used to communicate sensing data between the processing
systems 110 and 150 for purposes of selecting particular data
for further processing. To illustrate, a sensor 103 may provide
sensing data to one or both of the processing systems 110 and
150. The processing systems 110 and 150 may communicate
via the cross-channel data link 140 to select (e.g., by a voting
process) particular sensed data value to use for processing
pUrposes.

In a particular embodiment, the processing systems 110
and 150 are used to control a payload, such as a camera 104.
The processing systems 110 and 150 may also recerve and
process data from the payload. To 1llustrate, a camera sensor
of the camera 104 may provide data to the processing systems
110 and 150 which may process data and communicate with
one another via the cross-channel data link 140. The process-
ing systems 110 and 150 may also control other aspects or
portions of the aircraft, such as one or more tlight control
surfaces 105, one or more engines 102, mission control logic
101, brakes, wheels, or other components or other aspects of
the aircraft 100.

In operation, the processing systems 110 and 150 may
communicate state mformation via the cross-channel data
link 140. The state information may include information to
enable restarting one of the processing systems 110 or 150 1n
the event of a failure or error of a particular processing system
110 or 150. For example, the first processing system 110 may
send first data blocks to the second processing system 150 via
the cross-channel data link 140. The first processing system
110 may also send a first caboose packet via the cross-channel
data link 140 to the second processing system 150 when a
frame ends. The frame refers to a particular period of time
during which processing or data exchange occurs. For
example, the frame may include a processing frame or a data
link frame. The first caboose packet may include information
indicating an order of transmission of the first data blocks and
information descriptive of content of each of the first data
blocks.

The second processing system 1350 may be configured to
receive the first data blocks from the first processing system
110 and to store the first data blocks to memory locations of
a recerve buller of the second processing system 1350. The
second processing system 150 may recerve the first caboose
packet from the first processing system 110 and use the first
caboose packet to map the memory locations of the recerve
butiler of the second processing system 1350 to the content of
cach of the first data blocks. The second processing system
150 may not reconstruct the content of any of the first data
blocks until a read request for the content 1s received.

The second processing system 150 may also be configured
to send second data blocks to the first processing system 110
via the cross-channel data link 140 during the frame. The
second processing system 150 may send a second caboose
packet via the cross-channel data link 140 to the first process-
ing system when the frame ends. The second caboose packet
may 1nclude information mdicating an order of transmission
of the second data blocks and information descriptive of
content of each of the second data blocks.




US 8,601,150 B1

S

The first processing system 110 may be further configured
to recerve the second data blocks from the second processing
system 150 and to store the second data blocks to memory
locations of a receive buller of the first processing system
110. The first processing system 110 may also be configured
to receive the second caboose packet from the second pro-
cessing system 1350 and to use the second caboose packet to
map the memory locations of the receive builer of the first
processing system 110 to the content of each of the second
data blocks.

Accordingly, the first processing system 110 and the sec-
ond processing system 150 may communicate via the cross-
channel data link 140 in a manner that only interrupts proces-
sors of the processing systems 110 and 150 in response to
receipt of caboose packets. Using the cross-channel data link
140 1n the manner described may reduce duplication of data
packets since data recerved from the second processing sys-
tem 150 1s stored 1n a memory location by the first processing,
system 110 and 1s not duplicated until a read request for the
data 1s recerved.

FI1G. 2 15 a block diagram of a particular embodiment of a
system to communicate data via a cross-channel data link.
The system includes a first processing system 210 coupled to
a second processing system 250 via a cross-channel data link
240. In a particular embodiment, the first processing system
210, the second processing system 250, and the cross-channel
data link 240 correspond, respectively, to the first processing
system 110, the second processing system 150 and the cross-
channel data link 140 of FIG. 1.

The first processing system 210 includes a first processor
212, a transmitter 214, a receiver 216, and a transmission
manager 218. The first processing system 210 also includes a
memory 220. The second processing system 250 may include
a second processor 252, a transmitter 254, a receiver 256, a
transmission manager 258, and a memory 260. The memories
220, 260 may each include a processor memory 222, 262 and
a receive buller 228, 268. A recerve buller 228, 268 may be a
memory area accessible by the recerver 216, 256 to store data
blocks as the data blocks are received, without further pro-
cessing. For example, the receive bullers 228, 268 may each
include a plurality of receive buffer memory locations 230,
270. The receive buller memory locations 230, 270 may be
areas accessible by the recervers 216, 256 to substantially
immediately write data blocks that are recerved without inter-
rupting the processors 212, 252.

Each of the memories 220, 260 may also include an area for
storing a caboose data structure 236, 276. The caboose data
structure 236, 276 may include information identifying an
order 1n which data packets are transmitted by each process-
ing system 210, 250 via the cross-channel data link 240. Each
of the transmission managers 218, 258 may update 1its
caboose data structure 236, 276 when the associated trans-
mitter 214, 254 transmits a data block. In a particular embodi-
ment, the transmitters 214, 254 and recervers 216,256 may be
adapted to communicate using standard protocols such as
Ethernet protocols, TCP/IP, UDP, or other standard high
speed protocols.

In operation, the first processing system 210 may generate
or recerve data that 1s to be transmitted to the second process-
ing system 230. For example, the data may include sensor
data that 1s to be voted on by the processing systems 210, 250
to determine value to be used for further processing. To illus-
trate, when two or more sensors are in disagreement (1.¢., the
sensors are outputting sensed values that are not 1n agreement
or are not compatible with one another) the processing sys-
tems 210, 250 may chose a particular sensed value by a voting,
process, such as selecting a mean value, selecting a median
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value, selecting a mode value, selecting a value using another
averaging protocol, selecting a value based on prior expecta-
tions (e.g., a default value or an expected value), or any
combination thereof. In another example, the data may
include state data related to operation of the first processing
system 210 that 1s to be transmitted to the second processing
system 250 to enable restart of the first processing system 210
in the event of failure of the first processing system 210 or to
enable the second processing system 230 to take over pro-
cessing responsibilities of the first processing system 210.

The transmitter 214 may packetize the data into outgoing,
data blocks 244 and transmit the outgoing data blocks 244
from the first processing system 210 to the second processing
system 250. The transmission manager 218 may update the
caboose data structure 236 to indicate an order of transmis-
sion and contents of the outgoing data blocks 244.

The second processing system 250 may also generate and
transmit data blocks, illustrated as incoming data blocks 247
to the first processing system 210, which may be recerved by
the recerver 216 of the first processing system 210. The out-
going data blocks 244 from the first processing system 210 to
the second processing system 2350 may be received by the
receiver 256 of the second processing system 2350. The
receiver 256 may store the outgoing data blocks 244 at the
receive buller memory locations 270.

When a frame ends (e.g., a data link frame or a processing,
frame), the first processing system 210 may generate a
caboose packet 246 based on the caboose data structure 236
of the first processing system 210. The caboose packet 246
may be transmitted to the second processing system 250. The
caboose packet 246 may 1nclude information 1dentifying an
order of transmission and content of the outgoing data blocks
244 'The second processing system 250 may use the caboose
packet 246 to 1dentily locations of the recerve butler memory
locations 270 of particular data.

Additionally, at the end of the frame, the second processing
system 230 may transmit a second caboose packet 248 to the
first processing system 210. The second caboose packet 248
may include information identifying the order of transmis-
sion of incoming data blocks 247 to the first processing sys-
tem 210. Thus, the first processing system 210 may use the
second caboose packet 248 to map the recerve buller memory
locations 230 of the recetve bulfer 228 to particular content of
the incoming data blocks 247. For example, the first process-
ing system 210 may include a memory mapping module 226,
and the second processing system 250 may include a second
memory mapping module 266. The memory mapping module
226 of the first processing system 210 may use the second
caboose packet 248 to generate a memory map 224. The
memory map 224 may include information indicating content
of particular recerve buifer memory locations 230. To 1llus-
trate, a first data block 232 of the incoming data blocks 247
may be stored at a first recerve buifer memory location, a
second data block 233 may be stored at a second receive
buifer memory location, a third data block 234 may be stored
at a third receive bufler memory location, and a fourth data
block 235 may be stored at a fourth recerve buffer memory
location. The data blocks 232-235 may be stored at the cor-
responding receive buller memory locations 230 based on an
order 1n which the incoming data blocks 247 were received.
The second caboose packet 248 may be used to map a trans-
mission order of the mmcoming data blocks 247 from the
second processing system 230 to content of the data blocks
232-235. Thus, the memory map 224 may be used to map
contents of one of more data blocks 232-235 to the corre-
sponding recerve butler memory locations 230. Copies of the

data blocks 232-235 or data within the datablocks 232-235 do
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not need to be made. The second memory mapping module
266 of the second processing system 250 may use the first
caboose packet 246 to generate a memory map (not shown)
related to the outgoing data blocks 244 received at the second
processing system 250,

When a read request for particular data 242 1s received by
the first processing system 210, the first processor 212 may
access the memory map 224 to identily one or more locations
within the receive butiler 228 of the particular data and may
generate the copy of the data block 238 in the processor
memory area 222. Thus, data recerved from the second pro-
cessing system 250 via the incoming data blocks 247 may not
be copied until the read request for the particular data 242 1s
received. Rather, the data blocks 232-235 may be stored in
receive buller memory locations and may be mapped using
the second caboose packet 248 received from the second
processing system 250 to identify locations within the receive
buifer memory 228 of the particular data.

In a particular embodiment, the second processing system
250 may also receive the outgoing data blocks 244 from the
first processing system 210. The second processing system
250 may save the outgoing data blocks 244 to recerve bulfer
memory locations 270 of the second processing system 2350.
The second processing system 250 may also receive the first
caboose packet 246 from the first processing system 210. The
second processing system 230 may use the first caboose
packet 246 to map contents of the recerve buller memory
locations 270 of the second processing system 250 to contents
ol data stored in each.

In systems that generate large amounts of data to be com-
municated between several processors (such as the first pro-
cessing system 210 and the second processing system 250)
via a cross-channel data link, standard Ethernet protocols
may be used to transmit the data. However, 1n general, com-
munications using standard protocols involves generating,
copies ol the data after receiving the data via the cross-
channel data link. For example, when the data 1s packetized
into data blocks for Fthernet communications, the related
data may be split up between several data blocks. On the
receive side, the data blocks that include related data may be
copied to a location 1n order to consolidate the related data
into a single memory location. Additional copies of the data
may also be generated after a particular period of transmis-
s10n or after a particular frame has ended 1n order to consoli-
date or relocate data that are related based on other charac-
teristics such as the processing frame in which they were
generated. However, embodiments disclosed herein may
reduce the number of copies of data that are made since data
1s stored 1n a recerve butler until a read request for the data 1s
received.

Generating copies of data after reception may require inter-
rupting the processor, which can significantly reduce process-
ing capacity of the system. Embodiments disclosed herein,
ecnable large amounts of data to be passed via data blocks
using standard protocols without interrupting the processor to
generate copies upon reception of the data blocks. Thus, a
significant amount of processing capacity and processor time
may be saved. To illustrate the system described may enable
two vehicle management system computers to synchronize
data and execution during a particular frame. The two vehicle
management system computers may share large amounts of
data over a short period of time using a cross-channel data
link.

In a particular embodiment, the vehicle management sys-
tem computers communicate using Ethernet protocol data
blocks, such as two thousand byte data blocks, to communi-
cate data via the cross-channel data link. Processing frames of
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the vehicle management system computers may be broken
into cross-channel data link frames during which data 1s
exchanged between the vehicle management system comput-
ers. At the end of a cross-channel data link frame, the vehicle
management system computers may exchange caboose pack-
ets which may interrupt processors of the vehicle manage-
ment system computers in order to generate a memory map of
all of the data blocks that were exchanged during the cross-
channel data link frame.

FIG. 3 1s flowchart of a particular embodiment of a method
of communicating data between processing systems via a
cross-channel data link. The method includes, at 302, sending
outgoing data 1n a first outgoing data block from a first pro-
cessing system to a second processing system. For example,
the first processing system 210 of FIG. 2 may send outgoing
data blocks 244 to the second processing system 2350. The
method also includes, at 304, updating a first data structure
that indicates an order of transmission of the first outgoing
data blocks relative to one or more other outgoing data blocks.
For example, the first processing system 210 of FIG. 2 may
update the caboose data structure 236 to indicate the order of
transmission of the outgoing data blocks 244.

The method also includes, at 306, recerving incoming data
blocks from the second processing system during a first
frame. As each incoming data block 1s received, at 308, the
incoming data block may be written to a memory device
without interrupting a processor of the first processing sys-
tem. For example, the incoming data blocks 247 may be
written to a recerve buller memory location 230 of FIG. 2.
Related incoming data blocks may be written to contiguous
receive buller memory locations of the memory device.

After the first frame ends, the first processing system may
generate an outgoing caboose packet based on the first data
structure, at 310. For example, the first data structure may
identify the order of transmission of data blocks during the
first frame. The caboose packet may include information
identifying the order of transmission of the data blocks during
the first frame. The outgoing caboose packet may be sent from
the first processing system to the second processing system, at
312. An mmcoming caboose packet may be recerved, at 314,
from the second processing system. A memory map may be
generated, at 316, using the incoming caboose packet. The
memory map may indicate locations within the memory
device of particular data based on the order of transmission of
the incoming data blocks and the information descriptive of
cach of the incoming data blocks. For example, the incoming
caboose packet may 1ndicate an order of transmission of data
blocks from the second processing system to the first process-
ing system. Thus, by determining where particular data
blocks were stored in the recerved buller, the caboose packet
may be used to map content of the receive bufler memory
locations to particular data contained in the receive butfer
memory locations based on the content of the data blocks 1n
order of the transmission of the data blocks.

When a read request 1s recerved for particular data, at 318,
the first processing system may access the memory map, at
320. The particular data requested 1n the read request may be
assembled by reading particular incoming data blocks from
memory locations at which they are stored, at 322. The par-
ticular data may be copied to a processor memory by writing,
at 324, the particular data to the processing memory location
for use by a processing module.

In response to a failure of the first processing system, at
326, the first processing system may be restarted using state
data recerved via incoming data blocks from the second pro-
cessing system.
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In a particular embodiment, two or more frames are used to
communicate data between the first processing system and
the second processing system. For example, a first frame may
be used to select data to be processed during a subsequent
frame. The subsequent frame may be used to perform pro-
cessing using the selected data. For example, the outgoing
data may be generated during a processing frame that
includes a first frame and at least one second frame. The first
frame and the at least one second frame may be cross-channel
data link frames. During a first cross-channel data link frame,
data may be selected for processing. During one or more
second cross-channel data link frames, the data may be pro-
cessed and communicated between the first and second pro-
cessing systems.

FI1G. 4 1s a diagram 1llustrating a particular embodiment of
a method of implementing a cross-channel data link. A first
processing system 410 and a second processing system 4350
are 1llustrated; however, additional processing systems may
be present. In a particular embodiment, the first processing,
system 410 and the second processing system 4350 commu-
nicate data via a cross-channel data link. The cross-channel
data link may utilize standard Ethernet protocols, such as
TCP/IP, UDP, other protocols, or any combination thereof.
The processing systems 410 and 450 may process data 1n
processing frames, such as a first processing frame that starts
at 420. Each processing frame may include one or more
cross-channel data link frames, such as a first cross-channel
data link frame that starts at 422.

During the first cross-channel data link frame, the first
processing system 410 may receive data or perform process-
ing steps to generate data. At 424, the first processing system
410 may transmit the data via the cross-channel data link to
the second processing system 450. For example, the first
processing system 410 may packetize the data into data
blocks and transmit the data blocks via the cross-channel data
link to the second processing system 450. The first processing
system 410 may also update a caboose data structure to indi-
cate an order of transmission and content of the data blocks.

Likewise, the second processing system 430 may receive
or generate data via processing steps and may, at 425, transmit
the data via the cross-channel data link to the first processing,
system 410. The second processing system 450 may pack-
ctize the data 1into data blocks and transmait the data blocks to
the first processing system 410. Additionally, the second pro-
cessing system 450 may update a caboose data structure at the
second processing system 450 to indicate an order and con-
tent of the data blocks that were transmitted by the second
processing system 450,

At 426, the first processing system 410 may receive the
data blocks transmitted from the second processing system
450. When the data blocks are received, the first processing
system 410 may store each data block into RAM of a receive
buffer. For example, the first processing system 410 may
place the data mto the RAM without interrupting a processor
of the first processing system 410. At 427, the second pro-
cessing system 450 may receive the data blocks transmitted
from the first processing system 410. The second processing
system 450 may store the data blocks in a receive butler 1n
RAM of the second processing system 450 without interrupt-
ing a processor of the second processing system 450.

Data blocks may continue to be sent and recerved by the
first processing system 410 and by the second processing
system 430 until an end of the cross-channel data link frame,
at 428. After the end of the cross-channel data link frame, the
first processing system 410 may, at 430, transmit a caboose
packet to the second processing system 430. The caboose
packet may be based on the caboose data structure updated by
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the first processing system 410. The caboose packet may
indicate an order of transmission of the data blocks sent from
the first processing system 410 to the second processing sys-
tem 450. Additionally, the first caboose packet may include
information indicating content of each data block. For
example, the caboose packet may indicate when two or more
data blocks are related to particular information and an order
in which the data blocks were transmitted. To 1llustrate, when
the processing systems 410 and 450 are vehicle management
systems, the data communicated between the two vehicle
management systems may relate to a state of a particular
subsystem, such as brakes, flight controls, engines, payload,
ctc. When data related to a particular subsystem 1s too large to
be transmitted via a single data block, the data related to the
particular subsystem may be transmitted via two or more data
blocks and the caboose packet may indicate which data
blocks were associated with the particular subsystem.

At 431, the second processing system 450 may transmit a
caboose packet to the first processing system 410. The
caboose packet transmitted by the second processing system
450 may be based on the caboose data structure stored at the
second processing system 430. For example, the caboose
packet transmitted by the second processing system 4350 may
include information indicating an order 1n which data blocks
were transmitted from the second processing system 450 to
the first processing system 410. Additionally, the caboose
packet transmitted from the second processing system 450
may include information indicating content of the data blocks
transmuitted.

At 432, the first processing system 410 may receive a
caboose packet from the second processing system 450. The
first processing system 410 may process the caboose packetto
determine where 1n RAM particular blocks reside, and con-
tent of the blocks. In a particular embodiment, the first pro-
cessing system 410 may use the caboose packet recerved from
the second processing system 450 to generate a memory map
that maps the data blocks recerved from the second process-
ing system 450 and stored in RAM to content of the data
blocks based on the order of transmission of the data blocks.
At 433, the second processing system 450 may receive a
caboose packet from the first processing system 410. The
second processing system 4350 may process the caboose
packet recerved from the first processing system 410 to deter-
mine where in RAM each data block resides and to generate
a memory map.

At 434, when the first processing system 410 receives a
read request requesting particular data, the first processing
system 410 may read data blocks corresponding to the par-
ticular data from RAM based on the memory map. The first
processing system 410 may also piece together the particular
data 1nto its original form using the data blocks. Thus, the data
blocks recetved from the second processing system 450 may
be stored in the RAM at recerve butfer memory locations, and
may not be copied or duplicated, until a read request for the
particular data 1s received. When the read request 1s recerved,
specific data that 1s requested may be determined and
matched against the memory map to determine where 1n the
receive buller the corresponding data blocks are stored. At
that time, the data blocks may be pieced together to form
requested data to respond to the read request. Similarly, when
the second processing system 450 recerves a read request, the
second processing system 450 may read data blocks from
RAM and piece together the packets into their original form,
at 435.

A subsequent cross-channel data link may begin, at 436,
after the caboose packets have been exchanged by the pro-
cessing systems 410 and 450. The processing frame may
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include two or more cross-channel data link frames. For
example, a first cross-channel data link frame may be used for
voting data between the first processing system 410 and sec-
ond processing system 450 to determine particular data to be
used during processing by the processing system 410 and
450. A subsequent cross-channel data link frame may be used
to exchange data between the processing systems 410, 450
alter processing the data. The processing frame may end, at
440, after a last cross-channel data link frame ends, at 438.

FI1G. 5 1s a block diagram illustrating a particular embodi-
ment of a computer system that may be used to implement one
Or more processing systems that communicate via a cross-
channel data link. In a particular embodiment, one or more of
the methods of communication via a cross-channel data link
that are disclosed, or portions thereof, may be implemented
using processor-readable instructions executable by one or
more processors. For example, a computing system 510 may
include one or more of the processors, recetvers, transmitters,
transmission managers, or memory devices, as described
with reference to FIGS. 2 and 4. The computing system 510
may be implemented as or incorporated into various other
devices or platforms, such as a mobile platform, a communi-
cations device, a control system, an avionics system, a vehicle
management system, or any other machine capable of execut-
ing a set of mstructions (sequential or otherwise) that specity
actions to be taken by that machine. Further, while the com-
puting system 510 1s 1llustrated as a single computer, the term
“system” 1ncludes any collection of systems or sub-systems
that individually or jointly execute a set, or multiple sets, of
istructions to perform one or more computer functions.
While FIG. 5 illustrates one embodiment of the particular
computing system 510, other computer systems or computing
architectures and configurations may be used for carrying out
the methods of communication using shared storage
described herein.

The computing system 3510 1includes at least one processor
520. The processor 520 may include a single-chip processor
(with one or more processing cores or logical partitions) or
multiple processors. In a particular embodiment, the proces-
sor 520 1s a programmable digital processor that controls
operation of the computing system 510. For example, using
instructions retrieved from a system memory 530, the proces-
sor 520 controls the reception and manipulation of input data
and the generation of output data (e.g., to a display or other
output device).

The processor 520 may be coupled to the system memory
530. The system memory 530 may include any suitable non-
transitory, computer-readable storage media depending on,
for example, whether data access 1s bi-directional or uni-
directional, speed of data access desired, memory capacity
desired, other factors related to data access, or any combina-
tion thereof. The system memory 530 may include various
memory devices, such as registers, caches, butlers, volatile
memory, and non-volatile memory. The system memory 530
can 1nclude operating instructions such as an operating sys-
tem 332, one or more applications 534, and program data 536
used by the processor 520 to perform functions of the com-
puting system 510.

The computing system 510 may also include storage
devices 540 to provide additional data storage capacity. The
storage devices 540 may be coupled either bi-directionally or
uni-directionally to processor 520. In various embodiments,
the storage devices 540 may include non-transitory, com-
puter-readable storage media such as magnetic tape, flash
memory, PC-CARDS, portable mass storage devices, optical
or holographic storage devices, magnetic or electromagnetic
storage devices, and read-only or random access memory
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devices. Like the system memory 530, the storage devices
540 may include operating 1nstructions (e.g., program code),
data, or both.

The processor 520 may be coupled to an input/output inter-
face 550 to enable the computing system 510 to receive input
and to provide output to input/output devices 5360. Examples
of output devices may include display devices, speakers,
printers, or other devices that provide an output 1n a manner
that 1s perceptible by a user (e.g., haptic devices). Examples
of mput devices may include keyboards, pointing devices,
biometric devices, microphones, sensors, or other devices to
sense or receive user iput or other input. The processor 520
may also be coupled to a network interface 570 (such as a
wireless network interface, a modem, an Ethernet interface,
or another device to output or receive data from another
computer system or other machine). The network interface
570 may enable data communications between the computing
system 510 and other computer systems 380. In a particular
embodiment, the other computer systems 380 communicate
with the computing system 510 via a cross-channel data link.

In a particular embodiment, dedicated hardware may be
used to implement at least a portion of the methods of com-
munication via a cross-channel data link disclosed herein. For
example, application specific integrated circuits, program-
mable logic arrays or other hardware devices may be used to
implement one or more of the methods, or portions of the
methods, disclosed herein. To 1llustrate, the computing sys-
tem 510 may include firmware 522 that implements functions
associated with communication via the cross-channel data
link 1n a manner that reduces interrupts to the processor 520
and reduces a number of copies of data that are made.

The illustrations of the embodiments described herein are
intended to provide a general understanding of the structure
of the various embodiments. The illustrations are not
intended to serve as a complete description of all of the
clements and features of apparatus and systems that utilize
the structures or methods described herein. Many other
embodiments may be apparent to those of skill 1n the art upon
reviewing the disclosure. Other embodiments may be utilized
and derived from the disclosure, such that structural and
logical substitutions and changes may be made without
departing from the scope of the disclosure. For example,
method steps may be performed 1n a different order than 1s
shown 1n the figures or one or more method steps may be
omitted. Accordingly, the disclosure and the figures are to be
regarded as illustrative rather than restrictive.

Moreover, although specific embodiments have been 1llus-
trated and described herein, it should be appreciated that any
subsequent arrangement designed to achieve the same or
similar results may be substituted for the specific embodi-
ments shown. This disclosure 1s intended to cover any and all
subsequent adaptations or variations of various embodi-
ments. Combinations of the above embodiments, and other
embodiments not specifically described herein, will be appar-
ent to those of skill 1n the art upon reviewing the description.

The Abstract of the Disclosure 1s submitted with the under-
standing that 1t will not be used to interpret or limit the scope
or meaning of the claims. In addition, 1n the foregoing
Detailed Description, various {features may be grouped
together or described 1n a single embodiment for the purpose
of streamlining the disclosure. This disclosure 1s not to be
interpreted as retlecting an intention that the claimed embodi-
ments require more features than are expressly recited in each
claim. Rather, as the following claims reflect, the claimed
subject matter may be directed to less than all of the features
of any of the disclosed embodiments.
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What 1s claimed 1s:

1. A method, comprising;:

sending outgoing data in a first outgoing data block from a
first processing system to a second processing system;

14

writing the particular data to a processing memory loca-

tion.
7. The method of claim 6, wherein the information descrip-
tive of each of the imncoming data blocks indicates that the

updating a first data structure at the first processing system, 5 jncoming data block includes status data related to a particu-

wherein the first data structure indicates an order of
transmission of each of a plurality of outgoing data
blocks, wherein the plurality of outgoing data blocks
includes the first outgoing data block;
in response to an end of a first frame, generating an outgo-
ing caboose packet based on the first data structure, the
outgoing caboose packet including information identi-
tying the order of transmission of each of the plurality of
outgoing data blocks during the first frame, wherein the
outgoing data 1s generated during a processing frame,
and wherein the processing frame includes the first
frame and at least one second {frame;:
sending the outgoing caboose packet from the first process-
ing system to the second processing system, wherein the
first frame and the at least one second frame are cross-
channel data link frames, and wherein state data 1s com-
municated between the first processing system and the
second processing system during the first frame;

selecting data to be processed during an interim time
period after the end of the first frame and prior to a
beginning of the at least one second frame, wherein the
data to be processed 1s selected based on incoming data
received from the second processing system during the
first frame:;

processing the selected data during the interim time period

to generate processed data; and

sending the processed data 1n a second outgoing data block

to the second processing system during the at least one
second frame.

2. The method of claim 1, further comprising;

receiving mcoming data blocks from the second process-

ing system during the first frame; and

as each of the incoming data blocks 1s recerved, writing the

incoming data block to a memory device of the first
processing system without mterrupting a processor of
the first processing system.

3. The method of claim 2, wherein related incoming data
blocks are written to contiguous memory locations of the
memory device.

4. The method of claim 2, further comprising receiving an
incoming caboose packet from the second processing system
alter the end of the first frame, wherein the incoming caboose
packet includes information identitying an order of transmis-
s1on of each of the incoming data blocks sent from the second
processing system to the first processing system and informa-
tion descriptive of each of the incoming data blocks.

5. The method of claim 4, further comprising generating a
memory map using the mcoming caboose packet at the first
processing system, wherein the memory map indicates a par-
ticular location within the memory device associated with
data included in each of the incoming data blocks and wherein
the memory map 1s generated based on the order of transmis-
sion of each of the mncoming data blocks and based on the
information descriptive of each of the incoming data blocks.

6. The method of claim 5, further comprising:

in response to receiving a read request for particular data:

accessing the memory map that identifies a plurality of
locations 1n the memory device associated with the
particular data;

assembling the particular data by reading particular
incoming data blocks stored at the plurality of loca-
tions; and
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lar subsystem.

8. The method of claim 4, further comprising, 1n response
to a failure of the first processing system, restarting the first
processing system using state data received via the incoming
data blocks and the incoming caboose packet.

9. A system, comprising

a first processing system configured to be communica-

tively coupled to a second processing system, the first
processing system including:
a first processor; and
a first memory storing instructions that, when executed
by the first processor, cause the first processor to:
send outgoing data in a first outgoing data block from
a first processing system to a second processing
system:
update a first data structure at the first processing
system, wherein the first data structure indicates an
order of transmission of each of a plurality of out-
going data blocks, wherein the plurality of outgo-
ing data blocks includes the first outgoing data
block:
in response to an end of a first frame, generate an
outgoing caboose packet based on the first data
structure, the outgoing caboose packet including
information identifying the order of transmission
of each of the plurality of outgoing data blocks
during the first frame, wherein the outgoing data 1s
generated during a processing frame, and wherein
the processing frame includes the first frame and at
least one second frame;
send the outgoing caboose packet from the first pro-
cessing system to the second processing system,
wherein the first frame and the at least one second
frame are cross-channel data link frames, and
wherein state data 1s communicated between the
first processing system and the second processing
system during the first frame;
select data to be processed during an interim time
period after the end of the first frame and prior to a
beginning of the at least one second frame, wherein
the data to be processed 1s selected based on 1ncom-
ing data received from the second processing sys-
tem during the first frame;
process the selected data during the interim time
period to generate processed data; and
send the processed data 1n a second outgoing data
block to the second processing system during the at
least one second frame,
wherein the second processing system includes:
a second processor;
a receive bulfer, the receive buller including a plurality
ol recetve bulfer memory locations;
a recerver configured to:
receive incoming data blocks from the first processing
system, wherein the imncoming data blocks corre-
spond to the plurality of outgoing data blocks sent
by the first processing system:;
write each of the incoming data blocks to a particular
receive butler memory location; and
receive, Irom the first processing system, the caboose
packet; and
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a memory mapping module to generate, based on the
caboose packet, a map associating a particular receive
buifer memory location of the plurality of receive
buifer memory locations with data included 1n each of
the incoming data blocks.

10. The system of claim 9, wherein in response to a read
request for particular data, the second processor 1s configured
to:

access the memory map to i1dentily one or more receive
buifer memory locations corresponding to the particular
data; and

copy the particular data from the one or more 1dentified
receive butler memory locations to a processor memory
of the second processing system.

11. The system of claim 10, wherein incoming data blocks
are not copied to the processor memory of the second pro-
cessing system until a read request 1s recerved.

12. The system of claim 9, wherein the second processing
system 1ncludes:

a transmitter adapted to packetize additional outgoing data
into additional outgoing data blocks and to send the
additional outgoing data blocks to the first processing
system, and

a transmission manager configured to update a second
caboose data structure when an additional outgoing data
block 1s transmitted, wherein the second caboose data
structure includes information indicating an order in
which each of the additional outgoing data blocks was
transmaitted.

13. The system of claim 12, wherein the transmitter sends

a second caboose packet based on the second caboose data
structure from the second processing system to the first pro-
cessing system when a second frame ends, wherein the sec-
ond caboose packet includes the information indicating the
order 1n which each of the additional outgoing data blocks
was transmitted.

14. The system of claim 9, wherein the receiver recerves the
incoming data blocks and writes the incoming data blocks to
the recerve butler memory locations without interrupting the
second processor.

15. A moveable platform, comprising:

a plurality of platform management systems; and

a cross-channel data link that facilitates communication of

state information between the platform management
systems;
wherein a first platform management system 1s configured

to:

send first data blocks to at least one second platform
management system via the cross-channel data link;

update a first data structure at the first platform manage-
ment system, wherein the first data structure indicates
an order of transmission of each of the first data
blocks:

in response to an end of a first frame, generate a first
caboose packet based on the first data structure,
wherein outgoing data included 1n the first data blocks
1s generated during a processing frame, wherein the
processing frame includes the first frame and at least
one second frame, wherein the first frame and the at
least one second frame are cross-channel data link
frames, and wherein state data 1s communicated
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between the first platform management system and
the at least one second platform management system
during the first frame;

send the first caboose packet via the cross-channel data
link to the at least one second platform management
system when the first frame ends, the first caboose
packet including information indicating an order of
transmission of each of the first data blocks and 1nfor-
mation descriptive of content of each of the first data

blocks:; and

select data to be processed during an interim time period
aiter the end of the first frame and prior to a beginning
ofthe at least one second frame, wherein the data to be
processed 1s selected based on data received from the
second platform management system during the first
frame,

wherein the at least one second platform management sys-

tem 1s configured to:

receive the first data blocks from the first platform man-
agement system and store the first data blocks to
memory locations of a receive buliler of the at least
one second platform management system; and

receive the first caboose packet from the first platform
management system and to map the memory loca-
tions of the receive buller of the at least one second
platform management system to the content of each of
the first data blocks based on the first caboose packet.

16. The moveable platform of claim 15, wherein the at least
one second platform management system does not recon-
struct the content of any of the first data blocks until a read
request for the content 1s recerved.

17. The moveable platform of claim 15, wherein the at least
one second platform management system 1s further config-
ured to:

send second data blocks to the first platform management

system via the cross-channel data link during the first
frame: and

send a second caboose packet via the cross-channel data

link to the first platform management system when the
first frame ends, the second caboose packet including
information indicating an order of transmission of each
of the second data blocks and information descriptive of
content of each of the second data blocks; and

wherein the first platform management system 1s further

configured to:

receive the second data blocks from the at least one
second platform management system and store the
second data blocks to memory locations of a receive
butifer of the first platform management system; and

receive the second caboose packet from the at least one
second platform management system and use the sec-
ond caboose packet to map the memory locations of
the recerve buller of the first platform management
system to the content of each of the second data
blocks.

18. The moveable platiorm of claim 15, wherein the move-
able platform comprises an unmanned vehicle and the plural-
ity of platform management systems provide onboard vehicle
control to the unmanned vehicle.
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