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1
BLOCK-BASED IMAGE STABILIZATION

TECHNICAL FIELD

The disclosure relates to 1image processing and, more par-
ticularly, techniques for image stabilization 1n 1mage capture
applications

BACKGROUND

As 1maging devices become lighter and smaller, 1mages
captured by such devices are more susceptible to quality
degradation due to mnadvertent shaking. In video capture, the
shake may result in shaking or jitter in the video image. In still
image capture, the shake may result in blurring of the image.
Blurring or shaking can make 1t difficult for the human visual
system to focus and concentrate on a region or object of
interest within the image. In either case, the quality of the
viewing experience ol the video or image 1s reduced.

Image stabilization systems attempt to compensate for
inadvertent shaking to produce better image quality. Image
stabilization systems generally fall into three main catego-
ries: optical image stabilizers (OIS), mechanical 1image sta-
bilizers (MIS), and electronic 1mage stabilizers (EIS). OIS
systems employ an adjustable lens that morphs the image
betore it reaches the sensor to reduce the effect of motion.
MIS systems stabilize the entire camera, €.g., using the center
of gravity of the camera, a counterbalance system, and/or the
camera operator’s body to maintain smooth motion. EIS sys-
tems employ signal processing algorithms to alter the cap-
tured 1mage.

SUMMARY

This disclosure describes 1mage stabilization techniques
for image capture devices, such as wireless communication
device that incorporate 1image capture capabilities, e.g., so-
called “camera phones™ or “video phones.” For example, an
image capture device may utilize a block-based image regis-
tration technique to reduce the blur of the image. The image
capture device may capture two or more 1images and average
the 1mages using the techniques described 1n this disclosure.
The image capture device may, for example, compute motion
vectors for a plurality of blocks of pixels of one of the images.
In some aspects, the image capture device may interpolate or
extrapolate motion vectors for individual pixels or sub-blocks
ol pixels using the block motion vectors.

The 1image capture device may then average the first and
second 1mages by averaging each of the pixels of the first
image with pixels of the second 1mage that correspond to a
location indicated by the plurality of motion vectors. Using
multiple motion vectors for adjusting the pixels results 1n a
better representation of the 1mage when movement causes
portions of the image to move in different directions.
Examples of such movement include rotation tangential to the
camera-scene line of sight, movement toward or away from
the scene, or any combination of these movements. The image
capture device may average portions, €.g., blocks or sub-
blocks, of the image using a motion vector representative of
the motion of that particular portion of the 1mage nstead of
motion of the image as a whole. In some cases, image regis-
tration may be even more accurate by accounting for move-
ment on a pixel-by-pixel basis.

In one aspect, a method for processing digital image data
comprises partitioning a {irst image of a scene of interest into
a plurality of blocks of pixels, computing, for each of the
plurality of blocks, a motion vector that represents the offset
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between the block of the first image and a corresponding
block of pixels within a second image of the scene of interest,
averaging pixel values for each of the pixels of the blocks of
the first image with pixel values of corresponding pixels of the
second 1mage based on the motion vector of the respective
block to which the pixels belong, and storing the averaged
pixel values.

In another aspect, a computer-program product for pro-
cessing digital image data comprises a computer readable
medium having instructions thereon. The instructions com-
prise code for partitioning a first image of a scene of interest
into a plurality of blocks of pixels, code for computing, for
cach of the plurality of blocks, a motion vector that represents
the offset between the block of the first image and a corre-
sponding block of pixels within a second 1image of the scene
ol interest, code for averaging pixel values for each of the
pixels of the blocks of the first image with pixel values of
corresponding pixels of the second image based on the
motion vector of the respective block to which the pixels
belong and code for storing the averaged pixel values.

In another aspect, an apparatus for processing digital image
data comprises an 1image processor to process the image data,
the image processor including a block partitioner to partition
a first image of a scene of interest into a plurality of blocks of
pixels, a motion vector module that computes, for each of the
plurality of blocks, a motion vector that represents the offset
between the block of the first image and a corresponding
block of pixels within a second 1mage of the scene of interest,
and pixel averaging module that averages pixel values for
cach of the pixels of the blocks of the first image with pixel
values of corresponding pixels of the second image based on
the motion vector of the respective block to which the pixels
belong. The apparatus also comprise a memory to store the
averaged pixel values.

In another aspect, an apparatus for processing digital image
data comprises means for partitioming a first image of a scene
of interest into a plurality of blocks of pixels, means for
computing, for each of the plurality of blocks, amotion vector
that represents the offset between the block of the first image
and a corresponding block of pixels within a second 1mage of
the scene of interest, means for averaging pixel values for
cach of the pixels of the blocks of the first image with pixel
values of corresponding pixels of the second 1image based on
the motion vector of the respective block to which the pixels
belong, and means for storing the averaged pixel values.

The techniques described in this disclosure may be 1imple-
mented 1n hardware, software, firmware, or any combination
thereof. If implemented 1n software, the soitware may be
executed 1n a processor, which may refer to one or more
processors, such as a microprocessor, application specific
integrated circuit (ASIC), field programmable gate array
(FPGA), or digital signal processor (DSP), or other equiva-
lent mtegrated or discrete logic circuitry. Software compris-
ing instructions to execute the techniques may be 1nitially
stored 1n a computer-readable medium and loaded and
executed by a processor. Accordingly, this disclosure also
contemplates computer-readable media comprising instruc-
tions to cause a processor to perform any of a variety of
techniques as described 1n this disclosure. In some cases, the
computer-readable medium may form part of a computer
program product, which may be sold to manufacturers and/or
used 1n a device. The computer program product may include
the computer-readable medium, and 1n some cases, may also
include packaging materials.

The details of one or more examples are set forth in the
accompanying drawings and the description below. Other
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features, objects, and advantages will be apparent from the
description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram illustrating an example 1mage
capture device that implements 1mage stabilization tech-
niques.

FIG. 2 1s a block diagram of a wireless communication
device that incorporates the 1image capture device of FIG. 1.

FIG. 3 1s a block diagram 1illustrating the image capture
device of FIG. 1 in further detail.

FIG. 4 1s a flowchart illustrating example operation of an
image capture device performing image stabilization in
accordance with the techniques described 1n this disclosure.

FIGS. SA-SE are diagrams 1llustrating exemplary image
information captured and stored by an 1mage capture device
and processed by an 1image processor according to the image
stabilization techmiques as described 1n this disclosure.

DETAILED DESCRIPTION

Image capture devices, especially those that are small and
lightweight, such as a so-called camera phone, are susceptible
to undesirable movements by a user of the device during
image capture. Such undesirable movements generally result
in a reduced 1mage quality due to blurring or other visual
artifacts. To compensate for the movements, the 1mage cap-
ture device may provide image stabilization using the image
registration techniques described in this disclosure. In gen-
eral, image registration refers to a technique 1 which two or
more frames, e.g., consecutive frames, are captured with a
reduced exposure time, aligned and then averaged together.
Image registration may result in reduced blur due to the
shortened exposure time and reduced noise due to averaging
of the two or more frames.

In accordance with the techniques described in this disclo-
sure, an 1mage capture device may utilize a block-based
image registration technique to reduce the blur of the 1image.
The image capture device may capture two or more 1mages of
the same scene of 1nterest and average the images using the
techniques described 1n this disclosure. The image capture
device may, for example, compute motion vectors for a plu-
rality of blocks of pixels of one of the images. In some
aspects, the image capture device may interpolate or extrapo-
late motion vectors for individual pixels or sub-blocks of
pixels using the block motion vectors. The motion vectors
represent the offset between the block, sub-block or pixel of
the first image and a corresponding block, sub-block or pixel
within the second 1mage.

The 1image capture device may then average the first and
second 1mages by averaging each of the pixels of the first
image with pixels of the second 1mage that correspond to a
location indicated by the plurality of motion vectors. The
image capture device may use straight averaging of the first
and second 1images, a weighted average of the first and second
images, a sum of the first and second 1mages or other tech-
nique for combining the image information of the two or more
images. Using multiple motion vectors for adjusting the pix-
¢ls results 1n a better representation of the image when move-
ment, such as rotation tangential to the camera-scene line of
sight or movement toward or away from the scene, causes
portions of the image to move in different directions. In
particular, portions (e.g., blocks or sub-blocks) of the image
are averaged using a motion vector representative of the
motion of that particular portion of the image instead of
motion of the image as a whole. In some cases, image regis-
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4

tration may be even more accurate by accounting for move-
ment on a pixel-by-pixel basis.

These techniques may be particularly effective in reducing
blur or other visual artifacts of an 1image that occur as a result
of undesirable camera movement, such as translational
motion, rotation tangential to the camera-scene line of sight,
movement toward or away from the scene, or any combina-
tion of these movements during image capture. Moreover,
these techniques may be effective 1n reducing blur or other
visual artifacts of the image that occur as a result of the use of
certain 1mage capturing technologies that utilize “rolling
shutters,” such as a complementary metal-oxide-semicon-
ductor (CMOS) image sensor technology.

FIG. 1 1s a block diagram of an example image capture
device 2 that implements the 1mage stabilization techniques
described 1n this disclosure. Image capture device 2 may be a
digital camera, such as a digital still image camera, a digital
video camera or a combination of both. In addition, 1image
capture device 2 may be a stand-alone device, such as a
stand-alone camera, or be mtegrated in another device, such
as a wireless communication device. As an example, image
capture device 2 may be integrated in a mobile telephone to
form a so-called camera phone or video phone. Although the
techniques described in this disclosure may be generally
applicable to captured digital video, application of such tech-
niques to digital still images will be described for purposes of
illustration.

As shown 1 FIG. 1, image capture device 2 includes an
image sensor 4, an 1mage processor 6, and an 1mage storage
module 8. Image sensor 4 acquires 1image information for a
scene of interest. For example, image sensor 4 may capture
still 1mages, or possibly full motion video sequences, 1n
which case 1image processing may be performed on one or
more 1image frames of the video sequence. Captured video
may be support general video capture for archival or video
telephony or other applications. Image sensor 4 may include
a two-dimensional array of individual image sensor elements,
e.g., arranged 1n rows and columns. In some aspects, each of
the 1mage sensor elements of image sensor 4 may be associ-
ated with a single pixel. In other words, there may be a
one-to-one correspondence between 1image sensor elements
and pixels. Alternatively, there may be more than one 1mage
sensor element associated with each pixel or more than one
pixel associated with each 1image sensor element. Image sen-
sor 4 may comprise, for example, an array of solid state
sensors such as complementary metal-oxide semiconductor
(CMOS) sensors, charge coupled device (CCD) sensors or
the like. Moreover, image sensor 4 may maintain one or more
image builers to which 1t stores 1image information for the
captured 1mages.

To capture the 1mage, image sensor 4 exposes the 1mage
sensor elements to the image scene to capture the image. The
image sensor elements within 1image sensor 4 may, for
example, capture intensity values representing the intensity
of the light of the scene at a particular pixel position. In some
cases, each of the image sensor elements of sensor 4 may only
be sensitive to one color, or color band, due to the color filters
covering the sensors. For example, image sensor 4 may com-
prise, for example, an array of red, green and blue filters.
Image sensor 4 may utilize other color filters, however, such
as CMYK color filters. Thus, each of the image sensors of
image sensor 4 may capture intensity values for only one
color. Thus, the image information may include pixel inten-
sity and/or color values captured by the sensor elements of
image sensor 4.

Image processor 6 receives the image information for two
or more images (or frames), €.g., from butlers of image sensor
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4, and performs the 1image stabilization techniques described
in this disclosure. In particular, image processor 6 includes an
image registration module 9 that performs block-based image
registration. Image registration module 9 partitions one or
both of the images 1nto a plurality of blocks of pixels (referred
to 1n this disclosure as “blocks”). These blocks, sometimes
referred to as “macroblocks,” typically represents a contigu-
ous portion of the image information. Image registration
module 9 may further sub-partition each block into two or
more sub-blocks. As an example, a 16x16 block may com-
prise four 8x8 sub-blocks, eight 4x8 sub-blocks or other
sub-partition blocks. Blocks of larger or smaller dimensions
are also possible. As used herein, the term “block™ may refer
to either any size block or a sub-block.

Image registration module 9 computes motion vectors for
cach of the blocks. The motion vectors of the blocks represent
the displacement of the identified block between the first
image and the second 1image. Thus, the motion vectors rep-
resent an offset between the block in the first image and a
corresponding block within the second image. The offset may
be due to shaking or other unintentional device movement, or
use of certain 1image capturing technologies. In one aspect,
image registration module 9 may register each pixel of the
image by averaging the pixel values of pixels of the first image
with pixel values of corresponding pixels of the second image
located using the block motion vectors. In other words, image
registration module 9 may, for each of the blocks, use the
motion vector of the block for each of the pixels of the block.
Each block has a different motion vector, however, resulting
in the use of a plurality of motion vectors to compensate for
any unwanted motion. Using multiple motion vectors for
adjusting the pixels results 1n a better representation of the
image when movement, such as rotation tangential to the
camera-scene line of sight, or movement toward or away from
the scene, causes portions of the image to move in different
directions.

In other aspects, however, 1image registration module 9
may use the motion vectors associated with two or more of the
blocks to estimate motion vectors for one or more sub-blocks,
where a sub-block may comprise a contiguous portion of a
block. A sub-block, for example, may comprise a 4x4 con-
tiguous square pixel portion of an 8x8 contiguous square
pixel block. In one aspect, image registration module 9 may
use the motion vectors associated with the blocks to estimate
motion vectors for each of the pixels of the blocks, and 1n this
instance, a sub-block comprises a single pixel of a block.
Using the motion vectors determined for each of the blocks,
sub-blocks and/or pixels, image registration module 9 aver-
ages the pixel values of pixels of the first image with pixel
values of corresponding pixels of the second 1image to register
the 1image. For example, image registration module 9 may
average the pixel values, e.g., intensity and/or color values, of
pixels of the most recently captured image with the pixel
values of pixels of a temporally prior image. Image registra-
tion module 9 may use a straight average of the first and
second 1mages, a weighted average of the first and second
images, a sum of the first and second 1mages or other tech-
niques for combining the image information of the two or
more 1mages. Image registration module 9 may store the
averaged pixel values at the pixel location of the mostrecently
captured image. In this manner, 1mage registration module 9
may replace the pixel values of the pixels of one of the
captured images with the averaged pixel values during image
registration. This averaged image information (1.e., pixel val-
ues) typically exhibits less blur, thus providing enhanced
image quality, especially in istances where the above men-
tioned movements occur and/or 1mage capturing technolo-
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gies are mvolved. In this manner, 1mage registration may be
even more accurate by accounting for movement on a block-
by-block, a sub-block by sub-block or a pixel-by-pixel basis.
Moreover, computing resources are reserved by performing
motion estimation at a block level and estimating motion
vectors for the pixel level.

Image processor 6 may be realized by one or more micro-
processors, digital signal processors (DSPs), application spe-
cific integrated circuits (ASICs), field programmable gate
arrays (FPGAs), or any other equivalent discrete or integrated
logic circuitry, or a combination thereof. In some embodi-
ments, 1image processor 6 may form part of an encoder-de-
coder (CODEC) that encodes the image information accord-
ing to a particular encoding technique or format, such as
Motion Pictures Expert Group (MPEG)-2, MPEG-4, Interna-
tional Telecommunication Union (ITU) H.263, ITU H.264,
Joint Photographic Experts Group (JPEG), Graphics Inter-
change Format (GIF), Tagged Image File Format (TIFF) or
the like. Image processor 6 may perform additional process-
ing on the image iformation, such as image cropping, coms-
pression, enhancement and the like.

Image processor 6 stores the registered image in 1mage
storage module 8. Alternatively, image processor 6 may per-
form additional processing on the registered image and store
the registered 1image information in processed or encoded
formats 1n 1mage storage module 8. If the registered 1image
information 1s accompanied by audio information, the audio
also may be stored in 1mage storage module 8, either inde-
pendently or 1n conjunction with the video imformation com-
prising one or more Iframes containing the registered image
information. Image storage module 8 may comprise any vola-
tile or non-volatile memory or storage device, such as read-
only memory (ROM), electrically erasable programmable
read-only memory (EEPROM), or FLASH memory, or such
as a magnetic data storage device or optical data storage
device.

A number of other elements may also be included in image
capture device 2, but are not specifically 1llustrated 1n FIG. 1
for simplicity and ease of illustration. For example, image
capture device 2 may include additional components for cap-
turing 1mages, such as a lens, a shutter, a flash device and a
display. The architecture 1llustrated 1n FIG. 1 1s merely exem-
plary, as the techniques described 1n this disclosure may be
implemented with a vanety of other architectures. Moreover,
the features illustrated 1n FIG. 1 may be realized by any
suitable combination of hardware and/or software compo-
nents.

FIG. 2 1s a block diagram 1llustrating an example wireless
communication device 10 that includes an 1mage capture
device 2 that implements the 1mage stabilization techniques
described 1n this disclosure. In other words, FIG. 2 shows
image capture device 2 itegrated within a wireless commu-
nication device. Operation ol image capture device 2 1s
described above with respect to FIG. 1 and therefore will not
be described 1n detail here. Wireless communication device
10 may comprise a wireless communication device handset,
such as a cellular phone having 1image capturing capabilities
(e.g., the so-called camera phone or video phone), a video
recorder, a personal digital assistant (PDA), a laptop com-
puter or any other handheld device having image capturing
and wireless communication capabilities. Although 1llus-
trated 1n the context of a wireless communication device, the
techniques of this disclosure may be applicable to wired
communication devices.

In the example of FIG. 2, wireless communication device
10 includes 1image capture device 2, an encoding module 12
and a transmitter 14. Encoding module 12 may encode the
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captured 1mage information to compress the 1mage into a
particular image compression format for storage and/or trans-
mission. Encoding module 12 may compress the image using,
any of a number of 1mage compression formats, including
JPEG, TIFF, GIF or other image compression format. In the
case of video, encoding module 12 may compress the video
using any number of video compression formats, such as

MPEG, MPEG Advanced Video Coding (AVC) part 10, ITU
H.264 and the like.

Wireless communication device 10 may transmit the
encoded 1mage to another device via transmitter 14. Trans-
mitter 14 typically provides an interface to a cellular network,
such as a code division multiple access (CDMA) network, a
wideband code division multiple access (W-CDMA) net-
work, a time division multiple access (TDMA) network, and
a global system for mobile communication (GSM) network,
or other similar network. Transmitter 14, 1n addition or as
alternate to the cellular network, may provide an interface to
a wireless network as defined by any of the relevant Institute
of Flectrical and Electronics Engineers (IEEE) 802.11 stan-
dards, or any other wired or wireless network. Although
described as including only 1image capture device 2, encoding
module 12 and transmitter 14, wireless communication
device 10 may include other modules, such as a display, a user
interface (e.g., a keypad) for interfacing with a user, one or
more processors for performing additional operations, and
various ports and receptacles for accepting removable
memory, headphones, power supplies, and any other such
peripherals.

FI1G. 3 1s a block diagram 1illustrating image capture device
2 of FIG. 1 1n further detail. As 1llustrated in FIG. 3, image
sensor 4 includes 1image builers 26 A and 26B (“1image butfers
26”) both of which may store image information pertaining to
the same scene of interest. Image sensor 4 may, for example,
store the 1mage information 1 1mage buifers 26 during an
image preview. More specifically, image sensor 4 may store
the 1image information 1n 1mage butlers 26 while the user 1s
pointing the image capture device at the scene of interest, but
betore the user actuates a button to capture the image. In some
embodiments, image buffers 26 store image information cap-
tured within seconds 11 not milliseconds or shorter time peri-
ods of one another, thereby ensuring that each of buifers 26
stores successive sets of 1image information pertaining to the
same scene of interest. This successive image butfering tech-
nique 1s utilized to facilitate blur reduction and occurs unno-
ticed by a user attempting to capture the image. That 1s, from
the user’s perspective, only a single 1mage 1s captured via
activation of a button of 1image capture device 2. However,
two or more 1mages are actually captured and averaged to
generate the single 1image viewed by the user. Although FIG.
3 includes two 1mage bulifers, image capture device 2 may
include more than two 1mage buffers 26. In this manner, the
image stabilization techniques described 1n this disclosure
may, by extension, be applied to more than two 1images.

Buffers 26 may comprise any volatile or non-volatile
memory or storage device, such as read-only memory
(ROM), celectrically erasable programmable read-only
memory (EEPROM), or FLASH memory, or such as a mag-
netic data storage device or optical data storage device. While
shown 1n FI1G. 3 as residing within image sensor 4, butilers 26
may reside external to 1image sensor 4, such as within other
modules of image capture device 2 including 1mage processor
6, 1mage storage module 8, or image registration module 9.

Block adaptive image registration module 9 includes a
block partitioner 28, a motion vector module 32, and a pixel
averaging module 38. Motion vector module 32 includes
respective horizontal and vertical projection modules 30A
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and 30B (“projection modules 307), a motion vector extrapo-
lator 34, and a motion vector interpolator 36. Depiction of
different features as units or modules 1s intended to highlight
different functional aspects of 1mage registration module 9,
and does not necessarily imply that such units or modules
must be realized by separate hardware, software and/or firm-
ware components. Rather, functionality associated with one
or more units or modules may be mtegrated within common
hardware, software components and/or firmware compo-
nents.

As described above, image sensor 4 captures images 40A
and 40B (“1mages 40”) and stores images 40 to buflers 26.
Image registration module 9 recerves the images from buifers
26 and employs block partitioner 28 to partition one or both of
the images 40 1nto two or more blocks of pixels. In the case of
the JPEG standard, for example, block partitioner 28 may
partition each of the images 1nto 8x8 blocks that include eight
rows ol pixels and eight columns of pixels. Blocks of larger or
smaller than eight rows or columns are also possible. For
example, block partitioner 28 may partition each of the
images mnto 16x16 blocks, 8x16 blocks, 16x8 blocks or
blocks of any size.

When block partioner 28 partitions both of the images, the
images are typically partitioned in the same manner. That 1s,
block partitioner 28 may partition each of the images into the
same block configuration, such as the block configurations
shown 1n FIGS. SA and 5B. As 1s further shown 1in FIGS. 5A

and 5B, block partitioner 28 may partition the 1mages into a
number of overlapping blocks. Blocks are “overlapping”
when a first block of the image, for example, defines a first
contiguous area of the captured 1image, and a second block of
the 1image defines a second contiguous area of the captured
image, where the first contiguous area contains at least some
of the second contiguous area. In other aspects, block parti-
tioner 28 may partition each of the 1images into non-overlap-
ping blocks.

Motion vector module 32 computes motion vectors for
cach of the blocks. In one aspect, motion vector module 32
may compute the motion vectors for each of the blocks using
horizontal projections, vertical projections or both. Horizon-
tal projections are summations of the pixel values of a row of
pixels of a block. Vertical projections are summations of the
pixel values of a column of pixels of a block. For example,
motion vector module 32 may determine, for each of the
blocks of each image, horizontal and vertical projections
according to the following equations:

Py(j)= ) Imli, j), ()

Py() = ) Imli, j) (2)
J

where P,,(j) denotes the horizontal projection as a function of
pixels j along the y-axis, P;{1) denotes the vertical projection
as a function of pixels “1” along the x-axi1s, and Im(1, 1) denotes
the 1mage information as a function of the pixels “1” and “4.”
P,, therefore 1s the summation (2) of the x-axis pixel values
(as 1 varies and j remains static) of 1image information of the
particular block. In this manner, motion vector module 32
generates a single-dimensional horizontal projection vector
from two-dimensional image information of the block. Thus,
motion vector module 32 may generate a one-dimensional,
sixteen element horizontal projection vector that represents

the two-dimensional 8x8 block. Likewise, P,-1s the summa-
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tion (X) of the y-axis pixel values (as 1 remains static and {
varies) of image information of the block, 1.e., Im(1, 1), to form
a single-dimensional vertical projection vector from two-
dimensional 1mage information of the same block for which
the horizontal projection was determined. Each block under-
goes the same procedure until every block has been reduced
to a series ol horizontal and vertical projections.

After determining the horizontal and vertical projection
vectors according to respective equations (1), (2) above or any
other projection-like function capable of compressing two-
dimensional 1image information of the block into a single
dimension, motion vector module 32 computes motion vec-
tors for the blocks as a function of the projection vectors. In
one embodiment, motion vector module 32 computes the
motion vectors according to the following equations:

Vo = 7 = mi }3’1'—}3’2"2 (3)
o= ngnz_( w(i) = P2y (i + ).

i

Vy = — mi Ply (i) — P2y (i+ j)) (4)
y “?;E‘“Z( v (D)= P2y (i + J))

!

where V., denotes the horizontal motion vector component,
V.. denotes the vertical motion vector component, Pl
denotes the horizontal projection for the particular block of
the first image, P2,, denotes the horizontal projection for the
corresponding block of the second 1image, and P1; - and P2,.
denote vertical projections of respective first and second
images. In effect, equations (3) and (4) calculate V,and V ;. by
determining the mean squared differences between respective
horizontal and vertical projections determined from corre-
sponding blocks of the first and second 1images. Correspond-
ing blocks can be any two or more of the blocks, each block
being a partition from a different image, that define the same
contiguous area within their respective image. After calculat-
ing these motion vector components, motion vector module
32 determines the motion vectors by combining the horizon-
tal and vertical motion vector components relating to the
same block. Thus, each motion vector represents the offset
between the block of the first image and a corresponding
block of pixels within the second 1image. Although described
above as using means squared differences, other techniques
may be used to compute the motion vectors, such as max
correlation/covariance, sum of absolute differences, or the
like.

Motion vector module 32 may compute the motion vectors
using other motion estimation techniques. For example,
motion vector module 32 may, for each block of the first
image, search the second frame for a block that is a best match
to the respective block of the first image. Motion vector
module 32 may compare the two-dimensional block informa-
tion of the blocks of the first image with two-dimensional
block information of the blocks in the second image using an
error measure, €.g., sum of absolute difference (SAD), mean
square error (MSE) or the like. Motion vector module 32 may
select the block with the smallest error measurement. The
computation of motion estimation using two-dimensional
block data may, however, require more processing resources
and time.

In some aspects, motion vector module 32 may determine
motion vectors for other pixels of the blocks using the motion
vectors computed for the blocks. Motion vector module 32
may, for example, include a motion vector extrapolator 34
and a motion vector interpolator 36 to compute motion vec-
tors for other pixels of the blocks using the block motion
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vectors according to any of a number of extrapolation and
interpolation techniques as will be described 1n more detail.
Motion vector extrapolator 34 may, for example, use linear
extrapolation, polynomaial extrapolation or conic extrapola-
tion to compute the motion vectors of at least a portion of the
other pixels of the block. Likewise, motion vector interpola-
tor 36 may, for example, use linear interpolation, polynomaial
interpolation or spline interpolation to compute the motion
vectors of at least a portion of the other pixels of the block. In
this manner, motion vector module 32 fits a line or curve to the
computed motion vectors to extrapolate or interpolate the
motion vectors for the pixels. Based on these fitted lines or
curves, motion vector extrapolator 34 or interpolator 36 deter-
mines a motion vector for pixel of one of the 1mages. As
described above, the motion vectors represent the offset
between the pixel of the first image and a corresponding pixel
within the second image. Although described in this disclo-
sure as determining motion vectors for each of the pixels of
the blocks, motion vector module 32 may extrapolate or inter-
polate motion vectors for only a subset of the pixels, e.g.,
sub-blocks of pixels. For example, 11 the original block 1s an
8x8 block, motion vector module 32 may extrapolate or inter-
polate motion vectors for four 2x2 sub-blocks

Pixel averaging module 38 computes the pixel values for
the registered 1image using the pixel values from both of the
images. In particular, pixel averaging module 38 averages
pixel values, e.g., mtensity and/or color values, for pixels of
the first frame with pixel values, e.g., imtensity and/or color
values, of corresponding pixels of the second frame located at
locations indicated by the motion vectors (1.e., offsets). In one
aspect, pixel averaging module 38 may perform the pixel
averaging using motion vectors associated with the individual
pixels, e.g., determined using extrapolation or interpolation.
In other aspects, pixels averaging module 38 may perform
pixel averaging using motion vectors associated with the
blocks, 1.e., the motion vector associated with the block 1s
used for 1dentitying the corresponding pixels i the second
image. By capturing an image using the image registration
techniques described above, image registration module may
reduce the amount of blur that occurs due to any of a number
of unintentional camera movements.

The functionality as described in this disclosure and
ascribed to image registration module 9 may be performed by
a programmable processor that executes instructions stored to
a computer-readable medium, where the mstructions and/or
code cause the processor to perform 1mage registration as
described 1n this disclosure. In some cases, the computer-
readable medium may form part of a computer program prod-
uct, which may be sold to manufacturers and/or used 1n a
device. Alternatively, the techniques described 1n this disclo-
sure and ascribed to image registration module 9 may be
implemented generally 1in hardware and particularly within
an integrated circuit. The integrated circuit comprises at least
one processor configured to perform the functionality
described 1n this disclosure.

FIG. 4 1s a flow diagram illustrating example operation of
an 1mage capture device, such as image capture device 2 of
FIG. 3, performing the image stabilization technique
described in this disclosure. Initially, image sensor 4 ol image
capture device 2 captures two or more 1images and stores the
images to buffers 26 (50). As described above, the two or
more 1mages may be successive images that are captured by
image sensor 4 milliseconds, or even shorter time periods,
from one another. For example, the successive images may be
captured during an image preview. Block partitioner 28 par-
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titions at least one of the 1images into a plurality of blocks (52).
The blocks may be overlapping or non-overlapping, and may
be of varying dimensions.

Motion vector module 32 computes motion vectors for
each of the blocks of at least one of the images (54). In one >
embodiment, motion vector module 32 may compute motion
vectors for each of the blocks of at least one of the 1images
based on one or more projections, €.g., etther a horizontal
projection, a vertical projection or both. In particular, motion
vector module 32 may determine the motion vectors for the
one or both of the images according to equations (3) and (4).
Motion vector module 32 may, however, compute the motion
vectors using other motion estimation technmiques.

Motion vector module 32 interpolates and/or extrapolates
motion vectors for at least a portion of the other pixels of the
block using two or more of the computed motion vectors of
the block (56). Motion vector module 32 may, for example, fit
a line 1n the case of linear interpolation and/or extrapolation
or a curve 1n the case of higher order interpolation and/or »g
extrapolation that passes through the computed motion vec-
tors, and estimate a motion vector, e.g., an offset, for at least
a portion of the other pixels of one of the images using the
fitted line or curve. As described in detail above, motion

vector module 32 may extrapolate or interpolate motion vec- 25
tors for each of the pixels of the block or, alternatively, for
sub-blocks of pixels of the block.

Pixel averaging module 38 computes, for at least a portion
of the pixel locations of the block, the pixel values for the
registered 1mage using the pixel information from both of the 30
images (58). In particular, pixel averaging module 38 obtains
the pixel information from pixels of the first image and pixel
information from corresponding pixels of the second image
located at a location indicated by the motion vector (i.e.,
offset), and averages the pixel information to generate the 35
registered 1mage. Pixel averaging module 38 may use a
straight average of the first and second 1mages, a weighted
average of the first and second 1mages, a sum of the first and
second 1mages or other techniques for combining the 1mage
information of the two or more 1mages. By capturing an 40
image using the image registration techniques described
above, 1mage registration module may reduce the amount of
blur that occurs due to any of a number of unintentional
camera movements.

FIGS. 5A-5E are 1llustrations of example images 66 A and 45
668 (“1mages 66) captured and stored by an 1mage capture
device, such as image capture device 2 of FIG. 3, and pro-
cessed by 1image processor 6 according to the image stabili-
zation techniques described 1n this disclosure. In particular,
image sensor 4 may capture images 66 and store images 66 1n 50
respective ones of buffers 26. Although image information 66
1s shown as two 1mages, for ease of illustration purposes most
of the discussion below will be directed to 1mage 66A. How-
ever, the discussion 1s equally applicable to image 66B.

Block partitioner 28 partitions one or both of 1images 66 55
into two or more blocks of pixels. As shown in reference to
image 66A of FIGS. 5A and 5B, block partitioner 28 parti-
tions 1mage mformation mto blocks 68A-681 (“blocks 68™).

In the example illustrated 1n FIGS. SA and 5B, blocks 68 are
a plurality of overlapping blocks. However, the techniques 60
may be applied to block partitions that are not overlapping.
Although the partition of 1image 66 A 1nto blocks 68 1s 1llus-
trated 1n two separate figures, blocks 68 are partitions of a
single image 66A. In other words, 1mage 66A 1s partitioned
into nine blocks. For example, block 68F of FIG. 5B overlaps 65
blocks 681 and 68G of FIG. 5B as well as blocks 68A, 68B
and 68E of FIG. 5A. Likewise, block 68E overlaps blocks
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68A-68D of FIG. 5A and blocks 68F-681 of FIG. 5B. Block
partitioner 28 may, 1n some cases, partition image 66B 1n a
similar fashion.

Block partitioner 28 may select this partitioning scheme to
enable the blur reduction for the certain movements described
above as well as to decrease computation complexity. For
example, by selecting to partition image information 66 A into
nine blocks, block pardoner 28 may more easily detect and
correct for blur caused by rotation tangential to the camera-
scene line of sight, movement toward or away from the scene,
in addition to horizontal and vertical (translational) move-
ment. Moreover, the block partitioning scheme may further
enable reduction of blur or other visual artifacts of the image
that occur as a result of movement in conjunction with image
capturing technologies that utilize rolling shutters. Image
registration module 9 may be able to detect such motions
because of the scattered nature of the block centers 70A-1.

Motion vector module 32 determines motion vectors 72 A-
721 (“motion vectors 72”) for the respective blocks 68, as
shown 1n FIG. 5C. Motion vector module 32 may calculate
motion vectors 72 for each ol blocks 68 using any of a number
of techniques as described above. In the example illustrated in
FIG. 5C the motion vectors for the respective blocks form a
3x3 motion grid. As described above, however, the tech-
niques are applicable to any grid that 1s 2x2 or larger.

Once motion vectors 72 are determined, motion vector
extrapolator 34 and interpolator 36 respectively extrapolate
and mterpolate motion vectors 74 A-74K and 76 A-76L shown
in FIGS. 5D and SE based on motion vectors 72 according to
conventional extrapolation and interpolation techniques. For
case of 1llustration, only a subset of extrapolated and interpo-
lated motion vectors 74 and 76 are shown. Extrapolated and
interpolated motion vectors 74 and 76 may be calculated for
cach row and column of pixels within image 66. In other
words, motion vector module 32 may compute motion vec-
tors for each of the pixels within each of the blocks. As
described above, however, the techniques may be used to
compute motion vectors for only a subset of the pixels of the
blocks, e.g., sub-blocks. The invention therefore should not
be limited to the illustration of motion vectors 72-76 as shown
in FIGS. 5D and SE.

In the example illustrated 1 FIGS. 5D and SE, motion
vector extrapolator 34 and interpolator 36 use linear mterpo-
lation and extrapolation by fitting lines 78 A and 78B to the
vertical motion vectors (FI1G. 5D) and line 80 to the horizontal
motion vectors (FIG. 5E). As described above, however,
higher order interpolation or extrapolation techniques may be
used to compute the motion vectors for the imndividual pixels.
Thus, lines may be fit according to a quadratic equation,
splines, or any other type of line fitting algorithm.

The techniques described herein may be implemented 1n
hardware, software, firmware, or any combination thereof.
Any features described as modules or components may be
implemented together 1n an 1ntegrated logic device or sepa-
rately as discrete but interoperable logic devices. If imple-
mented 1n software, the techniques may be realized at least in
part by a computer-readable medium comprising instructions
that, when executed, performs one or more of the methods
described above. The computer-readable medium may form
part ol a computer program product, which may include
packaging materials. The computer-readable medium may
comprise random access memory (RAM) such as synchro-
nous dynamic random access memory (SDRAM), read-only
memory (ROM), non-volatile random access memory
(NVRAM), electrically erasable programmable read-only
memory (EEPROM), FLASH memory, magnetic or optical
data storage media, and the like. The techniques additionally,
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or alternatively, may be realized at least 1n part by a computer-
readable communication medium that carries or communi-
cates code 1n the form of instructions or data structures and
that can be accessed, read, and/or executed by a computer.
The code may be executed by one or more processors, such
as one or more DSPs, general purpose microprocessors,
ASICs, field programmable logic arrays FPGAs, or other
equivalent integrated or discrete logic circuitry. Accordingly,
the term “processor,” as used herein may refer to any of the
foregoing structure or any other structure suitable for imple-
mentation of the techniques described herein. In addition, in
some aspects, the functionality described herein may be pro-
vided within dedicated software modules or hardware mod-
ules configured for encoding and decoding, or incorporated in
a combined video encoder-decoder (CODEC). Hence, the
disclosure also contemplates any of a variety of integrated
circuit devices that include circuitry to implement one or
more of the techniques described in this disclosure. Such
circuitry may be provided 1n a single integrated circuit chip or
in multiple, interoperable integrated circuit chips.
Various techmiques have been described. These and other
example aspects are within the scope of the following claims.
The mvention claimed 1s:
1. A method for stabilizing digital images comprising:
partitioning a first image of a scene of interest mto a plu-
rality of blocks of pixels, wherein four non-overlapping
blocks of the plurality of blocks each define a unique
quadrant of the first image, each unique quadrant com-
prising substantially one quarter of the first image and
wherein the first image 1s partitioned with a fifth block
that overlaps only a portion of each of the four non-
overlapping blocks;
computing, for each of the plurality of blocks, a motion
vector that represents an offset between each block of
the plurality of blocks 1n the first image and correspond-
ing blocks of pixels within a second 1image of the scene
of interest, wherein computing a motion vector com-
Prises:
computing, for each of the plurality of blocks, at least
one of horizontal projections and vertical projections
tor the block, wherein the horizontal projections com-
prise a summation of pixel values along an x-axis
within each block, and the vertical projections com-
prise summations ol pixel values along a y-axis within
each block; and
computing, for each of the plurality of blocks, a motion
vector based on the at least one of the horizontal and
vertical projections for the block;
averaging pixel values for each of the pixels of the blocks
of the first image with pixel values of corresponding
pixels of corresponding blocks of the second image
based on the motion vector of the respective block to
which the pixels belong;
storing the averaged pixel values; and
calculating a stabilized digital image based on the stored
average pixel values.
2. The method of claim 1, further comprising;
determining, for each of the plurality of blocks, motion
vectors for each of the pixels of the block using the
motion vector computed for the block to which the pixel
belongs and at least one other motion vector computed
for one other block of the first image, and
wherein averaging the pixel values comprises averaging
the pixel values for each of the pixels of the blocks of the
first image with pixel values of corresponding pixels of
the second 1image at locations indicated by the respective
motion vectors of the pixels.
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3. The method of claim 2, wherein determining motion
vectors for each of the pixels comprises determining motion
vectors for each of the pixels using one of extrapolation and
interpolation based on the motion vector computed for the
block to which the pixel belongs and at least one other motion
vector computed for one other block of the first image.
4. The method of claim 1, further comprising: determining,
for each of the plurality of blocks, motion vectors for sub-
blocks of pixels of the block using the motion vector com-
puted for the block to which the sub-block belongs and at least
one other motion vector computed for one other block of the
first image, and
wherein averaging the pixel values comprises averaging
the pixel values for each of the sub-blocks of the first
image with pixel values of corresponding sub-blocks of
the second 1image at locations indicated by the respective
motion vectors of the sub-blocks.
5. The method of claim 1, further comprising capturing the
first image and the second 1image, wherein at least one of the
first image and the second 1mage 1s captured during an 1mage
preview.
6. The method of claim 1, wherein partitioning the first
image into a plurality of blocks of pixels comprises partition-
ing the first image into a plurality of overlapping blocks of
pixels.
7. The method of claim 1, wherein computing a motion
vector further comprises determining mean squared ditfer-
ences between respective horizontal and vertical projections
determined from corresponding blocks of the first and second
1mages.
8. The method of claim 1, wherein the first image 1s parti-
tioned with a sixth and seventh block, wherein each of the first
image and the sixth and seventh blocks have a first dimension
and a second dimension,
wherein lengths of the first dimensions of the first image,
and the sixth and seventh blocks are longer than the
corresponding lengths of the second dimensions of the
first image, and the sixth and seventh blocks, and

wherein the sixth and seventh blocks are positioned with
their first dimensions along the first image’s first dimen-
s1on, wherein the sum of the length of the first dimension
of the sixth block and the length of the first dimension of
the seventh block 1s substantially equivalent to the length
of the first dimension of the first image.
9. The method of claim 8, wherein the first image 1s parti-
tioned with an eighth and ninth block, wherein the eighth and
ninth blocks each have a first dimension and a second dimen-
$101,
wherein lengths of the first dimensions of the eighth and
ninth blocks are longer than the corresponding lengths
of the second dimensions of the eighth and ninth blocks,

wherein the eighth and ninth blocks are positioned with
their second dimensions along the first image’s second
dimension,

wherein the sum of the length of the second dimension of

the eighth block and the length of the second dimension
of the minth block 1s substantially equivalent to the
length of the second dimension of the first image, and
wherein the length of the first dimension of the eighth block
and the length of the first dimension of the ninth block

are each less than the length of the first dimension of the
first image.
10. The method of claim 9, wherein the sixth, seventh,

eighth and ninth blocks each overlap the fifth block.
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11. A computer-program product for stabilizing digital
images comprising a computer readable non transitory
medium having instructions thereon, the instructions com-
prising;:

code for partitioning a first image of a scene of interest 1nto

a plurality of blocks of pixels, wherein four non-over-
lapping blocks of the plurality of blocks each define a
umque quadrant of the first image, wherein each unique
quadrant comprises substantially one quarter of the first
image, and wherein the code for partitioning the first
image of the scene of 1nterest 1s configured to partition
the first image with a fifth block overlapping only a
portion of each of the four non-overlapping blocks;
code for computing, for each of the plurality of blocks, at
least one of horizontal projections and vertical projec-
tions for each block wherein the horizontal projections
comprise a summation of pixel values along an x-axis
within each block, and the vertical projections comprise

summations of pixel values along a y-axis within each
block;

code for computing, for each of the plurality of blocks, a
motion vector based on the at least one of the horizontal
and vertical projections for the block, wherein the
motion vector represents an oifset between each block of
the plurality of blocks in the first image and correspond-
ing blocks of pixels within a second 1image of the scene
of interest;

code for averaging pixel values for each of the pixels of the
blocks of the first image with pixel values of correspond-
ing pixels of corresponding blocks of the second 1image
based on the motion vector of the respective block to
which the pixels belong;

code for storing the averaged pixel values; and

code for calculating a stabilized digital image based on the
stored average pixel values.

12. The computer-program product of claim 11, further

comprising;

code for determining, for each of the plurality of blocks,
motion vectors for each of the pixels of the block using
the motion vector computed for the block to which the
pixel belongs and at least one other motion vector com-
puted for one other block of the first image, and

wherein code for averaging the pixel values comprises
code for averaging the pixel values for each of the pixels
of the blocks of the first image with pixel values of
corresponding pixels of the second 1mage at locations
indicated by the respective motion vectors of the pixels.

13. The computer-program product of claim 12, wherein

code for determining motion vectors for each of the pixels
comprises code for determining motion vectors for each of
the pixels using one of extrapolation and 1nterpolation based
on the motion vector computed for the block to which the
pixel belongs and at least one other motion vector computed
for one other block of the first image.

14. The computer-program product of claim 11, further

comprising:

determining, for each of the plurality of blocks, motion
vectors for sub-blocks of pixels of the block using the
motion vector computed for the block to which the sub-
block belongs and at least one other motion vector com-
puted for one other block of the first image, and

wherein averaging the pixel values comprises averaging
the pixel values for each of the sub-blocks of the first
image with pixel values of corresponding sub-blocks of
the second 1image at locations indicated by the respective
motion vectors of the sub-blocks.
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15. The computer-program product of claim 11, further
comprising code for capturing the first image and the second
image, wherein at least one of the first image and the second
image 1s captured during an 1mage preview.

16. The computer-program product of claim 11, wherein
code for partitioning the first image comprises code for par-
titioning the first image 1nto a plurality of overlapping blocks
of pixels.

17. The computer program product of claim 11, wherein
the code for partitioning the first image of a scene of interest
1s configured to partition the first image with a sixth and
seventh block, wherein the first 1image and the sixth and
seventh blocks have a first dimension and a second dimen-
sion, and

wherein lengths of the first dimensions of the first image,
and the sixth and seventh blocks are longer than the
corresponding lengths of the second dimensions of the
first image, and the sixth and seventh blocks,

wherein the sixth and seventh blocks are positioned with
their first dimensions along the first image’s first dimen-
sion, and

wherein the sum of the length of the first dimension of the
sixth block and the length of the first dimension of the
seventh block 1s substantially equivalent to the length of
the first dimension of the first image.

18. The computer program product of claim 17, wherein
the code for partitioning the first image of a scene of interest
1s configured to partition the first image of a scene of interest
with an eighth and ninth block, wherein the first image and the
cighth and ninth blocks each have a first dimension and a
second dimension, and

wherein lengths of the first dimensions of the eighth and
ninth blocks are longer than the corresponding lengths
of the second dimensions of the eighth and ninth blocks,
and

wherein the eighth and ninth blocks are positioned with
their second dimensions along the first image’s second
dimension, wherein the sum of the length of the second
dimension of the eighth block and the length of the
second dimension of the minth block 1s substantially
equivalent to the length of the second dimension of the
first image, and

wherein the length of the first dimension of the eighth block
and the length of the first dimension of the ninth block
are each less than the length of the first dimension of the
first 1image.

19. The computer program product of claim 18, wherein
the sixth, seventh, eighth and ninth blocks each overlap the
fifth block.

20. An apparatus for stabilizing digital images comprising:

an 1mage processor to process the digital image data, the
image processor including:

a block partitioner to partition a first image of a scene of
interest into a plurality of blocks of pixels, wherein four
non-overlapping blocks of the plurality of blocks each
define a unique quadrant of the firstimage, wherein each
unique quadrant comprises substantially one quarter of
the first image, and wherein the block partitioner parti-
tions the first image of the scene of interest with a fifth
block overlapping only a portion of each of the four
non-overlapping blocks;

a motion vector module that computes, for each of the
plurality of blocks, at least one of horizontal projections
and vertical projections for each block, wherein the hori-
zontal projections comprise a summation of pixel values
along an x-ax1is within each block, and the vertical pro-
jections comprise summations of pixel values along a
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y-axis within each block, and computes for each of the
plurality of blocks, a motion vector based on the at least
one of the horizontal and vertical projections for the

il

block, wherein the motion vector represents an offset
between each block of the plurality of blocks 1n the first
image and corresponding blocks of pixels within a sec-
ond 1mage of the scene of interest; and

pixel averaging module that averages pixel values for each

of the pixels of the blocks of the first image with pixel
values of corresponding pixels of corresponding blocks
of the second 1image based on the motion vector of the
respective block to which the pixels belong;

a memory to store the averaged pixel values; and

a module that calculates a stabilized digital image based on

the stored average pixel values.

21. The apparatus of claim 20, wherein:

the motion vector module determines, for each of the plu-

rality of blocks, motion vectors for each of the pixels of
the block using the motion vector computed for the
block to which the pixel belongs and at least one other
motion vector computed for one other block of the first
image, and

the pixel averaging module averages the pixel values for

cach of the pixels of the blocks of the first image with
pixel values of corresponding pixels of the second image
at locations indicated by the respective motion vectors of
the pixels.

22. The apparatus of claim 21, wherein the motion vector
module determines motion vectors for each of the pixels
using one ol extrapolation and interpolation based on the
motion vector computed for the block to which the pixel
belongs and at least one other motion vector computed for one
other block of the first image.

23. The apparatus of claim 20, further comprising an image
sensor to capture the first image and the second image,
wherein the 1mage sensor captures at least one of the first
image and the second 1image during an image preview.

24. The apparatus of claim 20, wherein the block parti-
tioner partitions the first image into a plurality of overlapping,
blocks of pixels.

25. The apparatus of claim 20, wherein the apparatus 1s
incorporated within a wireless communication device, the
wireless communication device including:

an encoding module that encodes the averaged pixel val-

ues; and a transmitter that transmits the encoded aver-
aged pixel values.
26. The apparatus of claim 20, wherein the block parti-
tioner partitions the first image of a scene of interest with a
s1xth and seventh block, wherein the first image and the sixth
and seventh blocks have a first dimension and a second
dimension, and
wherein lengths of the first dimensions of the first image,
and the sixth and seventh blocks are longer than the
corresponding lengths of the second dimensions of the
first image, and the sixth and seventh blocks, and

wherein the sixth and seventh blocks are positioned with
their first dimensions along the first image’s first dimen-
5101,

wherein the sum of the length of the first dimension of the
sixth block and the length of the first dimension of the
seventh block 1s substantially equivalent to the length of
the first dimension of the first image.

277. The apparatus of claim 26, wherein the block parti-
tioner partitions the first image of a scene of interest with an
eighth and ninth block, wherein the first image and the eighth
and ninth blocks each have a first dimension and a second
dimension, and
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wherein lengths of the first dimensions of the eighth and
ninth blocks are longer than the corresponding lengths
of the second dimensions of the eighth and ninth blocks,
and

wherein the eighth and ninth blocks are positioned with
their second dimensions along the first image’s second
dimension, wherein the sum of the length of the second
dimension of the eighth block and the length of the
second dimension of the nminth block 1s substantially
equivalent to the length of the second dimension of the
first image, and

wherein the length of the first dimension of the eighth block
and the length of the first dimension of the ninth block
are each less than the length of the first dimension of the
1mage.

28. The apparatus of claim 27, wherein the sixth, seventh,

eighth and ninth blocks each overlap the fifth block.
29. An apparatus for stabilizing digital images, the appa-
ratus comprising;

means for partitioning a first image of a scene of interest
into a plurality of blocks of pixels, wherein four non-
overlapping blocks of the plurality of blocks each define
a unique quadrant of the first 1mage, wherein each
unique quadrant comprises substantially one quarter of
the first image, and wherein the means for partitioning 1s
configured to further partition the first image of the
scene of interest with a fifth block overlapping only a
portion of each of the four non-overlapping blocks;

means for computing, for each of the plurality of blocks, at
least one of horizontal projections and vertical projec-
tions for each block, wherein the horizontal projections
comprise a summation of pixel values along an x-axis
within each block, and the vertical projections comprise
summations of pixel values along a y-axis within each

block;

means for computing, for each of the plurality of blocks, a
motion vector based on the at least one of the horizontal
and vertical projections for the block, wherein the
motion vector represents an oifset between each block of
the plurality of blocks 1n the first image and correspond-

ing blocks of pixels within a second 1image of the scene
of interest;

means for averaging pixel values for each of the pixels of
the blocks of the first image with pixel values of corre-
sponding pixels of corresponding blocks of the second
image based on the motion vector of the respective block
to which the pixels belong;

means for storing the averaged pixel values; and

means for calculating a stabilized digital image based on
the stored average pixel values.

30. The apparatus of claim 29, wherein:

the determining means determines, for each of the plurality
of blocks, motion vectors for each of the pixels of the
block using the motion vector computed for the block to
which the pixel belongs and at least one other motion
vector computed for one other block of the first image,
and

the averaging means averages the pixel values for each of
the pixels of the blocks of the first image with pixel
values of corresponding pixels of the second 1mage at
locations 1ndicated by the respective motion vectors of
the pixels.

31. The apparatus of claim 30, wherein the determining

means determines motion vectors for each of the pixels using
one of extrapolation and interpolation based on the motion
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vector computed for the block to which the pixel belongs and
at least one other motion vector computed for one other block
of the first image.

32. The apparatus of claim 29, wherein

the determining means determines, for each of the plurality

of blocks, motion vectors for sub-blocks of pixels of the
block using the motion vector computed for the block to
which the sub-block belongs and at least one other
motion vector computed for one other block of the first
image, and

the averaging means averages the pixel values for each of

the sub-blocks of the first image with pixel values of
corresponding sub-blocks of the second 1mage at loca-
tions indicated by the respective motion vectors of the
sub-blocks.

33. The apparatus of claim 29, wherein the means for
partitioning 1s configured to further partition the first image of
a scene of interest with a sixth and seventh block, wherein the
first 1image and the sixth and seventh blocks have a first
dimension and a second dimension, and

wherein lengths of the first dimensions of the first image,

and the sixth and seventh blocks are longer than the
corresponding lengths of the second dimensions of the
first image, and the sixth and seventh blocks, and
wherein the sixth and seventh blocks are positioned with
their first dimensions along the first image’s first dimen-

5

10

15

20

20

sion, wherein the sum of the length of the first dimension
of the sixth block and the length of the first dimension of
the seventh block 1s substantially equivalent to the length

of the first dimension of the first image.

34. The apparatus of claim 33, wherein the means for
partitioning 1s configured to further partition the first image of
a scene of interest with an eighth and ninth block, wherein the
first image and the eighth and ninth blocks each have a first
dimension and a second dimension, and

wherein lengths of the first dimensions of the eighth and

ninth blocks are longer than the corresponding lengths
of the second dimensions of the eighth and ninth blocks,
and

wherein the eighth and ninth blocks are positioned with

their second dimensions along the first image’s second
dimension, wherein the sum of the length of the second
dimension of the eighth block and the length of the
second dimension of the minth block 1s substantially
equivalent to the length of the second dimension of the
first image, and

wherein the length of the first dimension of the eighth block

and the length of the first dimension of the ninth block
are each less than the length of the first dimension of the
first 1image.
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