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(57) ABSTRACT

Video send and recetve capabilities of participants are deter-
mined by the respective machines determining available
combinations, as well as preferences for the recervers.
Receiver capabilities are forwarded to the source for compu-
tation of negotiated video capabilities through a logic inter-
section of the determined capabilities based on desired num-
ber of streams and resolutions. If a resolution of a send
capability exists within the recetve capability, the highest
frame and/or bit rate may be selected for transmission.
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542—,
540— 541— 54?\\' 544—\546\
Send Capability Name | X Y FPS | Bitrate | #
(for 4 core)
ComboA HD720 HD720 | 1280 | 720 | 24 1500k 1
ComboB VGA VGA 0640 | 480 | 24 800K 1
ComboC_CIF CIF 352 | 288 |15
ComboD QCIF QCIF 176 | 144 | 15 150k 1

550——\

Receive Capability X Y FPS | Bitrate | #

(for 2 core)

ComboX Multi view 24 800K 1
350Kk 1
150k 1
150K 2
150k 4

ComboY HD 1.5M 1

560——\ ‘1

Negotiated Capability Name [ X Y FPS | Bitrate | #

ComboA X HD720 | 1280 | 720 | 1 150k 1

ComboB X VGA 640 | 480 | 24 800K 1

ComboC_X ClF 352 | 288 [ 15 390K 1

ComboD X QCIF 176 [ 144 | 15 150K 1

ComboA Y HD720 | 1280 | 720 | 24 1.5M 1

ComboB Y

ComboC Y

ComboD Y
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MULTIPLE VIDEO STREAM CAPABILITY
NEGOTIATION

RELATED APPLICATIONS

The present application 1s a continuation of U.S. applica-
tion Ser. No. 12/049,112, filed Mar. 14, 2008, and titled
Multiple Video Stream Capability Negotiation.

BACKGROUND

Videoconferencing uses telecommunications of audio and
video to bring people at different sites together for a meeting.
This can be as simple as a conversation between two people 1n
private ollices (point-to-point) or involve several sites (mul-
tipoint) with more than one person 1n a number of rooms at
different sites. Besides the audio and visual transmission of
people, videoconierencing can be used to share documents,
computer-displayed information, and whiteboards.

Videoconierencing among multiple remote points 15 some-
times facilitated employing Multipoint Control Unit (MCU)
for routing Audio and Video streams, sometimes also called
an Audio/Video MCU (AVMCU). An MCU 1s a bridge that
interconnects calls from several sources. All parties call the
MCU, or the MCU may call the parties which are going to
participate, for imtiating the conference. MCUSs may use vari-
ous protocols such as Internet Protocol (IP), and be structured
as soltware program(s), hardware, or combination of the two.
One of the main tasks for an MCU 1s to organize the confer-
ence based on capabilities of the participating parties (e.g.
receiving parties and source 1n a single source directed con-
ference).

In video conferencing, users may desire to see multiple
meeting participants at same time. A typical video conference
solution transcodes and reconstructs a multi-person view on
the AVMCU 1nto one video stream. Another approach 1s to

forwarding multiple streams from different senders to one
user. Former case 1s simple but not scalable. Latter case scales
better, but 1s more complex.

SUMMARY

This summary 1s provided to introduce a selection of con-
cepts 1n a simplified form that are further described below 1n
the Detailed Description. This summary 1s not imtended to
identify key features or essential features of the claimed sub-
ject matter, nor 1s 1t mtended as an aid 1in determining the
scope of the claimed subject matter.

Embodiments are directed to accommodating transmission
of multiple video streams with varying resolutions to differ-
ent recipients 1 a video conference through capability and
preference discovery and negotiation. According to some
embodiments, receivers may specify their video recetve capa-
bilities as well as their preferences based on their character-
1stics and attributes to a video source, which upon comparing
those with 1ts video send capabilities may determine negoti-
ated video capabilities for transmission through a logic opera-
tion applied to the capabilities.

These and other features and advantages will be apparent
from a reading of the following detailed description and a
review of the associated drawings. It 1s to be understood that
both the foregoing general description and the following
detailed description are explanatory only and are not restric-
tive of aspects as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1llustrating an example video confer-
encing system;
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2

FIG. 2 1s a conceptual diagram illustrating an MCU coor-
dinating video conference with a source and multiple receiv-

ing participants exchanging capability and preference infor-
mation;

FIG. 3 illustrates example crossbar structures of two video
conference clients exchanging video streams and the crossbar
structure of an MCU for facilitating a video conierence with
a main video channel and a panoramic video channel;

FIG. 4 illustrates the example MCU and clients of FIG. 3
with media exchange between the clients being coordinated
by the MCU;

FIG. 5 1llustrates derivation of an example negotiated capa-
bilities table from a combination of a send capabilities table
and a recerve capabilities table;

FIG. 6 1llustrates a diagram of resolution negotiation flow
between the components of a video conference system
according to embodiments;

FIG. 7 illustrates a networked environment where embodi-
ments may be implemented;

FIG. 8 1s a block diagram of an example computing oper-
ating environment, where embodiments may be 1mple-
mented; and

FIG. 9 illustrates a logic tlow diagram for a process of
facilitating a multi-stream video conference with capability
negotiation according to embodiments.

DETAILED DESCRIPTION

As brietly discussed above, multiple video streams may be
provided to different recipients in a video conference through
discovery and negotiation of capabilities and preferences. In
the following detailed description, references are made to the
accompanying drawings that form a part hereof, and in which
are shown by way of illustrations specific embodiments or
examples. These aspects may be combined, other aspects may
be utilized, and structural changes may be made without
departing from the spirit or scope of the present disclosure.
The following detailed description 1s therefore not to be taken
in a limiting sense, and the scope of the present invention 1s
defined by the appended claims and their equivalents.

While the embodiments will be described 1n the general
context of program modules that execute 1n conjunction with
an application program that runs on an operating system on a
personal computer, those skilled 1n the art will recognize that
aspects may also be implemented in combination with other
program modules.

Generally, program modules include routines, programs,
components, data structures, and other types of structures that
perform particular tasks or implement particular abstract data
types. Moreover, those skilled 1n the art will appreciate that
embodiments may be practiced with other computer system
configurations, including hand-held devices, multiprocessor
systems, microprocessor-based or programmable consumer
clectronics, minicomputers, mainframe computers, and the
like. Embodiments may also be practiced in distributed com-
puting environments where tasks are performed by remote
processing devices that are linked through a communications
network. In a distributed computing environment, program
modules may be located 1n both local and remote memory
storage devices.

Embodiments may be implemented as a computer process
(method), a computing system, or as an article of manufac-
ture, such as a computer program product or computer read-
able media. The computer program product may be a com-
puter storage media readable by a computer system and
encoding a computer program of mstructions for executing a
computer process. The computer program product may also
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be a propagated signal on a carrier readable by a computing
system and encoding a computer program of instructions for
executing a computer process.

While embodiments are described for video conference
systems, they are not limited to strictly video conferencing.
Network-based conferences combining various forms of
communication such as audio, video, instant messaging,
application sharing, and data sharing may be facilitated using
the principles described herein.

Referring to FIG. 1, diagram 100 of an example video
conferencing system 1s 1illustrated. At the core of a video
conferencing system 1s anetwork (e.g. network 110) enabling
a number of participants (102, 104) with audio/video trans-
mission and reception capability to communicate with each
other as a group. Participant machines 102, 104 may be any
computing device with audio/video capability such as desk-
top or laptop computers with a camera and microphone (as
well as a speaker), specialized video conferencing equip-
ment, or even mobile devices with audio/video capabilities.

Network 110, as discussed in more detail below, may be
any communication network or combination of networks.
The video conference may be facilitated by a single device/
program or by a combination of devices and programs. For
example, audio/video server 118, firewall server 112, or
mediation servers 114 may be involved with different aspects
of the conference such as storage and processing of audio/
video files, security, or interconnection of various networks
for scamless communication. Any of these example tasks and
others may be performed by software programs, hardware
devices, and/or combination of the two.

According to one embodiment, MCU 116 may be the main
tacilitator of the video conference in coordination with one or
more of the other devices and/or programs mentioned. MCU
116 may use various protocols such as Internet Protocol (IP),
and be structured as software program(s), hardware, or com-
bination of the two. MCU 116 may be a stand-alone hardware
device, or 1t may be embedded into dedicated conferencing
devices (e.g. audio/video server 118 or mediation servers
114). Furthermore, MCU 116 may be structured as a “decen-
tralized multipoint”, where each station 1n a multipoint call
exchanges video and audio directly with the other stations
with no central manager or other bottleneck.

As mentioned previously, an MCU controlled video con-
ference may support recerving one video stream with fix
resolution or recerving multiple video streams with different
resolutions. MCU 116 may support, 1n addition to regular
video conferences, multi-party coniferences that escalate
from a peer-to-peer chat through a mesh network.

Participants in the video conference such as the end devices
and the MCU may communicate also through Session
Description Protocol (SDP), which 1s a format for describing
streaming media mnitialization parameters. SDP 1s intended
for describing multimedia sessions for the purposes of ses-
sion announcement, session invitation, and other forms of
multimedia session nitiation. SDP does not provide the con-
tent of the media form itselt but simply provides a negotiation
between two end points to allow them to agree on a media
type and format. This allows SDP to support upcoming media
types and formats enabling systems based on this technology
to be forward compatible.

To provide each participant with the ability to request mul-
tiple video sources and deliver the right streams, various
factors have to be considered including: recerver’s capabili-
ties (e.g. PC or mobile device’s processing power, downlink
bandwidth to the client during the meeting, maximum display
addressability), sender’s capabilities (e.g. PC or mobile
device’s processing power, uplink bandwidth from the client
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during the meeting, webcam maximum resolution), viewer’s
preferences (e.g. number of sources to view, display size of
cach source), and infrastructure administration (e.g. the need
to limit the bandwidth consumed by video conferences).

Video capabilities may be defined as resolution, {frame rate,
bit rate, number of streams, and the like. One example sce-
nario 1s when multiple people request the same source to send
different video resolutions. This becomes challenging espe-
cially when the number of requesters 1s large (e.g. 1n hun-
dreds), since the requests have to be aggregated 1nto a single
request to the sender.

A number and combination of video stream combinations
provided to recipients from a source through the MCU
according to one embodiment may be determined through
discovery of sender and recipient capabilities and recipient
preferences. Then, a negotiated set of capabilities may be
determined and the stream combinations made available to
the recipients. The computation of the negotiated combina-

tions may take place at the sender based on information
forwarded by the MCU from the recipients or at the MCU.

FIG. 2 1s a conceptual diagram illustrating an MCU coor-
dinating video conference with a source and multiple receiv-
ing participants exchanging capability and preference inifor-
mation.

Video streams 1n a conference system according to
embodiments may be defined based on their resolution and
referred by video stream description. A video stream descrip-
tion describes a video stream by 1ts stream type name, video
resolution, maximum frame rate, and maximum allowed bit
rate. Examples of resolutions that may be used in a system

according to embodiments include, but are not limited to,
High Definition (HD), Video Graphics Array (VGA), Com-

mon Intermediate Format (CIF), and Quarter CIF (QCIF). For
example the video stream description of a stream according to
VGA resolution may look like: VGA (640x480, 24, 800000),
where the first term 1s the resolution (x and y axes ), the second
term 1s frames per second, and the third term 1s the bit rate per
second.

A video stream combination according to embodiments
describes a set of video streams that may be supported at the
same time (with an AND relationship) by a video sender or a
video receiver. The video stream combination may include a
listing of the video stream descriptions of combined resolu-
tions along with a number indicating how many of each
resolution the sender or the receiver 1s capable of supporting.

A video send capability contains a set of video stream
combinations that may be supported by the sender. According
to one embodiment, these sets of combinations may be sup-
ported either or (an OR relationship), but not at same time.
Thus, being able to send VGA does not necessarily imply
capability to send lower resolution such as CIF or QCIF.
Similarly, a video recetve capability contains a set of video
stream combinations that may be supported by the recerver.
These sets of combinations may be supported either or (an OR
relationship), but not at same time as 1n video send capability.

In the system shown 1n diagram 200, client device 222 1n
source role (source of video transmission) may determine its
video send capability based on its physical and software
attributes such as 1ts processing power, memory size and
available memory amount, currently active programs, video
applications (each consuming processing and memory capac-
ity), uplink bandwidth, encoding capabilities, and so on.
Similarly, each of the receiving client devices 224, 226, and
228 may determine their video recerve capabilities based on
similar factors (except encoding capability). The capabilities
may be defined as tables or parameters in a structured markup
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language (e.g. XML) and exchanged among end-points
employing one of the protocols discussed above such as SDP.

While the capability tables may be static, they may also be
dynamic (based on changing client device attributes. They
may even be generated per attribute such as per CPU speed.
Once the capabilities are determined the negotiated video
capability may be determined This may be accomplished at
the source client 222 by all recerving clients providing their
receive capabilities to the source client through MCU 216 or
at the MCU 216 by all clients (source and recerving) provid-
ing their capabilities to the MCU 216.

Negotiated video capability may be computed by video
send capability of the source client and video receive capa-
bilities of the recerving clients (1including the receive capabil-
ity of the sending endpoint) through a logic operation.
According to one embodiment, the capabilities may be
expressed as tables and the negotiated capability may be
determined through an intersection of these tables. The inter-
section operation may be defined in different ways. One
example approach 1s to produce the negotiated capability as
representing the minimum of all the capabilities such that
neither the sending endpoint or the receiving endpoints have
any problems with processing the video media streams.

The negotiated video capability may be described 1n the
same way as a video send capability. According to another
embodiment, the negotiated video capability may consistof a
set of video stream combinations such that for each video
stream combination X in a negotiated video capability, there
exi1sts at least one combination A 1n sender capability and one
combination B 1n receiver capability, such that X<A AND
X=B.

The = operation may be defined 1n terms of comparing two
video stream descriptions as A<sB 11 X =X, andY ,=Y, and
FPS ,<FPS, and BR ,=BR,, where X and Y denote the
addressability of the display along the horizontal and vertical
axes, respectively, FPS 1s frame rate per second, and BR 1s bit
rate per second.

According to further embodiments, the receiving client
devices may also determine and specity preferred capabilities
to the MCU or the source client. The preferred capabilities
may be determined based on factors such as a display window
s1ze of the receiving client, desired sharpness of displayed
image, desired frame rate, conference scenario (e.g. whether
the main video source 1s a talking person or someone writing,
on a whiteboard, which may require higher resolution), and
so on. While the recerve capabilities are determined as alistof
stream combinations, the receive preference may be defined
one per stream, because they are related to how the stream
should represent the media 1n terms of resolution, frames/sec
and bit rate according to the receiving user’s viewing preler-
ence. Recerve preferences are dynamic in nature and May
change 1n the course of a single Audio/Video conference
session. They represent the instantancous mode for media
presentation selected 1n each of the recerve end-points.

If a receiving user’s preferred capability 1s lower than its
video receive capability, the negotiated video capability may
be determined using the preferred capabaility for that user. For
obvious reasons, the preferred capability may not be higher
than the receiving client’s video receive capabilities. How-
ever, the user (or the receiving client automatically) may
specily a preferred capability equal or lower than the video
receive capability, but the negotiated capability may be even
lower than that. In that case, the sender may 1gnore the pre-
terred capability. For example, video receive capabilities for
a receiving client may be VGA, CIF, and QCIF. Due to capa-
bilities or other recerving clients and/or video send capabili-
ties, the source client may determine the negotiated video
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6
capability to be QCIF 1gnoring a preferred capability speci-
fied by the recerving client as VGA or CIF.

FIG. 3 illustrates example crossbar structures of two video
conference clients exchanging video streams and the crossbar
structure of an MCU for facilitating a video conierence with
a main video channel and a panoramic video channel.

In diagram 300, clients A and B (332 and 334) are shown
with their crossbar structures for forwarding video streams. In
client A, camera source (Camera Src) connects camera hard-
ware through the crossbar to a video channel for the send
stream, while rendering surface (Rend. Surface) connects
through the same structure to the video channel for receive
stream. In a client-to-client connection, the second client,
Client B, 1s structured as mirror image of client A with the
send stream of client A becoming the recerve stream of client
B and vice versa. Frames captured from Camera Src are
routed and encoded to video channel output and sent to the
other client. Similarly, encoded frames received on video
channel 1nput are routed, decoded, and displayed onto the
rendering surface.

Audio Video Multipoint Control Unit (AVMCU) 316 1s
shown with two example crossbar structures, one for the main
video channel and one for the panoramic video channel.
AVMCU 316 may include a routing table for determinming
which inputs are to be coupled to which outputs. Of course,
the example structures shown 1n the figure are for illustration
purposes and do not constitute limitations on the embodi-
ments. A client and an MCU according to embodiments may
be structured differently and accommodate additional or
tewer video streams.

FIG. 4 illustrates the example MCU and clients of FIG. 3
with media exchange between the clients being coordinated
by the MCU. In diagram 400, the clients 332 and 334 of FIG.
3 are shown 1n connection with the MCU 316 configured for
main video and panoramic video channels. Thus, the crossbar
structures of the clients for encoding/decoding and routing
the transmitted and received signals are configured to handle
both video streams.

As discussed above, the crossbar structure representing the
client machines’ internal hardware (and software) may deter-
mine through 1ts attributes and characteristics (in addition to
other device characteristics such as camera resolution) the
video send (and recerve) capabilities for each stream. Accord-
ing to one embodiment, a desired number of streams may also
be considered in determiming the video send and receive
capabilities (and thereby the negotiated video capability). For
example, requiring a main video and a panoramic video
stream to be available as in the figure may result 1n the
resolutions for both streams to be negotiated to a lower type
due to limitations on the client devices. Some devices may not
be able to handle the highest resolution for any number of
streams.

FIG. S illustrates derivation of an example negotiated capa-
bilities table from a combination of a send capabilities table
and a receive capabilities table. As discussed above, the video
capabilities may be stored as tables with the rows indicating
video stream combinations.

In diagram 300, the first table 540 includes video send
capabilities for a four core client device. The first column 1s
the combination description, the second column (541) is the
name of the capability (resolution), the third column (542) 1s
the number of pixels along the x-axis and y-axis defining the
resolution, the fourth column 543 is the frame rate per second,
the fifth column 544 1s the bit rate, and the sixth column 546
1s the number of streams that can be provided for this resolu-
tion type. For example, combination “ComboD_QCIF” can
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provide a single QCIF stream with a 176%144 resolution with
15 frames per second at 150 kbits/sec rate.

Second table 550 includes, 1n the same format, the combi-
nations for a two core client device’s video receive capabili-
ties as combinations. For example, the device may receive a
single HD720 format video stream 1n “ComboY_HD” com-
bination, while 1t can receive the listed combinations and
numbers of streams for the “ComboX Mult1 view” combina-
tion.

When the send and receive capabilities are combined
through an mtersection logic formula (which may be accord-
ing to one embodiment a “lesser of the two™ combination), the
resulting negotiated video capability table (560) includes the
listed combinations, which are the single stream resolutions
under the multi view combination (number of streams
reduced) and a single HD resolution stream under the single
view combination. The recerving client can then select from
these capabilities, which one 1t wants to actually recerve. As
shown 1n table 560, the combinations of the high resolution
“ComboY_HD?” receive capability and the send capabilities
are empty, because those do not intersect according to the
formula used by the system to determine negotiated capabili-
ties as described 1n conjunction with FIG. 2. In other words,
the system (or 1n a specific implementation, the source client)
may compare each send combination with receive combina-
tion, and 11 the send capability exists 1n the receive capabili-
ties, use the highest frame rate and/or bit rate.

FIG. 6 1llustrates a diagram of resolution negotiation flow
between the components of a video conference system
according to embodiments. According to the example nego-
tiation flow shown 1n diagram 600, video sender 662 begins
with determining 1ts own video send capabilities. On the
recelve side, video receiver 664 determines its video receive
capabilities, which are queried by MCU 617 through media
API 667. If multiple MCUSs are used, MCU 617 may provide
video receive capabilities from video recerver 664 to MCU
616 using SDP, which reconstructs the video receive capa-
bilities and updates video sender through media API 666.
Video sender 662 computes negotiated video capabilities and
determines which video stream are to be transmitted. Those
streams are then sent to video recetver 664, which may vali-
date the incoming streams.

Following are a couple of example scenarios: user A has a
VGA/CIF/QCIF capable machine (Dual Core+CPU, VGA
camera), and 1ts policy allows for VGA/CIF/QCIF combina-
tion. User A sends a video invite to user B, who accepts the
invite. If both machines are capable of (and allowed to have)
VGA/CIF/QCIF, then user A starts to send a video stream that
1s either VGA or CIF or QCIF, defaulting to the higher reso-
lution. On the other hand, user B may prefer to receive a
specific resolution and send an update to user A speciiying the
preferred resolution. User A may attempt to accommodate the
request. However, user A can do this only within the bound-
aries of the initially negotiated capability. If for any reason,
the mitial negotiated capability 1s not valid anymore (due to
third party application running, etc.), user B or user A might
send a SIP re-invite message to renegotiate the capability
from the beginning.

User A running on a Quad Core machine with HD camera

may be capable of sending HD/VGA/CIF/QCIF. If user B’s
machine 1s capable of HD/VGA/CIF/QCIF decoding, then
user A may send either of the HD/VGA/CIF/QCIF video
stream, defaulting at HD.

The above described algorithms, capabilities, and param-
cters are for example purposes and do not constitute a limi-
tation on embodiments. Video conferencing with negotiated
send and receive video capabilities may be implemented and
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negotiated capabilities computed through additional or fewer
steps, capabilities, and components using the principles
described herein.

FIG. 7 1s an example networked environment, where
embodiments may be implemented. Multiple video stream
capability negotiation as described previously may be imple-
mented locally or 1n a distributed manner over a number of
physical and virtual clients and servers. Such a system may
typically involve one or more networks such as communica-
tion network(s) 780. The coniference may also be 1mple-
mented 1n un-clustered systems or clustered systems employ-
ing a number of nodes communicating over one or more
networks.

A system according to embodiments may comprise any
topology of servers, clients, Internet service providers, and
communication media. Also, the system may have a static or
dynamic topology. The term “client” may refer to a client
application or a client device associated with a participant of
the video conference. While a system according to embodi-
ments may involve many more components, typical and rel-
evant ones are discussed 1n conjunction with this figure.

Video conference with capability negotiation may be
tacilitated by MCU 784 alone or 1n conjunction with server
786. Server 786 may provide complementary services such as
storing and processing audio/video data. Data associated with
the video conference (e.g. displayed documents, participant
addresses, etc.) may be stored 1n one or more data stores such
as data stores 789, which may be directly accessed by the
servers and/or clients of the system or managed through a
database server 788. Commumnication network(s) 780 pro-
vides the backbone of the video conference system and may
employ a number of protocols such as SIP, RTP, SDP, and the
like. Client devices (e.g. 781-783) provide platiforms for par-
ticipants to transmit and receive audio/video and other sig-
nals. Users may access the conference system using a client
device or one or more client applications running on a client
device.

Communication network(s) 780 provides communication
between the nodes described herein. By way of example, and
not limitation, communication network(s) 780 may include
wired media such as a wired network or direct-wired connec-
tion, and wireless media such as acoustic, RF, infrared and
other wireless media.

Many other configurations ol computing devices, applica-
tions, data sources, data distribution systems may be
employed to implement a video conferencing system with
capability negotiation. Furthermore, the networked environ-
ments discussed 1n FIG. 7 are for illustration purposes only.
Embodiments are not limited to the example applications,
modules, or processes.

FIG. 8 and the associated discussion are intended to pro-
vide a brief, general description of a suitable computing envi-
ronment 1n which embodiments may be implemented. With
reference to FIG. 8, ablock diagram of an example computing
operating environment 1s 1illustrated, such as computing
device 800. In a basic configuration, the computing device
800 may be aclient device in sender role 1n a video conference
Or a server executing programs associated with the function-
ality of an MCU {for facilitating a video conference. Comput-
ing device 800 may typically include at least one processing
unit 802 and system memory 804. Computing device 800
may also iclude a plurality of processing units that cooperate
in executing programs. Depending on the exact configuration
and type of computing device, the system memory 804 may
be volatile (such as RAM), non-volatile (such as ROM, flash
memory, etc.) or some combination of the two. System
memory 804 typically includes an operating system 805 suit-
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able for controlling the operation of the computing device,
such as the WINDOWS® operating systems 1rom
MICROSOFT CORPORATION of Redmond, Wash. The
system memory 804 may also include one or more software
applications such as program modules 806 and video confer-
encing application 822.

Video conferencing application 822 may be a separate
application or an 1ntegral module of a hosted service appli-
cation that provides advanced communication services
through computing device 800, as described previously. This
basic configuration 1s 1llustrated 1n FIG. 8 by those compo-
nents within dashed line 808.

The computing device 800 may have additional features or
functionality. For example, the computing device 800 may
also include additional data storage devices (removable and/
or non-removable) such as, for example, magnetic disks,
optical disks, or tape. Such additional storage 1s illustrated 1n
FIG. 8 by removable storage 809 and non-removable storage
810. Computer storage media may include volatile and non-
volatile, removable and non-removable media implemented
in any method or technology for storage of information, such
as computer readable nstructions, data structures, program
modules, or other data. System memory 804, removable stor-
age 809 and non-removable storage 810 are all examples of
computer storage media. Computer storage media includes,
butis not limited to, RAM, ROM, EEPROM, flash memory or
other memory technology, CD-ROM, digital versatile disks
(DVD) or other optical storage, magnetic cassettes, magnetic
tape, magnetic disk storage or other magnetic storage devices,
or any other medium which can be used to store the desired
information and which can be accessed by computing device
800. Any such computer storage media may be part of device
800. Computing device 800 may also have mput device(s)
812 such as keyboard, mouse, pen, voice iput device, touch
iput device, etc. Output device(s) 814 such as a display,
speakers, printer, etc. may also be included. These devices are
well known 1n the art and need not be discussed at length here.

The computing device 800 may also contain communica-
tion connections 816 that allow the device to communicate
with other computing devices 818, such as over a wireless
network 1n a distributed computing environment, for
example, an intranet or the Internet. Other computing devices
818 may include client devices and servers of the communi-
cations network defined above. Communication connection
816 1s one example of communication media. Communica-
tion media may typically be embodied by computer readable
instructions, data structures, program modules, or other data
in a modulated data signal, such as a carrier wave or other
transport mechanism, and includes any information delivery
media. The term “modulated data signal” means a signal that
has one or more of 1ts characteristics set or changed 1n such a
manner as to encode information in the signal. By way of
example, and not limitation, communication media includes
wired media such as a wired network or direct-wired connec-
tion, and wireless media such as acoustic, RF, infrared and
other wireless media.

The claimed subject matter also includes methods. These
methods can be implemented in any number of ways, includ-
ing the structures described 1n this document. One such way
1s by machine operations, of devices of the type described 1n
this document.

Another optional way 1s for one or more of the individual
operations of the methods to be performed in conjunction
with one or more human operators performing some. These
human operators need not be collocated with each other, but
cach can be only with a machine that performs a portion of the
program.
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FIG. 9 illustrates a logic flow diagram for process 900 of
facilitating a video conference with send and receive capa-
bilities negotiation according to embodiments. Process 900
may be implemented 1n a client device 1n sender role or an
MCU device facilitating video conferencing.
Process 900 begins with operation 902, where a sender’s
video send capabilities are determined These may be deter-
mined based on sender’s processing capacity, memory size,
currently active programs and/or video applications (con-
suming processing and memory capacity), encoding capacity,
and uplink bandwidth, among other attributes. Processing
moves from operation 902 to operation 904.
At operation 904, receiving client’s video recerve capabili-
ties are determined based on similar factors and provide to the
sender or the MCU {for subsequent computation of negotiated
capabilities. Processing advances from operation 904 to
optional operation 906, where the recerving client’s recerve
preferences are determined These may be based on factors
such as display window size, sharpness of image, frame rate,
and so on. The receive preferences are also forwarded to the
sender or the MCU.
At next operation 908, the negotiated video capabilities are
determined based on a comparison and combination of the
receive and send capabilities, for example applying the for-
mula discussed above in conjunction with FIG. 2. Processing
moves from operation 908 to operation 910.
At operation 910, the actual video parameters are set based
on the negotiated video capabilities and the recerving client’s
preferences (or selections). Processing then advances to
operation 912, where the video contference 1s facilitated using
the negotiated video capabilities. Optionally, operation 912
may be followed by operation 914, where the capabilities are
updated based on changes at the source or receiving clients
such as more/less capacity becoming available, one client
dropping out of the conference, and so on.
The operations included in process 900 are for illustration
purposes. Negotiating video send and recetve capabilities for
multiple streams may be implemented by similar processes
with fewer or additional steps, as well as 1n different order of
operations using the principles described herein.
The above specification, examples and data provide a com-
plete description of the manufacture and use of the composi-
tion of the embodiments. Although the subject matter has
been described in language specific to structural features
and/or methodological acts, 1t 1s to be understood that the
subject matter defined 1n the appended claims 1s not neces-
sarily limited to the specific features or acts described above.
Rather, the specific features and acts described above are
disclosed as example forms of implementing the claims and
embodiments.
What 1s claimed 1s:
1. A system configured to:
use video receive capabilities that comprise supported
video stream combinations and video preferences as part
of providing video conferencing functionality;

determine negotiated video capabilities based 1n part on
video send capabilities and the receive video capabili-
ties, the video send capabilities comprising supported
video streams;

determine video stream combinations based 1n part on the

video send capabilities and the video recerve capabilities
and use existing video stream combinations based 1n
part on one or more of a bit rate parameter and a frame
rate parameter; and

use a video stream defined by the video preferences 1f

receiver video preferences are equal or less to deter-
mined negotiated video capabilities, otherwise provide a



US 8,599,237 B2

11

video stream combination defined by the determined
negotiated video capabilities.

2. The system of claim 1, further configured to use video
preferences for each video stream and provide the video
preferences for facilitating the video conference 1f the video
preferences match the determined negotiated capabilities.

3. The system of claim 1, further configured to select a
lower one of the frame rates of the video stream combinations
that exist 1n both the video receive capabilities and video send
capabilities.

4. The system of claim 3, further configured to select a
lower one of the bit rates of the video stream combinations
that exist 1n 1n both the video receive capabilities and video
send capabilities.

5. The system of claim 1, further configured to provide
video conferences using audio, video, instant messaging,
application sharing, and data sharing communications.

6. The system of claim 1, further configured to determine
video receive capabilities based on one or more of receiver
processing capacity, available memory, a display resolution,
decoding capabilities, and a downlink bandwidth.

7. The system of claim 1, further configured determine the
video send capabilities based on one or more of sender pro-
cessing capacity, available memory, camera resolution,
encoding capabilities, and an uplink bandwidth.

8. The system of claim 1, further configured to determine
the video preferences based 1n part on a display window size,
an 1mage sharpness, and a frame rate.

9. The system of claim 1, further configured to discover
sender and recipient capabilities and preferences to determine
negotiated conferencing capabilities and stream combina-
tions.

10. The system of claim 9, further configured to determine
the negotiated conferencing capabilities such that X =X, and
Y ~Y, and FPS,>=FPS. and BR,>=BR., where X and Y
denote a video resolution of a display along horizontal and
vertical dimensions, respectively, FPS denotes framerate, BR
denotes bit rate, and the subscripts S and R denote send and
receive, respectively.

11. The system of claim 1, further configured to determine
negotiated conferencing capabilities using a client device
acting as the sender and a control unit to facilitate a video
conference.

12. The system of claim 1, further configured to dynami-
cally adjust negotiated contferencing capabilities 1n response
to a change of a number of conference participants or video
processing capabilities.

13. The system of claim 1, further configured to determine
the video prelferences based on dynamic choices made by a
video conference device.
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14. A method comprising;:

using a set of video send capabilities and a set of video
receive capabilities comprising video stream combina-
tions as part of providing video conferencing function-
ality, wherein each video stream combination includes
at least one video stream type;

using negotiated video capabilities based on a comparison

of the set of video send capabilities and the video recerve
capabilities;
using video stream combinations that exist on both sets
based on one or more of a bit rate and a frame rate; and

using video streams defined by recerver video preferences
if the recerver video preferences are equal or less to the
negotiated video capabilities, otherwise provide a video
stream combination defined by a negotiated video capa-
bility for each participant device.

15. The method of claim 14, further comprising adjusting
the negotiated video capabilities based on a number of video
coniference participants and available video transmit band-
width.

16. The method of claim 14, further comprising using the
video send capabilities and the video receive capabilities
based in part on a defined configuration for managing video
conierence parameters.

17. The method of claim 14, further comprising discover-
ing conferencing capabilities and preferences to determine
negotiated conferencing capabilities.

18. A method comprising:

maintaining video send capability information comprising

supported video stream combinations;

using video receive capability information comprising

video stream combinations supported by each partici-
pant device;
comparing the video recetve capability information with
the video send capability information; and

determiming negotiated video capabilities by using a video
stream combination such that X =X, and Y =Y, and
FPS.>=FPS.and BR ,>=BR ., where X and Y denote x
and y axes pixel numbers of a display for defining the
resolution, FPS denotes the frame rate, BR denotes the
bit rate, and the subscripts S and R denote “send” and
“recerve”’, respectively.

19. The method of claim 18, further comprising using a
different video stream combination 1in response to a change 1n
network bandwidth conditions or some other communication
parameter.

20. The method of claim 18, further comprising simulta-
neously providing video streams for amain video channel and
a panoramic video channel.
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