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ECHO MODULATION METHODS AND
SYSTEMS

CROSS-REFERENCE TO RELAT
APPLICATIONS D

T
»

This application claims the benefit of U.S. Provisional
Patent Application entitled “Methods and Systems for Echo

Modulation”, Ser. No. 61/145,776, filed 20 Jan. 2009, the
entire contents of the application i1s herein incorporated by
reference.
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FIELD

The present application relates generally to the technical 15
field of signal processing. In a specific example, the present
application may relate to a method and system for echo modu-
lation.

BACKGROUND 20

Content signals including video and audio have been
encoded with data for a variety of different uses. The encoded
data may be encoded within the audio channel, the video
channel, or both the audio and video channel of the content 25
signal. Sometimes, encoding data into the content signal may
alter the content signal 1n a way where the encoding 1s per-
ceptible when the encoded content signal 1s reproduced.

BRIEF DESCRIPTION OF THE DRAWINGS 30

FIG. 1 1s a block diagram of an example encoding system,
according to an example embodiment;

FIG. 2 1s a block diagram of an example decoding system,
according to an example embodiment; 35
FI1G. 3 1s a block diagram of an example audio encoder that
may be deployed within the encoding system of FIG. 1,

according to an example embodiment;

FIG. 4 1s a block diagram of an example detection device
that may be deploved within the decoding system of FIG. 2, 40
according to an example embodiment;

FIG. 5 1s a block diagram of an example audio encoding,
subsystem that may be deployed within the audio encoder of
FIG. 3, according to an example embodiment;

FIG. 6 1s a block diagram of an example audio decoding 45
subsystem that may be deployed within the detection device
of FIG. 4, according to an example embodiment;

FIG. 7A 1s a block diagram of a flowchart illustrating
method for audio encoding, according to an example embodi-
ment; 50

FIG. 7B 1s a block diagram of a flowchart illustrating
method for bit selection, according to an example embodi-
ment;

FIGS. 8-10 are illustrations of windows, according to
example embodiments; 55
FIG. 11 1s an 1llustrations of the application of a periodic

boundary condition, according to an example embodiment;

FIGS. 12-16 are illustrations of charts, according to
example embodiments;

FIGS. 17A and B are block diagrams of flowcharts illus- 60
trating methods for audio decoding, according to example
embodiments;

FIGS. 18 and 19 are illustrations, according to example
embodiments;

FIG. 20 1s a block diagram of a flowchart illustrating a 65
method for audio decoding, according to an example embodi-
ment;

2

FIG. 21 1s a block diagram of a flowchart illustrating
method for calculating cepstrum values, according to an
example embodiment; and

FIG. 22 1s a block diagram of a machine in the example
form of a computer system within which a set of instructions

for causing the machine to perform any one or more of the
methodologies discussed herein may be executed.

DETAILED DESCRIPTION

Example methods and systems for echo modulation are
described. In the following description, for purposes of expla-
nation, numerous specific details are set forth 1n order to
provide a thorough understanding of example embodiments.
It will be evident, however, to one of ordinary skill in the art
that embodiments of the invention may be practiced without
these specific details.

A series of bits (1°s and 0’s) 1n a digital audio signal are
encoded by adding echoes to the audio signal so that, in some
embodiments, the encoding 1s imperceptible. The decoding
of the modulated audio signal may recover the encoded bits.
An error correction method may be used 1n conjunction with
the encoding method to handle the forms of noise encoun-
tered inreal applications. In one embodiment, the echo modu-
lation 1s based on Bender’s echo hiding technique.

One example application 1s for embedding an information
bit sequence into a multichannel audio signal. The embedding
may be perceptually transparent. The watermarked audio sig-
nal may then be compressed and transmitted to a stereo sys-
tem or a home theater. A microphone in the same room
captures the sound wave, which i1s then digitized and pro-
cessed for extracting the embedded bit sequence. Another
embodiment may mvolve decoding a signal that 1s decoded
alter captured by a sound card. The original audio signal may
be a portion of a video signal, may be combined with other
data, or may only include audio.

FIG. 1 illustrates an example encoding system 100. The
encoding system 100 1s an example platform 1n which one or
more embodiments of an encoding method may be used.
However, the encoding may also be performed within other
platiorms.

An audio signal 104 may be provided from a signal source
102 to an audio encoder 106 1n the encoding system 100. The
audio signal 104 1s described by a set of numerical values
samples. In some embodiments, the audio signal 104 1s 1n a
digital. In some embodiments, the audio signal 1s 1n an analog
format. In such embodiments, the analog signal may be digi-
tized prior to further processing (e.g., encoding or decoding).
In some embodiments, the audio signal 104 may be a portion
of a video signal that includes standard definition (SD) and/or
high definition (HD) content signals in NTSC (National Tele-
vision Standards Committee), PAL (Phase Alternation Line),
SECAM (Systeme FElectronique Couleur Avec Memoire), a
MPEG (Moving Picture Experts Group) signal, a sequence of
JPEGs (Joint Photographic Experts Group), a sequence of
bitmaps, or other signal formats that transport of a sequence
of 1images. The audio signal 104 may be a single channel
audio signal, a two channel audio signal, or a greater than two
channel audio signal (e.g., 5.1 surround sound or /7.1 surround
sound). The form of the audio signal 104 may be modified to
enable implementations involving various formats and quali-
ties.

The signal source 102 1s a unit that 1s capable of providing
and/or reproducing audio electrically in the form of the audio
signal 104. The signal source 102 may be, by way of
examples, a digital audio tape (DAT) player with a DAT, a
tape player with a cassette tape, a compact disc (CD) player
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with a CD, or the like. Examples of the signal source 102
when the audio signal 104 1s a part of a video signal includes
a professional grade video tape player with a video tape, a
camcorder, a video file server, a computer with an output port,
a digital versatile disc (DVD) player with a DVD disc, and the
like.

An operator 108 may interact with the audio encoder 106 to
control 1ts operation to encode echoes 1n the audio signal 104,
thereby producing a modulated audio signal 112 that may be
provided to a broadcast source 114. In an example embodi-
ment, the operator 108 may include a person that interacts
with the audio encoder 106 through the use of a computer or
other electronic control device. The operator 108 may consist
entirely of hardware, firmware, and/or software, or other elec-
tronic control device that directs operation of the audio
encoder 106 1n an automated manner.

The modulated audio signal 112 may be provided to the
broadcast source 114 for distribution and/or transmission to
an end-user that may listen to the audio content associated
with the modulated audio signal 112. The broadcast source
114 may deliver the modulated audio signal 112 to one or
more listeners in formats including analog and/or digital
audio or video by storage medium such as DVD, tapes, and
other fixed medium and/or by transmission sources such as
television broadcast stations, cable, satellite, wireless and
Internet sources that broadcast or otherwise transmit content.
In on example embodiment, the broadcast source 114 may be
a computer system. In some embodiments, the modulated
audio signal 112 1s encoded at the broadcast source 114 prior
to delivering the modulated audio signal 112 to the one or
more viewers. In some embodiments, additional encoding
(e.g., MPEG encoding) occurs at the audio encoder 106, the
broadcast source 114, or anywhere else 1n the production
chain after encoding.

FIG. 2 1llustrates an example decoding system 200. The
decoding system 200 1s an example platform in which one or
more embodiments of a decoding method may be used. How-
ever, the decoding may also be performed within other plat-
forms.

The detection system 200 may send the modulated content
signal 112 from the broadcast source 114 (see FIG. 1) to an
audio recerver 202 and/or a display device 204. The audio
receiver 202 may recetve an audio transmission from the
broadcast source 114 that includes the modulated audio sig-
nal 112, while the display device 204 may receive a video
transmission from the broadcast source 114 that includes the
modulated audio signal 112.

Examples of the audio recerver 202 include a portable radio
player, a stereo receiver, a computer radio player, or the like.
Examples of the display device 204 include projection tele-
visions, plasma televisions, liquid crystal displays (LCD),
personal computer (PC) screens, digital light processing
(DLP), stadium displays, digital recorders (e.g., digital video
recorders (DVRs)), devices that may incorporate displays
such as toys and personal electronics, and the like. In some
embodiments, the detection device 206 1s made integral with
the audio receiver 202 or the display device 204.

The detection device 206, when 1n positioned 1in proximity
to the audio receiver 202, the display device 204, or both,
receives the modulated audio signal 112 and seeks to detect
and/or decode the echo modulation. The detection device 206
may recerve the modulated audio signal 112 through the use
of an integrated microphone, a direct connection (e.g.,
through a wire or wireless connectivity), or otherwise
received.

When echo modulation 1s detected and/or decoded by the
detection device 206, any resulting data may be used for a
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4

wide variety of purposes. For example, the data may repre-
sent, by way ol example, a web site address, 1dentification
data (e.g., who owns a movie, who bought a movie, who
produced a movie, where a movie was purchased, etc.), a
promotional opportunity (e.g., an electronic coupon), authen-
tication data (e.g., that a user 1s authorized to receive the
content signal), non-pictorial data, and the like. The data may
be used to track content (e.g., the showing of commercials).
The data may provide an indication of a presence of rights
associated with the modulated audio signal 112, provide elec-
tronic game play enhancement, be a uniform resource locator
(URL), be an electronic coupon, provide an index to a data-
base, or the like. Multiple representations may be encoded
within the modulated audio signal 112.

FIG. 3 illustrates an example audio encoder 106 that may
be deployed 1n the encoding system 100 (see FIG. 1), or
otherwise deployed in another system. The audio encoder 106
1s shown to include an audio encoding subsystem 302 to
modulated the audio signal 104 with echoes to create the
modulated audio signal 112.

FI1G. 4 1llustrates an example detection device 206 that may
be deployed in the decoding system 200 (see FIG. 1), or
otherwise deployed 1n another system. The detection device
206 1s shown to include an audio decoding subsystem 402 to
detect and/or decode modulated echoes within the modulated
audio signal 112.

FIG. 5 illustrates an example audio encoding subsystem
302 that may be deployed 1n the audio encoder 106, or oth-
erwise deployed 1n another system. One or more modules are
included 1n the audio encoding subsystem 302 to enable
modulation of echoes in the audio signal 104. The modules of
the audio encoding subsystem 302 that may be included are a
window selection module 502, a sample module 504, an echo
value calculations module 506, and/or a signal alteration
module 508. Other modules may also be included.

The window selection module 502 selects a number of
samples for a window where modulation will occur.

The sample module 504 obtains intensity of sample values
for the window of the audio signal 104. In some embodi-
ments, a sample 1s a single data point of the audio signal 104
in a single audio channel of the audio signal 104.

The echo value calculations module 506 calculates echo
values for the window. In some embodiments, an echo value
has a fraction of the intensity of a corresponding sample and
1s at a time delay from the corresponding sample.

The signal alteration module 508 alters the audio signal
104 1n the window using a windowing function and echo
values.

FIG. 6 illustrates an example audio decoding subsystem
402 that may be deployed 1n the electronic figurine 206, or
otherwise deployed 1n another system. One or more modules
are mncluded 1n the audio decoding subsystem 402 to enable
detecting and/or decoding of echoes in the modulated audio
signals 112. The modules of the audio decoding subsystem
402 that may be included are a sample selection module 602,
a real cepstrum determination module 604, a bit module 606,
an estimate module 608, a decoder module 610, and/or an
acceptability module 612. Other modules may also be
included.

The sample selection module 602 selects a number of
samples for a window of the modulated audio signal 112. The
modules 604-610 (or a portion of the modules) may be used in
an attempt to decode data from the modulated audio signal
112. Depending on the acceptability of the results as deter-
mined by the acceptability module 612, the sample selection
module 602 may select different samples of the window and
again use the modules 604-612 (or a portion of the modules)
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in an attempt to decode data from the modulated audio signal
112. For example, the sample selection module 602 may
advance by ten samples (or any other number of samples) and
continue to attempt to decode data from the modulated audio
signal 112. Depending on implementation, the sample selec-
tion module 602 may continue to try different possible
samples for a window until a certain qualification 1s met (e.g.,
less that a certain error rate), or may try all or a subset of the
possible window sample selections and select the window
sample selection with the smallest error rate. Other imple-
mentations may also be used.

The real cepstrum determination module 604 determines
real cepstrum values for a window of the modulated audio
signal 112. The window includes a number of samples.

In some embodiments, the bit module 606 compares the
real cepstrum values to a threshold, 1dentifies some of the real
cepstrum values as being encoded with a positive echo based
on the threshold comparison, 1dentifies other real cepstrum
values as being encoded with a negative echo based on the
threshold comparison, and associates a first bit value (e.g., a
bit of 1) with the real cepstrum values of the positive echo and
a second bit value (e.g., a bit of 0) with the real cepstrum
values of the negative echo.

In some embodiments, the estimate module 608 estimates
widths and/or means of underlying Gausian distribution by
the real ceptstrum values for a number of windows.

The decoding performed by the decoder module 610 may
be a soft decode or a hard decode. In some embodiments, the
decoder module 610 decodes the bits obtained by the bit
module 606. In some embodiments, decoder module 610
performs a decode using the real cepstrum values, the widths
of the underlying Gausian distribution, and/or the means of
the underlying Gausian distribution using a Low Density
Parity Check (LDPC) decoder based on an additive Gaussian
white noise (AGWN) model.

FIG. 7A illustrates a method 700 for audio modulation
according to an example embodiment. The method 700 adds
echoes to the audio signal 104. The method 700 may be
performed by the audio encoder 106 of the system 100 (see
FIG. 1), or may be otherwise performed.

An 1nitial window of the audio signal 104 may be selected
at block 702.

Intensity values of samples in a window (e.g., the selected
window ) are obtained at block 704. The sample 1s a numerical
value that defines the characteristics of the audio signal 104.
The value tells something (e.g., loudness) about the sound at
the 1instant the sample was taken. The numeric value may be
positive or negative and centered around zero such that zero
corresponds to zero sound. In another embodiment, no sound
may correspond to a numeric value of 16,000. In one embodi-
ment, the audio may be associated with a compact disc and
44,100 samples may be taken per second of the digital audio
signal. In another embodiment, the audio may be associated
with a digital audio tape (DAT) and 48,000 samples may be
taken per second of the digital audio signal.

The values may be represented between —-0.5 and 0.5, an
integer between 0 and 32,000, —16,000 to 16,000, or the like.
Therange values may be based on a format of the digital audio
signal.

A single sample 1s associated with a fraction of a second for
a particular channel of the audio signal 104. For example,
when there 1s one sample per fraction of a second for one
channel for mono audio, two samples per fraction of a second
for two channels for stereo, and more than two samples per
fraction of a second for more than two channels.

Echo values are calculated for the selected window at block

706.
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At decision block 708, a determination may be made
whether to make an alteration to the audio signal 104. If a
determination 1s made to make the alteration, the alteration to
the audio signal 104 1s made at block 710. The alteration
includes adding an echo by modulation or encoding to the
audio signal 104. If a determination 1s made at decision block
708 not to make the alteration or on the completion of the
operations at block 710, the method 700 may proceed to
decision block 712.

The encoding performed at block 710 1s, 1n one embodi-
ment, performed by adding weak, windowed echoes to the
grven digital audio signal. If the samples are described by
numbers centered so that zero corresponds to no sound then
echoing without windowing corresponds to adding a speci-
fied fraction (between O and 1 for a positive echo and between
0 and -1 for a negative echo) offset by a specified time delay
to the original signal sample numbers. This value may be
designated as the encoding intensity parameter. If the samples
are described by numbers not centered 1n this way, then such
echoing corresponds to adding the specified fraction of the
offset from the zero sound numerical value to the sample
numbers. The larger the fraction the more audible the result-
ing echo will be but also the easier it will be to decode. A
specified fraction of O corresponds to no encoding.

The modulated echoes that are added to the audio signal
104 at block 710 may be positive echoes or negative echoes.
A positive echo 1s when a fraction of an intensity offset 1s
added to a sample of a digital audio signal. A negative echo 1s
when a fraction of the mtensity offset 1s subtracted from a
sample of a digital audio signal.

In one embodiment, a positive echo represents a data bit of
1 and a negative echo represents a data bit of 0. In another
embodiment, a positive echo represents a data bit of 0 and a
negative echo represents a data bit of 1. In other embodi-
ments, presence or absence ol echoes are used to represent
data. In one embodiment, the presence of an echo represents
a data bit of 1 and the absence of an echo represents a data bat
of zero. In another embodiment, the presence of an echo
represents a data bit of 0 and the absence of the echo repre-
sents a data bit of 1.

The fraction may be a value between zero and one. In some
embodiments, the fraction 1s selected (e.g., by the audio
encoder 106 or by a user of the audio encoder 106) based on
characteristics of the underlying audio, the desired degree of
perceptibility of the encoding, or both. However, other scaled
values may also be used. In one particular embodiment, the
fraction 1s 0.13. The fraction of 0.15 may be a value used
when the resulting echo 1s at least substantially imperceptible.
In other embodiments, the fraction 1s greater or less than 0.15.
In some embodiments, the fraction may be calculated or
otherwise altered on the fly.

In some embodiments, the resulting echo added to the
modulated audio signal 112 1s at least substantially impercep-
tible, while 1n other embodiments the resulting echo 1s at least
slightly perceptible. For example, with music (e.g., multiple
musical instruments playing simultaneously), the modulating
of the resulting echo may be substantially imperceptible,
while the resulting echo for speech (e.g., a single person
speaking) may be at least slightly perceptible.

The larger the value of the fraction, the greater likelihood
that the echoing will be decodable. The smaller the value of
the fraction, the less likely that the echoing will be audible or
otherwise detectable. Different fractions may therefore be
selected based on implementation.

By way of example, when the signals range from —0.50 to
+0.50, and the typical audio signal 1s no bigger than 0.20, the
added echo with the fraction o1 0.15 1s typically around 0.03.
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The echoes of the method 700 are constructed using “win-
dows” so that the effect of modulating a specific bit 1s con-
fined to the samples that are associated with a specific win-
dow. The window 1s defined by a specified number of audio
samples. The window length may be 1dentified as being of a
particular length (N). The window also defines the wrap
around length. The window or windowing region specifies a
length and having a wraparound characteristic, quality or
property

In some embodiments, the window length defines a wrap-
around length for the echoes. Consider adding a (positive or
negative) echo to all N samples at a time, with a time-offset of
d samples. For the last d samples from the window the time
olfset would lead to attempting to add to d samples which are
beyond the end of the window. To avoid going beyond the end
of the window, periodic boundary conditions may be used.
For example, an echo is added to the 1° sample whenever the
N+1th sample would be added to (in the absence of wrap-
around) and add to the mth sample whenever the N+m th
sample would be used. In one embodiment, this procedure 1s
carried out 1n Fourier space.

The wrap around means that when the end of the window 1s
reached, the echoes are added to the samples at the beginning,
of the window. This periodic boundary condition uses the
length of the window as the period.

In some embodiments, adding an echo or echo value
includes taking the original signal and adding a portion of the
echo at an offset 1n time or at a delay. In one embodiment, the
echo 1s added to a sample of the audio signal 104 1n a same
channel. In another embodiment, the echo 1s added to a
sample of the audio signal 104 1n a different channel. The
different channel may have the same audio, at least substan-
tially similar audio, or different audio than the channel from
which the sample was taken.

The offsets may be selected 1n advance or calculated on the
fly.

More than one echo may be added 1n each window, each
echo corresponding to a different value of the time delay d
and, 1n some embodiments, to a different encoding intensity
parameter. The distinct echoes may encode the same or dis-
tinct baits.

With two echoes, double the information may be encoded.
The increased information may be used for more accurate
encoding, or transporting increased data. The data baits
encoded 1n a particular window may be the same or different.
The same data may be encoded two or more times 1 a win-
dow. For example, a first data bit may be encoded with a delay
ol 48 samples, and a second one may be encoded with a delay
of 96 samples. The delays need not be multiples of each other.

The same fraction may be used for the different echoes or
multiple fractions may be used.

In some embodiments, different fractions and different
offsets may be tried for audio signals 1n advance of decoding.
A desired fraction and oifset may then be selected by a user or
amachine (e.g., the audio encoder 106) based on performance
or one or more other criteria.

The windows may be used so that the echo 1s added most
strongly near the middle of the window and hardly at all at the
end. This may be done to avoid audibility problems associ-
ated with wrap-around and with transitions from positive to
negative echoes when different bits are encoded by distinct,
neighboring windows. The windowing may be carried out
using overlapping windows such that that 11 the encoding
intensity parameter 1s taken to be zero, then encoding using
echoes 1n conjunction with the windowing method may lead
to encoded audio that 1s almost unchanged (e.g., up to accu-
racy ol computer arithmetic) from the un-encoded audio

10

15

20

25

30

35

40

45

50

55

60

65

8

input. The process of using the overlapping windows 1s per-
formed 1n such a way that when the contributions of the
overlapping windows are added, the signal 1s such that when
decoding the un-encoded signal (up to the accuracy of com-
puter arithmetic) would be recoverable 1f data were not
encoded. The windows may overlap by 50%, 33%, or may
otherwise overlap.

In one embodiment, the adding of the echo using a win-
dowing function reduces a possibility that the wrap around
characteristic will be detected or otherwise noticed. In one
embodiment, the windowing function 1s a sine wave of period
2N or twice the number of samples N associated with a
window that 1s slightly offset from zero. Other functions may
be used, or other offsets may be used, or both.

At decision block 712, a determination may be made on
whether to select another window. If a determination 1s made
to select another window, another window may be selected at
block 714 and the method 700 may return to block 704. I a
determination 1s made not to select another window at deci-
s1on block 712, the method 700 may terminate.

In some embodiments, a windowing function w(n) may be
defined for N values associated with a window. The process of
“windowing” 1includes multiplying each of the N audio
sample values with the corresponding value of the w function.

In one embodiment, the windowing function has the prop-
erty that the underlying audio signal 1s at least substantially
unchanged when no echo 1s added.

In some embodiments, the windowing function w(n) sat-
1sfies two criteria. The first criterion 1s that the output of the
function be small near both the beginning and the end of the
series of N values for which i1t 1s defined. The second criterion
1s that applying the encoding algorithm will lead to the
unchanged condition.

In one embodiment, mathematically the second criterion 1s
that for n from 1 to N/2 inclusive: w(n+N/2) 24+w(n) 2=1. In
another embodiment, mathematically the second criterion 1s
that for n from 1 to N/3 inclusive: w(n+2N/3) 24+w(n+N/3)
24+w(n) 2=1.

An example embodiment that meets both criteria i1s the
trigonometric function: w(n)=sin(m(t-2)/N) defined for n=1
to N inclusive.

The echoes may be applied in Fourier space by multiplying,
cach of the N values by the corresponding value of the win-
dowing function to obtain the windowed samples, transform-
ing the result to their Fourier space values, and then multi-
plying each value by the corresponding value of a complex
embedding function, H(k) defined for the values k=1 to N
inclusive with each k value corresponding to an echo at a
different time oflset. For the case of no encoding, H(k) 1s
defined to be unity for all N distinct values of k. For each echo
there 1s an additional term, proportional to the encoding inten-
sity value for a positive or negative echo, depending on
whether a 1 or a 0 1s to be encoded 1n that echo. It may also be
proportional to the discrete Fourier transform of the delta
function o(n-d) where n 1s a sample index and d 1s the time
delay offset for that echo measured 1n samples.

In one embodiment, multiplication of the Fourier space
samples to be encoded by their corresponding H(k) terms,
followed by additional windowing and performance of an
inverse discrete Fourier transform on the results, 1s equivalent
to adding echoes to the audio signal 104 with wrap-around. In
some embodiments, the Fourier transform 1s a fast Fourier
transiorm.

In one embodiment, each sample 1s be encoded twice—
once 1n a window and once 1n an overlapping window that 1s
offset by halfthe window length. The encoding of the samples
may be schematically represented by overlapping arcs.
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An example embodiment of an implementation of the
audio modulation method 1s as follows: A sample 1s multi-
plied by the windowing function, the result 1s added to the
echo, and that result 1s then multiplied by the windowing
function again. The ofiset 1s then increased by half a window
length and the process 1s repeated. Half of the samples 1n the
window length will then be handled by both the first window
and the second window. The answers from both of these
components are then added.

The number of echoes to be encoded 1n each set of samples
of length N may be selected. A corresponding time delay for
cach of the echoes may also be selected. For example, two
echoes 1n each set of N samples with time delays 30 and 60
samples may be respectively selected.

A method for determining the encoding intensity param-
cters may be selected. The positive and negative parameters
may be of the same or different magnitude (though of differ-
ent signs) for positive and negative echoes. The parameters
may be the same or different for each of the distinct echoes
encoded 1n a set of N samples. They may be constant for an
entire piece of audio content or else be determined adaptively,
optionally having different values for different parts of the
audio content. The values may be chosen depending on the
characteristics of the audio content or on other factors, includ-
ing the degree of audibility acceptable for the given applica-
tion

The bits to be encoded may be selected. The bits may
include both content bits and bits used for error correction.

N samples of the audio content signal may be obtained.

From the bits to be encoded, the bits to be encoded in these
N samples are selected.

The N samples are windowed.

The discrete Fourier transform of the windowed samples 1s
calculated.

Each resulting value 1s multiplied by the corresponding
value of H(k). The results are windowed once more.

The discrete mverse Fourier transform of result of the
multiplication 1s calculated.

The resulting values are indexed N/2+1 to N inclusive and
the resulting values are stored.

The resulting values indexed 1 to N/2 inclusive are taken
and added to the stored values obtained from the previous
pass of this procedure. The results are the final encoded values
for these N/2 samples.

The procedure 1s repeated with N samples starting with an
offset of N/2 samples from the previous samples, so that the
samples indexed N/2+1 to N inclusive from this pass are used
as the samples indexed 1 to N/2 inclusive during the next pass.
the procedure 1s repeated one or more times to encode a
portion or all of the entire audio content of the audio signal
104, each time using a set of N samples which overlap the
previous set by N/2 samples (or N/3 samples in another
embodiment). The procedure may be adapted for the first N/2
and final N/2 samples of content that as a result may or may
not be encoded 1n an actual embodiment.

While the modulation of a single channel 1s described, the
modulation may be performed in any one channel, 1n a com-
bination of several channels, or in all channels that are defined
for the audio content of the audio signal 104.

In one embodiment, the bit value one may be represented
by an echo and the bit value zero may be represented by
absence of echo. In one embodiment, the bit value zero may
be represented by an echo and the bit value one may be
represented by absence of echo.

FI1G. 7B 1llustrates a method 750 for bit selection according,
to an example embodiment. The method 750 may be used to
select bits for echo modulation of audio signal 104. The
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method 750 may be performed by the audio encoder 106 of
the system 100 (see FIG. 1), or may be otherwise performed.
At block 752, one or more content bits are selected for
encoding. The number of content bits may be a few bits, tens
of bits, hundreds of bits, or an even larger number of bits.
At block 754, content bits are encoded using an LDPC
method with the content bits as mput and a larger number of

bits as output. These bits are designated as the BASIC LDPC
BITS.

At block 756, additional bits may be encoded as BASIC
synchronization bits in a pattern that can be made known to
the detection device 206 (see FIG. 2).

At block 738, the BASIC synchronization bits are inserted
into the bit stream of the output of the LDPC encoding step
performed at block 754 1n positions that may be made known
to the detection device 206.

In some embodiments, each bit from the output of the
operations performed at block 758 may be repeated several
times at block 760.

In some embodiments, several bits may be generated from
cach bit of the output of the operations performed at block 758
with a known rule for generating the several bits from each
input bit of value 1 and a known rule for generating the several
bits from each input bit of value 0. Thus, 1n an example
embodiment, each 1 bit might be represented by the 4 bits
1010 1n that order and each O bit might be represented by the
4 bits 0101 1n that order.

The repeated or generated bits obtained from the BASIC
synchronization bits may be referred to as enhanced synchro-
nization bits. The repeated or generated buts obtained from
the basic LDPC bits may be refereed to as enhanced LDPC
bits.

FIG. 8 1s an illustration 800 of a first window 802, accord-
ing to an example embodiment. The first window 802 may be
used 1n encoding, or may be otherwise used. The first window
802 1s shown as half a sine wave 1n a graph with intensity over
time.

FI1G. 9 1s an 1illustration 900 of a second window 902,
according to an example embodiment. The second window
902 may be used 1n encoding, or may be otherwise used. The
second window 902 1s shown as half a sine wave 1n a graph
with intensity over time.

FIG. 10 1s an illustration 1000 of the overlapping of the first
window 802 and the second window 902, according to an
example embodiment. The overlapping windows 802, 902
share an overlapping section 1002,

FIG. 11 1s an illustration 1100 of the application of a
periodic boundary condition, according to an example
embodiment. As illustrated, a first set of samples 1102 are
olfset two samples from a second set of samples 1104. The
relationship between the samples 1s such that the echo from
sample 1 of the first set of samples 1102 would be added to
sample 3 of the second set of samples 1104, the echo from
sample 2 of the first set of samples 1104 would be added to
sample 4 of the second set of samples 1104, and so on. These
relationships 1106 are shown in the illustration 1100.

However, because of the periodic boundary condition, the
echo from sample 7 of the first set of samples 1102 would be
added to sample 1 of the second set of samples 1104 and the
echo from sample 8 of the first set of samples 1102 would be
added to sample 2 of the second set of samples 1104. These
relationships 1108 are shown in the illustration 1100.

FIG. 12 1s an illustration 1200 of a set of samples 1202
according to an example embodiment. The illustration 1200
shows an 1nitial signal for unencoded audio. The value of the
intensity of the set of samples 1202 1s shown in the illustration
1200 as having a maximum value of 1.
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FIG. 13 1s an illustration 1300 of a set of samples 1302
according to an example embodiment. The set of samples
1302 may be a positive echo of the set of samples 1202 (see
FIG. 12). The value of the intensity of the set of samples 1302
1s shown 1n the 1llustration 1300 as having a maximum value
of 1A.

FIG. 14 1s an 1llustration 1400 of a set of samples 1402
according to an example embodiment. The set of samples
1402 may be a negative echo of the set of samples 1202 (see
FIG. 12). The value of the intensity of the set of samples 1402
1s shown 1n the 1llustration 1400 as having a minimum value
of -1,

FIG. 15 1s an 1llustration 1500 of the sets of samples 1202,
1302, 1402, according to an example embodiment. Thus, the
illustration 1500 shows the initial with two echoes on the
same scale.

FIG. 16 1s an 1llustration 1600 of a result of adding the sets
of samples 1202, 1302, 1402 together, according to an
example embodiment. The result of the combination of the
sets of samples 1202, 1302, 1402 1s an encoded signal 1602.

FIG. 17A 1illustrates a method 1700 for audio decoding,
according to an example embodiment. The method 1700 may
be performed by the detection device 206 of the system 200
(see FIG. 2), or may be otherwise performed.

In some embodiments, the method 1700 determines
whether echoes are present 1n the modulated audio signal 112
and, when present, whether the echoes are positive echoes or
negative echoes. The encoded ones and zeros may then be
decoded by detecting positive or negative echoes.

A starting sample for a window may be selected at block
1702. The window length may be taken at an arbitrary posi-
tion for N samples at a time.

In some embodiments, a supposition of the start of window
may be made and then either all the possibilities (e.g., incre-
menting the window a sample at a time) or some of the
possibilities may be tried. For example, a decoding attempt
may be made every Yio of the window length. However,
attempts may be made more or less frequently. The number of
attempts that are made may be based on the type of applica-
tion, particular decoding need, or both. Even when the sup-
position 1s not exactly correct, decoding may still be possible
with error correction.

The real cepstrum values for the window may be deter-
mined at block 1704.

A number of bit values may be determined based on a
comparison against a threshold value at block 1706. For
example, real cepstrum values above a threshold may be
determined to be one type of echo (e.g., a positive echo),
while real cepstrum values equal to or below a threshold may
be another type of echo (e.g., a negative echo).

In the absence of error correction, a cepstrum value that 1s
greater than (or possibly equal to) some threshold 1s taken as
the evidence that the decoding of a bat that was encoded by a
positive echo, and a cepstrum value that 1s less than (or
possibly equal to) the same or different threshold 1s taken as
evidence that the decoding of the bit that was encoded by a
negative echo. The threshold used may be either a fixed value,
or alternatively a value determined adaptively using, for
example, the statistical properties of measured cepstrum val-
ues. Some cepstrum values may be designated as ambiguous
if they lie between the threshold values. By way of example,
it could be the mean of some subset of cepstrum values 11 1t 1s
assumed or otherwise known that an approximately equal
number of positive and negative echoes were encoded 1n the
corresponding audio samples. The subset may optionally (but
need not) be the set associated with a particular data packet.
As an additional example, it may be the 257 percentile of the
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measured distribution of some subset of cepstrum values 11 1t
1s assumed or otherwise known that approximately 25% of
the echoes encoded were negative echoes. The result of
applying this threshold or these thresholds, together with
knowledge of the relationship between positive and negative
echoes, may then provide an estimated set of 0’s and 1°s and
designated ambiguous values. These values may be used as
iput to a “hard” decode error correction decoder. Alterna-
tively, the real cepstrum values themselves may be used as
inputs to a soit error correction decoder.

In some embodiments, the decoding 1s a hard decode where
a number of occurrences of numbers above and below some
threshold are counted to obtain a result. In other embodi-
ments, the decoding 1s a soift decode where positive and
negative numbers are added to obtain a result.

In some embodiments, a soit repetition code may be used
for decoding. In one embodiment, the soft repetition code
may be used to recover the data when multiple echoes have
been encoded 1n one or more windows with the same data.
The soft repetition code may be used by looking at real
cepstrum numbers. In an example embodiment where two
echoes are encoded 1n a same window for a single bit of data,
the soit decode on the window may include adding the result-
ing numbers together. In an example embodiment where two
echoes are encoded 1n multiple windows for the same bit of
data, real values are added from the echoes in the multiple
windows to obtain the cepstrum number.

In one particular embodiment, 1f the resulting cepstrum
number 1s positive a first result (e.g., a data bit of one) may be
decoded, and if the result cepstrum number 1s negative a
second result may be decoded (e.g., a data bit of zero). In
other embodiments, further processing 1s performed on the
cepstrum numbers before identifying a result.

In some embodiments, the type of decoding performed 1s
blind decoding. A comparison to the original, unencoded
audio 1s not performed during the decoding process. By not
needing the original audio, additional opportunities for
decoding 1n different environments may be available.

In some embodiments, the decoding method may further
include a comparison between a first channel and a second
channel. As described above, the bits encoded may be both
content bits and extra bits added to enable error correction.
Methods of adding extra bits and the associated error correc-
tion methods that recover data encoded in this way are
described. The methods may be combined and be used to
provide a synchronization method. Two decoding methods
are “soit” decoding error correction methods 1n that they use
combinations of the real values generated by the decoder
(where the number of such real values 1s the same as the total
number of content bits and extra bits added to enable error
correction) to generate estimates of the content bits. “Hard”
decoding which uses 1°s and 0’s as input to the decoder may
also be used.

At decision block 1710, a determination 1s made as to
whether acceptable data has been reproduced. If a determi-
nation 1s made that acceptable data has not been reproduced,
the window may advance by a number of samples at block
1712 and the method 1700 may return to block 1704. It a
determination at made at decision block 1710 that acceptable
data has been reproduced, the method 1700 may proceed to
decision block 1714.

Atdecision block 1714, a determination 1s made whether to
select a new window. If a determination 1s made to select a
new window, samples are selected for a next window at block
1716 and the method 1700 returns to block 1704. I a deter-
mination 1s made not to select a new window at decision block
1714, the method 1700 may terminate.
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FIG. 17B illustrates a method 1750 for audio decoding,
according to an example embodiment. The method 1750 may
be performed by the detection device 206 of the system 200
(see FIG. 2), or may be otherwise performed.

A candidate starting sample for a window 1s selected at
block 1752.

At block 1754, the real cepstrum values for a series of
windows corresponding to the encoded bits for which a
search 1s to be performed may be obtained.

Atdecision block 1756, a determination 1s made whether to
omit performing an error correction decode on the real cep-
strum values that do not correspond to synchronization bits. If
a determination 1s made to perform the error correction
decode, the error correction decode 1s performed at block
1758. If a determination 1s made not to perform the error
correction decode at decision block 1756 or upon completion
of the operations at block 1758, the method 1700 may pro-
ceed to decision block 1760.

In one embodiment, the error correction 1s always carried
out at the operations performed at decision block 1756 may be
omitted. In another embodiment, the error correction may be
performed depending on the characteristics of the audio as
measured by the audio decoding subsystem 402. In another
embodiment, the error correction decode may be performed
depending on the computer resources available to the audio
decoding subsystem 402 at the time of decoding.

In another embodiment, the decision to pertorm the error
correction decode 1s based on the synchronization param-
cters. Using the known positions of the cepstrum values cor-
responding to the enhanced synchronization bits, and assum-
ing the candidate starting sample 1s correct or approximately
correct, generate the corresponding bit values of the synchro-
nization bits. If these values are close enough to the values of
the synchronization values as encoded then the error correc-
tion decode 1s performed.

In one embodiment, generate the basic synchromzation
bits, using a hard decode for each value to generate the basic
synchronization bits. In another example embodiment, use a
soit decode to generate the basic synchronization bits. In
these embodiments, a comparison of the pattern of basic
and/or enhanced synchronization bits may be performed with
the error correction decode if the match 1s close enough to
some threshold.

In another example embodiment, a calculation of the cor-
relation between the real cepstrum values and the rescaled
and shifted encoded enhanced synchronization bits and pro-
ceed with the error correction decode when the correlation 1s
close enough to some threshold.

In some embodiments, more than one criterion may be
used. For example, the critenia listed 1n other embodiments
above may be used to determine whether the error correction
decode should be performed.

If the error correction decode 1s to be performed, in one
embodiment soit decoding methods may be used at block
1758 on the real cepstrum values corresponding to enhanced
error correction bits to obtain real values corresponding to the
basic error correction bits. These values may be used as mnputs
to the error correction soit decode.

In another embodiment, a soft decode may be performed
on the real capstrum values at block 1758 corresponding to
the enhanced bits to obtain real cepstrum values correspond-
ing to the basic bits and threshold those values to obtain bit
values to be used for a hard error correction decode.

At decision block 1760, a determination may be made as to
whether there 1s another sample. If a determination 1s made
that there 1s another sample, a next window may be selected at

block 1762 and the method 1700 may return to block 1754. It
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a determination 1s made at decision block 1760 that there 1s
not another sample, the method 1700 may terminate.

In an example embodiment, one or more of the foregoing
methods may be used as a quick-to-calculate method for
generating candidates for alignment (synchronization).

FIG. 18 1s an illustration 1800 of a windowing function
1802, according to an example embodiment. The windowing,
function 1802 may be used 1n decoding, or may be otherwise
used. The windowing function 1802 1s shown as half a sine
wave 1n a graph with intensity over time.

FIG. 19 1s an 1llustration 1900 of cepstrum values, accord-
ing to an example embodiment. The cepstrum values 1900 are
shows as cepstrum values 1902, 1904. The cepstrum values
1902, 1904 are shown 1n a graph with Q-1ntensity over Q-1re-
quency. As shown the cepstrum values 1902, 1904 reflect
different echo time delays. While the cepstrum values 1902,
1904 are represented 1n the 1llustration 1900 as Q values, they
may also represent K values 1n other illustrations.

FIG. 20 illustrates a method 200 for audio decoding,
according to an example embodiment. The method 1700 may
be performed by the detection device 206 of the system 200
(see FIG. 2), or may be otherwise performed.

In some embodiments, the method 2000 determines
whether echoes are present 1n the modulated audio signal 112
and, when present, whether the echoes are positive echoes or
negative echoes. The encoded ones and zeros may then be
decoded by detecting positive or negative echoes or the
absence of an echo may indicate an encoded zero or one
depending on the protocol used to encode.

A starting sample for a window may be selected at block
2002.

Real cepstrum values for the modulated audio signal 112
are determined at block 2004.

In some embodiments, estimates of the widths of underly-
ing Gausian distribution by the real ceptstrum values are
determined at block 2006.

In some embodiments, estimates of the menas of underly-
ing Gausian distribution by the real ceptstrum values are
determined at block 2008.

Real values are decoded at block 2010

In some embodiments, a soft decoded 1s performed at block
201 on the real cepstrum values, the widths of the underlying
Gausian distribution, and/or the means of the underlying
Gausian distribution using a Low Density Parity Check
(LDPC) decoder based on an additive Gaussian white noise
(AGWN) model.

In some embodiments, a low-density parity check (LDPC)
code may be used on the cepstrum numbers at block 2010.
The LDPC code may be used by calculating an estimate of the
width and/or means of a Gaussian distribution. The estimate
or a value larger than the estimate may be used as an mput to
the LDPC with the real cepstrum numbers (e.g., resulting
from the soft repetition code) used to estimate the encoded
data bits.

In one embodiment, the LDPC code may be used for error
correction when the noise pattern from the modulated audio
signal approximates additive white Gaussian noise (AWGN)
or the distribution of the cepstrum values approximates
samples drawn from two bell curves that may be oflset from
cach other. The noise pattern may be from the underlying
audio, the broadcasting path, digital to analog conversions,
encoding, or the like.

In some embodiments, a repetition decode may be per-
formed as follows. The content bits to be encoded are
repeated a known number of times. The copies of the content
bits (to be regarded as “extra bits” used for error correction)
are then arranged in a known order with regard to the content




US 8,582,781 B2

15

bits. The copies may or may not be contiguous to their origi-
nal content bits. This combination of content and error bits 1s
what was previously encoded. On decoding, the real cepstrum
values, 1n one embodiment, associated with each content bit
and 1ts copies are added, to produce one combined real cep-
strum value for each content bit. These combined real cep-
strum values may be used for thresholding to perform a hard
decode or as values on which a soft decode 1s to be performed.
In the case of hard decoding, the closeness of a combined (or
not combined) real cepstrum value to the threshold may be
used as a guide as to whether a particular bit should be 1ignored
by the decoder.

The content bits may be encoded using a Low Density
Parity Check (LDPC) encoder or another encoder to produce
content bits and additional bits (“parity bits™) to enable error
correction. The resulting bits may be encoded using repetition
encoding. The resulting bit stream 1s then encoded as
described above. The decoder first performs a repetition
decoding on the real cepstrum values, returning one com-
bined real cepstrum value for each content bit and one com-
bined real cepstrum value for each parity bit. These combined
real cepstrum values may be used as 1input to the relevant soft
decoder (e.g. a soft LDPC decoder 1f the encoding was
LDPC.) Alternatively, the repetition decoder may be used
with thresholding and its output used as input to the relevant
hard decoder (e.g. a hard LDPC decoder 11 the encoding was
LDPC.).

A LDPC decoder using a soit decode based on an additive
white Gaussian noise model (AWGN) may be used for decod-
ing audio signals that have or have not passed through broad-
cast channels, whether or not the data are strictly the sum of
data taken from Gaussian distributions. The model uses input
of an estimate of the noise variance. One embodiment of
estimating the variance assumes that an approximately equal
number of positive and negative echoes were encoded. The
assumption 1s that the distribution of the mput real cepstrum
values (or combined real cepstrum values if a repetition
encoder was used) 1s a sum of values drawn from two Gaus-
s1an or approximately Gaussian distributions which have dif-
ferent means and possibly different variances. The variance
of the upper Gaussian 1s estimated by calculating the mean
square distance from the 75 percentile of data between the
75" and 100” percentile of the combined distribution of the
input real cepstrum values. The variance of the lower Gaus-
sian 1s estimated by calculating the mean square distance
from the 25 percentile of data between the Oth and 25th
percentile of the combined distribution of the input real cep-
strum values. The larger of these values 1s used as a guide to
the estimated variance to be mput; being regarded as a lower
bound on a suitable value to be used for the decoder. Another
embodiment may use a constant value for the variance based,
for example, on knowledge of the transmission path of the
audio since encoding.

At decision block 2012, a determination 1s made as to
whether acceptable data has been reproduced. It a determi-
nation 1s made that acceptable data has not been reproduced,
the window may advance by a number of samples at block
2014 and the method 2000 may return to block 2004. If a
determination at made at decision block 2012 that acceptable
data has been reproduced, the method 2000 may proceed to
decision block 2016.

Atdecision block 2016, a determination 1s made whether to
select a new window. If a determination 1s made to select a
new window, samples are selected for a next window at block
2018 and the method 2000 returns to block 2004. If a deter-
mination 1s made not to select a new window at decision block
2016, the method 2000 may terminate.
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FIG. 21 illustrates a method 2100 for calculating cepstrum
values, according to an example embodiment. The method
2100 may be performed at the block 1704, block 2004, or may
be otherwise performed.

At block 2102, a windowing function 1s applied to a num-
ber of samples create windowed samples. At block 2104, a
Fourier transtorm 1s performed windowed samples to create
transformed samples. In some embodiments, the Fourier
transform 1s a Fast Fourier Transform. An absolute value 1s
calculated for the transformed samples to create absolute
value samples at block 2106.

At decision block 2108, a determination may be made as to
whether any of the absolute value samples have a zero value.
If a determination 1s made that some of the absolute value
samples have a zero value, the zero value of the absolute value
samples may be replaced by a small number at block 2110. It
a determination made that none of the absolute values have a
zero value at decision block 2108 or upon completion of the
operations at block 2110, the method 2100 may proceed to
block 2112.

Logarithms of the absolute value samples are calculated at
block 2114 to create logged samples. Inverse Fourier trans-
forms are performed on the logged samples at block 2116 to
obtain cepstrum values. In some embodiments, the inverse
Fourier transform 1s an inverse Fast Fourier Transform.

A real portion of the cepstrum values are selected at block
2118 as a real cepstrum values. In some embodiments, the
selection performed at block 2118 includes selecting the cep-
strum values that correspond to the echo time delays. For
example, ifthe delay were 48 samples and 96 samples take the
497 and 977 cepstrum values (not the 48” and 96” values).

FI1G. 22 shows a block diagram of a machine in the example
form of a computer system 2200 within which a set of instruc-
tions may be executed causing the machine to perform any
one or more of the methods, processes, operations, or meth-
odologies discussed herein. The signal source 102, the broad-
cast source 112, or both may operate on one or more computer
systems 2200. The audio encoder 106, the audio recerves 202,
the display device 204, and/or the detection device 206 may
include the functionality of the one or more computer systems
2200.

In an example embodiment, the machine operates as a
standalone device or may be connected (e.g., networked) to
other machines. In a networked deployment, the machine
may operate in the capacity of a server or a client machine in
server-client network environment, or as a peer machine in a
peer-to-peer (or distributed) network environment. The
machine may be a server computer, a client computer, a
personal computer (PC), a tablet PC, a set-top box (STB), a
Personal Digital Assistant (PDA), a cellular telephone, a web
appliance, a network router, switch or bridge, a kiosk, a point
of sale (POS) device, a cash register, an Automated Teller
Machine (ATM), or any machine capable of executing a set of
istructions (sequential or otherwise) that specity actions to
be taken by that machine. Further, while only a single
machine 1s 1llustrated, the term “machine” shall also be taken
to include any collection of machines that individually or
jomtly execute a set (or multiple sets) of instructions to per-
form any one or more of the methodologies discussed herein.

The example computer system 2200 includes a processor
2212 (e.g., a central processing unit (CPU) a graphics pro-
cessing unit (GPU) or both), a main memory 2204 and a static
memory 2206, which communicate with each other via a bus
2208. The computer system 2200 may further include a video
display unit 2210 (e.g., a liquid crystal display (LCD) or a
cathode ray tube (CRT)). The computer system 2200 also
includes an alphanumeric mput device 2212 (e.g., a key-
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board), a cursor control device 2214 (e.g., a mouse), a drive
unit 2216, a signal generation device 2218 (e.g., a speaker)
and a network interface device 2220.

The drive unit 2216 includes a computer-readable medium
2222 on which 1s stored one or more sets of instructions (e.g.,
software 2224) embodying any one or more of the method-
ologies or functions described herein. The software 2224 may
also reside, completely or at least partially, within the main
memory 2204 and/or within the processor 2212 during execu-
tion thereof by the computer system 2200, the main memory
2204 and the processor 2212 also constituting computer-
readable media.

The software 2224 may further be transmitted or received
over a network 2226 via the network interface device 2220.

While the computer-readable medium 2222 1s shown 1n an
example embodiment to be a single medium, the term “com-
puter-readable medium” should be taken to include a single
medium or multiple media (e.g., a centralized or distributed
database, and/or associated caches and servers) that store the
one or more sets of instructions. The term “computer-read-
able medium” shall also be taken to include any medium that
1s capable of storing or encoding a set of instructions for
execution by the machine and that cause the machine to
perform any one or more of the methodologies of the present
invention. The term “computer-readable medium” shall
accordingly be taken to mclude, but not be limited to, solid-
state memories, and optical media, and magnetic media.

Certain systems, apparatus, applications or processes are
described herein as including a number of modules. A module
may be a unmit of distinct functionality that may be presented
in software, hardware, or combinations thereof. When the
functionality of a module 1s performed 1n any part through
soltware, the module 1includes a computer-readable medium.
The modules may be regarded as being communicatively
coupled.

The inventive subject matter may be represented 1n a vari-
ety of different embodiments of which there are many pos-
sible permutations.

Thus, methods and systems for echo modulation have been
described. Although the present invention has been described
with reference to specific example embodiments, 1t will be
evident that various modifications and changes may be made
to these embodiments without departing from the broader
spirit and scope of the invention. Accordingly, the specifica-
tion and drawings are to be regarded 1n an 1llustrative rather
than a restrictive sense.

The Abstract of the Disclosure 1s provided to comply with
37 C.FR. §1.72(b), requiring an abstract that will allow the
reader to quickly ascertain the nature of the technical disclo-
sure. It 1s submitted with the understanding that it will not be
used to interpret or limit the scope or meaning of the claims.

What 1s claimed 1s:

1. A method comprising:

obtaining intensities of a plurality of first sample values in
a first window of an audio signal, a particular first sample
being a single data point of the audio signal 1n a single
audio channel;

calculating a plurality of first echo values for the first
window, a particular first echo value of the plurality of
first echo values having a fraction of the intensity of a
corresponding first sample of the plurality of first sample
values and being at a time delay from the corresponding
first sample;

obtaining intensity of a plurality of second sample values in
a second window of the audio signal, the second window
overlapping a portion of the first window;
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calculating a plurality of second echo values for the second
window, a particular second echo value of the plurality
of second echo values having the fraction of the intensity
of a corresponding second sample of the plurality of
second sample values and being at the time delay from
the corresponding second sample;

obtaining intensity of a plurality of third sample values 1n a

third window of the audio signal, the third window over-
lapping a portion of the second window;

calculating a plurality of third echo values for the third

window, a particular third echo value of the plurality of
third echo values having the fraction of the intensity of a
corresponding third sample of the plurality of third
sample values and being at the time delay from the
corresponding third sample;

altering the audio signal 1n the second window using a

windowing function, the plurality of second echo values,
an overlapping {irst portion of the plurality of first echo
values, and an overlapping second portion of the plural-
ity of second echo values, wherein a value portion of the
plurality of second echo values that extend beyond the
second window based on the time delay 1s included at a
beginning of the second window based on a periodic
boundary condition.

2. The method of claim 1, further comprising:

analyzing the audio signal to determine characteristics of

the audio signal; and

selecting the fraction based on the characteristics of the

audio signal.

3. The method of claim 1, wherein the particular echo 1s a
positive echo, the intensity of the positive echo being added to
the 1intensity of the corresponding sample.

4. The method of claim 1, wherein the particular echo 1s a
negative echo, the intensity of the negative echo being sub-
tracted from the intensity of the corresponding sample.

5. The method of claim 1, wherein altering the audio signal
COmprises:

altering the audio signal 1n the same channel as the plurality

of sample values to include the plurality of echo values
in the window to create the modulated audio signal.

6. The method of claim 1, wherein altering the audio signal
COmMprises:

altering the audio signal 1n a different channel from where

the plurality of sample values were taken to include the
plurality of echo values i the window to create the
modulated audio signal.

7. The method of claim 1, further comprising:

determining the intensity of a plurality of additional

sample values 1n an additional window of the audio
signal, the additional window defined by the number of
the plurality of additional sample values;

calculating a plurality of additional echo values for the

additional window, a particular additional echo value of
the plurality of additional echo values having an addi-
tional fraction of the intensity of a corresponding addi-
tional sample of the plurality of additional sample values
and being and at an additional time delay from the cor-
responding additional sample; and

altering the audio signal to include a plurality of echo

values 1n the additional window, wherein the portion of
the plurality of additional echo values that extend
beyond the additional window based on the additional
time delay 1s included at the beginning of the additional
window based on the periodic boundary condition.

8. The method of claim 7, wherein the number of the
plurality of additional sample values 1s the same as the num-
ber of the plurality of sample values.
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9. The method of claim 7, wherein the additional time delay
1s the same amount of time as the time delay.

10. The method of claim 7, wherein the additional time
delay 1s a different amount of time as the time delay.

11. The method of claim 7, wherein the additional fraction

1s the same as the fraction.
12. The method of claim 7, wherein the window and the

additional window are the same size.
13. The method of claim 1, wherein the audio signal 1s a

portion of a video signal.

14. The method of claim 1, wherein additional sound added
to the audio signal by 1inclusion of the plurality of echo values
1s at least substantially imperceptible in the modulated audio
signal.

15. The method of claam 1, wherein altering the audio
signal 1s performed 1n Fourier space.

16. The method of claim 1, wherein the audio signal 1s a
multi-channel audio signal.

G e x Gx ex
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