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A customized consumer advertisement module and process
are provided for inserting a user selected object into a user
selected category of program. The user stores model objects
locally at the user site, or communicates the model objects to
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site. The user selects categories of programs in which the
model objects, or portions thereof, will be inserted. The cus-
tomized consumer advertisement module 1nserts the model
objects, or portions thereof, into the selected categories of

programs.

20 Claims, 7 Drawing Sheets



U.S. Patent Oct. 29, 2013 Sheet 1 of 7 US 8,572,642 B2

105

v
SETTOP BOX I

110
NETWORK
115

00—

BROADCASTER

120

DATABARSE
125

FIG. 1



US 8,572,642 B2

Sheet 2 of 7

Oct. 29, 2013

U.S. Patent

RAM
235
ROM
240

s
=
i
=
(-
Y ™
- CN
7z
-
o,

DATABASE

. /O INTERFACE

250

| PROCESSOR
255

225 —

I T IS S A feRAe iy eyt deenak dEbET T T S S A G P AR ikl sphbiiek onepis TR I U T S B

FIG. 2



US 8,572,642 B2

Sheet 3 of 7

Oct. 29, 2013

U.S. Patent

Go¢

¢ DIA
GGE Gee Gve orve
40SSAD0Ud TATTOMINOD J01OVILXA J01OVIIXA
ADVIAL TINLVAL AOVIAI

A

0¢€ GCt 0ce GLe OLE

KIOWAN dALIHAANOD AATOONA YOLIAYDNA IOV IAAINI
LVINHOd FAA0DAA FAO1dANDAd O/1
P0g ——— AVI4SIA OL STVNOIS

O1dlV dO/ANV HOVIAIL OddIA

QGc 70¢ STT SRIOM.LAN WNOUA
TYNDOIS VIAANLLININ



U.S. Patent Oct. 29, 2013 Sheet 4 of 7 US 8,572,642 B2

360°/0°

FIG. 4



US 8,572,642 B2

Oct. 29, 2013 Sheet 5 of 7

U.S. Patent

v
]
-

g =T




US 8,572,642 B2

Sheet 6 of 7

Oct. 29, 2013

U.S. Patent

Pt

P

1

-t

i

FIG. 6



U.S. Patent Oct. 29, 2013 Sheet 7 of 7 US 8,572,642 B2

v

S720 QUERY USER
RECEIVE USER
S725 SELECTIONS

STORE USER
S730 PROFILE

S

S715

STORED

S735 MODEL  NO
SIGNAL?

E

h 4

OBTAIN IMAGE
! l G785 FROM SOURCE
— DEVICE
S RECEIVE IMAGE IDENTIFY
740 SIGNAL S760|  PORTION OF l
MODEL IMAGE
l L 4 . S788 GENERATE 3D
S EXTRACT PROCESS IMAGE MODEL
745 PORTION OF 3765 IDENTIFIED .
RECEIVED IMAGE PORTION OF {
7 MODEL IMAGE STORE
e —
GENERATE S790| GENERATED 3D
S748 HISTOGRAM INSERT IMAGE MODEL
| PROCESSED |
v - 3770 MODEL IMAGE IN
EXTRACT RECEIVED IMAGE
FEATURES FROM
S750 EXTRACTED
PORTION OF
IMAGE S775 INSERTION
compLETE? NC
S780
RETRIEVE MODEL YES S795
S755 IMAGE DISPLAY
_ > MODIFIED > END
IMAGE

FIG. 7



US 8,572,642 B2

1

CUSTOMIZED PROGRAM INSERTION
SYSTEM

FIELD OF THE INVENTION

The present invention relates to the field of communica-
tions. More particularly, the present invention relates to gath-
ering, managing and inserting customized program informa-
tion in communication systems.

BACKGROUND INFORMATION

User expectation has continued to grow concurrently with
the advent of new technologies. Expectations for greater and
more personalized services have developed 1n a variety of
service 1ndustries with respect to mserting 1mages or other
visual information into another displayed image, replacing at

least a portion of that display image. For example, U.S. Pat.
No. 4,731,743 to BLANCATO describes a “Method and
Apparatus for Displaying Hairstyles.” In an effort to provide
a user with a preview of how a particular hairstyle will appear
on the user, 1.e., without having to go through the actual
haircut and hairstyling, BLANCATO stores a plurality of
hairstyles on a disc associated with a computer. Subsequently,
BLANCATO captures an 1image of the user and outlines the
user’s face. He then makes a number of modifications to the
image, including overlaying particular hairstyles. BLAN-
CATO then displays the overlayed image to the user for
hairstyle assessment.

U.S. Pat. No. 6,624,843 to LENNON, entitled “Customer
Image Capture and Use Thereof 1in a Retailing System,”
describes an 1mage capture system used 1n a retailing envi-
ronment. Particularly, LENNON describes a system that cap-
tures an 1mage of a customer at a retailer’s place of business.
Subsequently, when the customer 1s 1n close proximity to an
image display area within the retailer’s place of business, a
composite 1mage including the customer’s captured image
and a reference 1mage may be provided. The composite image
may 1nclude full motion video or still images. Thus, a cus-
tomer 1s provided with an opportunity to virtually assess
particular merchandise without having to try on, for example,
an apparel item.

U.S. Pat. No. 7,015,978 to JEFFERS et al., entitled “Sys-
tem And Method For Real Time Insertion Into Video With
Occlusion On Areas Containing Multiple Colors,” describes
real-time 1nsertion of 1ndicia such as, for example, an adver-
tisement, 1nto a live or taped broadcast. JEFFERS et al. pro-
vide for insertion of indicia onto surfaces such as tennis
courts, walls, grass or turf surfaces, or other surfaces shown
during televised sporting events. To accomplish indicia inser-
tion, JEFFERS et al. obtain video images from a camera,
digitize the images, sample the digitized images into sampled
pixels, and obtain a plurality of background colors for the
sampled pixels. JEFFERS et al. then assign an opacity value
to each pixel 1n the indicia based on whether the color of a
positionally corresponding pixel in the video image 1s the
same color as one of the plurality of background colors.
Pixels are then displayed in the video 1image 1n dependence on
whether the positionally corresponding pixel 1 the video
image 1s the same color as one of the background colors.

Progress 1in computer processor speeds has significantly
expanded the possible applications. It 1s not uncommon for
ordinary personal computers to possess microprocessors that
operate at clock cycles of 3.8 GHz or higher. Moreover,
storage capacity has increased dramatically, where it 1s not
uncommon to find ordinary personal computers that possess
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200 Gigabyte hard-drives, which may be further expanded
without any clearly defined limiat.

A need exists for customized signal msertion and/or over-
lay 1n telecommunications systems, such as, for example,
television and radio broadcasts. Particularly, a need exists for
customized insertion and/or overlay of user defined images,
sounds and other indicia in received signals on electronic
devices such as, for example, televisions, computers, tele-
phones, personal data assistants (PDAs), portable computers,
radios, satellite receivers, and the like.

SUMMARY OF THE INVENTION

According to an aspect of the invention, an 1mage insertion
apparatus 1s provided for inserting a model object into at least
one program. The object may comprise an 1mage, a sound, or
a combination of an 1mage and a sound. The object 1nsertion
apparatus may be provided at a user site, a transmitter site, or
a combination of the user site and transmitter site. The pro-
gram may comprise a multimedia content signal that may be
transmitted from the user site, the transmitter site, or a com-
bination of the user site and transmutter site.

The object insertion apparatus includes a memory, a selec-
tor, a communicator and an inserter. The memory stores one
or more model objects. The selector recerves a selection of the
one or more model objects and a selection of one or more
categories of program. At least one of the categories of pro-
gram 1ncludes the at least one program.

The communicator provides communication between the
object msertion apparatus and a user. The communicator 1s
configured to recerve the selected one or more model objects
and the selected one or more categories of program. The
selected one or more model objects are provided to the
inserter, which inserts and/or overlays the selected one or
more model objects into the at least one program based on the
selected one or more categories of program.

The object sertion apparatus further includes an object
extractor, a feature extractor, an object processor, an encryp-
tor, an encoder, a format converter, a decryptor, and a decoder.
The decryptor decrypts a recerved multimedia signal, includ-
ing the at least one program, when the received signal is
determined to be encrypted. The decoder decodes the
received multimedia signal, including the at least one pro-
gram, and outputs a decoded multimedia signal. The decoded
multimedia signal 1s provided to the format converter, which
converts the decoded multimedia signal to a base composite
signal, including the at least one program. The base compos-
ite signal includes an object field signal and an audio signal,
where the object field signal and the audio signal may be the
at least one program.

The object field signal 1s provided to the extractor, which
extracts a portion of the object field signal from the at least
one program. The object extractor generates a histogram for
the extracted portion of the object field signal by transforming
the extracted portion of the object field signal from a time
domain to a frequency domain. The extracted portion of the
object field signal 1s provided to the feature extractor, which
extracts a feature from the extracted portion of the object field
signal. The feature extractor generates at least one motion
vector for the extracted portion of the object field signal. The
extracted portion of the object field signal and the extracted
teature from the extracted portion of the object field signal are
provided to the object processor.

The object processor modifies the selected one or more
model objects based on the extracted portion of the object
field s1ignal, and the extracted feature from the extracted por-
tion of the object field signal, to generate one or more modi-
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fied model objects. The object processor generates at least
one sertion object from the one or more modified model
objects based on the extracted portion and the generated
histogram. The object processor inserts and/or overlays the
one or more modified model objects 1n the object field signal
to generate a modified composite signal, including a modified
object field signal, which includes at least one modified pro-
gram. The object processor may select at least one of an
insertion and overlay mode based on a recetved mode signal.

The format converter converts the modified base composite
signal, including the modified object field signal, which
includes the at least one modified program, to a modified
multimedia signal. The encoder encodes the modified multi-
media signal to provide an encoded modified multimedia
signal. Further, depending on whether encryption 1s neces-
sary, the encryptor encrypts the encoded modified multime-
dia signal.

According to another aspect of the mvention, an object
insertion method 1s provided for inserting a selected object
into at least one program. The at least one program may be
associated with one of a plurality of categories of programs.

According to the method, one or more model objects are
received and stored. At least one category of program 1s
selected for which insertion or overlaying 1s desired to be
performed. Further, at least one of the model objects 1s
selected for mnsertion, or overlaying, in the at least one cat-
egory ol programs. The at least one category of programs
includes the at least one program.

Communication 1s carried out between an object insertion
apparatus and a user. The communication includes receiving
the selected one or more model objects and the selected at
least one category of program. The selected one or more
model objects are inserted, or overlayed, 1n the at least one
program based on the selected one or more categories of
program.

Further, when a received signal 1s determined to be
encrypted, the receiwved signal 1s decrypted. The decrypted
signal, or the received signal 11 it 1s received 1n decrypted
form, 1s decoded to provide a decoded multimedia signal,
which includes the at least one program. The decoded multi-
media signal 1s format converted to generate a base composite
signal, which includes the at least one program. The base
composite signal includes an object field signal and an audio
signal, where the object field signal and the audio signal may
be the at least one program.

A portion of the object field signal 1s extracted from the at
least one program. During the portion extraction process, a
histogram may be generated for the extracted portion of the
object field signal by transtorming the extracted portion of the
object field signal from a time domain to a frequency domain.
A feature 1s extracted from the extracted portion of the object
field signal to provide at least one extracted feature. During
the process of feature extraction, at least one motion vector
may be generated for the extracted portion of the object field
signal. The extracted portion of the object field signal and the
at least one extracted feature from the extracted portion of the
object field signal are forwarded for object processing.

Object processing 1s provided for modifying the selected
one or more model objects based on the extracted portion of
the object field signal, and the extracted feature from the
extracted portion of the object field signal, to generate one or
more modified model objects. The object processing gener-
ates at least one 1nsertion object from the one or more modi-
fied model objects based on the extracted portion and the
generated histogram. The object processing inserts, or over-
lays, the one or more modified model objects in the object
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field signal to generate a modified composite signal, includ-
ing a modified object field signal, which includes the at least
one modified program.

Modified base composite signal, including the modified
object field signal, which includes the at least one modified
program, are format converted to a modified multimedia sig-
nal. The modified multimedia signal may be encoded to pro-
vide an encoded modified multimedia signal. Further,
depending on whether encryption 1s necessary, the encoded
modified multimedia signal may be encrypted to provide an
encrypted encoded modified multimedia signal.

According to yet another aspect of the invention, a com-
puter readable medium for storing a program that inserts a
selected object into at least one program, the at least one
program being associated with one of a plurality of categories
of programs, 1s provided. The medium includes a storing code
segment for storing one or more model objects; a category
identifying code segment for identifying a category of pro-
gram from the plurality of categories of programs; a model
object selecting code segment for selecting a model object
from the stored one or more model objects based on the
identified category of program; an mserting code segment for
inserting the selected model object 1n the at least one pro-
gram. The medium further includes a recerving code segment
for recerving the selected model object and the identified
category of program from a user site.

Further, the medium 1includes a portion extracting code
segment for extracting a portion of an object field signal; a
feature extracting code segment for extracting a feature from
the extracted portion of the object field signal; a modifying
code segment for modifying the selected model object based
on the extracted portion of the object field signal and the
extracted feature from the extracted portion of the object field
signal; a histogram generating code segment for generating a
histogram for the extracted portion of the object field signal;
and a motion vector generating code segment for generating
at least one motion vector for the extracted portion of the
object field signal.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention 1s further described 1n the detailed
description that follows, by reference to the noted drawings
by way of non-limiting examples of embodiments of the
present invention, 1n which like reference numerals represent
similar parts throughout the several views of the drawings:

FIG. 1 1llustrates an embodiment of a telecommunications
system, according to an aspect of the present invention;

FIG. 2 illustrates an exemplary embodiment of an image
isertion apparatus according to an aspect of the present
invention;

FIG. 3 illustrates an exemplary embodiment of a custom-
1zed consumer advertisement module according to an aspect
ol the present invention;

FIG. 4 illustrates an exemplary multi-image capture
scheme for generating a model image according to an aspect
ol the present invention;

FIGS. SA through 5F are exemplary images captured by
the exemplary multi-image capture scheme of FI1G. 4, accord-
ing to an aspect of the present invention;

FIG. 6 1s exemplary image showing a portion of a model
image to be extracted according to an aspect of the present
invention; and

FIG. 7 1s a flow diagram of an exemplary process for
inserting a selected image 1n a selected category of advertise-
ment according to an aspect of the present invention.
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DETAILED DESCRIPTION OF THE INVENTION

An embodiment of the invention 1s shown 1n FIG. 1. The
system 100 1includes a display device 110 for displaying mov-
ing or still images. The display device 110 may be, for
example, a cathode ray tube (CRT), a liquid crystal display
(LCD), a ight emitting diode (LED) display, aplasma display
panel (PDP), an organic light emitting diode (OLED) display,
a surface-conduction electron-emitter display (SED), a car-
bon nanotube (CNT), a nanocrystal display (NCD), or the
like. Moreover, the display device may include user-mounted
devices such as, for example, a head-mount display, and/or a
three-dimensional display such as, for example, a holo-
graphic display.

Further, the display device 110 can be a portable computer
device such as, for example, a personal data assistant (PDA),
telephone device, portable music player, portable game
device, or any other portable computer device capable of
displaying still and/or moving images.

The display 110 may include audio speakers (not shown),
which are integrally configured 1n the display 110. However,
speakers may be provided separately from the display 110, as
1s known 1n the relevant arts.

An 1mage signal 1s provided to the display 110 via a Settop
Box 105. The Settop Box 1035 receives multimedia signals
from a Broadcaster 120 via wired and/or wireless communi-
cations links. In the exemplary embodiment, the multimedia
signals are recerved from a network 115, which may be a local
area network, a wide area network, the Internet, or any com-
bination of networks, including wired and/or wireless net-
works, as the skilled artisan will readily appreciate, without
departing from the spirit and/or scope of the invention. The
Settop Box 105 converts the recerved multimedia signal into
a standard video 1mage signal and/or a standard audio signal
to be reproduced on the display 110. For example, the Settop
Box 105 may be configured to decrypt the received multime-
dia signals and forward the signals as unencrypted, standard
video 1image and/or audio signals capable of reproduction on
display 110. The Settop Box 105 may be configured, for
example, as device 200 shown 1n FIG. 2 (described 1n greater
detail below), or 1t may be an off-the-shelf 1tem available
through, for example, local cable companies.

Alternatively, the video 1image and/or audio signals may be
provided directly to the image display 110 from the network
115. In this case, the device 200 may be provided at the
Broadcaster 120 or within the image display 110 as an 1nte-
gral device, or as a standalone device located remotely, but
accessible to Broadcaster 120.

The multimedia signals are forwarded, or routed, to the
Settop Box 105 via network 115 from a Broadcaster 120. A
portion ol Broadcaster 120 may be configured as device 200
shown 1 FIG. 2, as stated above. Alternatively, the Broad-
caster 120 may include an existing configuration such as, for
example, that of an existing cable television broadcaster. The
Broadcaster 120 1s linked to an external Database 125 for
storing, managing and retrieving multimedia data to be
broadcast by Broadcaster 120.

In an embodiment, Settop Box 105 1s configured as device
200 shown 1n, for example, FIG. 2 1n broken lines. However,
as stated above, the device 200 may be integrated into the
display device 110, the Broadcaster 120, or provided as a
separate stand-alone unit at the Broadcaster 120 site or the
user site without departing from the scope and/or spirit of the
invention.

The device 200 1s a Custom Consumer Advertisement
Module (CCAM), which may be a standalone device or

embodied in another device. CCAM 200 includes a plurality
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of ports for communicating with other devices, such as mul-
timedia devices 205-225. The CCAM 200 may be coupled to
devices 205-225 through wired links, such as, for example,
umversal serial buses (USB), or through wireless links, such
as, for example, optical or electromagnetic frequency com-
munications devices (for example, infrared diode transce1v-
ers, radio frequency transceivers, etc. ).

The CCAM 200 may be coupled to an external digital
video disc (DVD) player 205 through wired or wireless com-
munication linkage to recerve multimedia signals from the
DVD 205 for display on display 110. Alternatively, the DVD
205 may be iternal to the Settop Box 105. The DVD 205
reads multimedia signals from a source DVD, or alternatively,
a Blue-ray disc (BD), compact disc (CD), Super Audio com-
pact disc (SACD), or the like, and provides the multimedia
signals to a random access memory (RAM) 235. However,
the RAM 235 may be bypassed and the multimedia signals
from the DVD 205 may be forwarded to a Database 243 for
storage.

The CCAM 200 may be configured to be coupleable to a
digital camera 210, for retrieving 1images stored in the camera
210. The CCAM 200 may be configured for real-time 1image
capture using camera 210. The camera 210 may be internal to
the Settop Box 105, or 1t may be provided as a separate,
external device that 1s coupleable to the Settop Box 103.

Further, the CCAM 200 may be coupled to a computer
device 215 such as, for example, a personal computer, a
desktop computer, a workstation, a laptop computer, a note-
book computer, a portable computer, a tablet computer, or the
like. Multimedia signals stored 1n or generated by the com-
puter device 215 may be retrieved and processed by the
CCAM 200. The computer device 215 may be integral to the
Settop Box 105, or it may be provided externally as shown 1n,
for example, FIG. 2.

Further, the CCAM 200 may be coupled to a video camera
220 for capturing moving images. Moving images may be
downloaded from the video camera 220, or may be captured
real-time by the video camera 220 under control of the
CCAM 200. The video camera may be integral to the Settop
Box 105, or it may be provided externally as shown 1n, for
example, FIG. 2.

Further, the CCAM 200 may be coupled to a personal
device (PD) 225 such as, for example, a personal data assis-
tant (PDA), a telephone device, or any other computer device
capable of providing multimedia signals. The CCAM 200
communicates with PD 225 to exchange multimedia signals.
For example, the CCAM 200 may download multimedia
signals, such as, for example, still 1mages, moving 1images,
audio segments, computer programs, including computer
instructions, and/or global position system (GPS) informa-
tion from the CCAM 200 to the PD 225. Moreover, the PD
225 may upload multimedia signals, such as, for example,
still images, moving 1mages, audio segments, computer pro-
grams, including computer instructions, GPS information,
and the like, to the CCAM 200.

In an embodiment, the CCAM 200 includes a Controller
230, Random Access Memory (RAM) 235, Read Only
Memory (ROM) 240, Database 243, Input/Output (I/O) Inter-
face 250, and Processor 255 for carrying out aspects of the
invention.

The Controller 230 controls task management of the com-
ponents of CCAM 200. In a particular embodiment, the
CCAM may include a disc drive unit (not shown), including
a computer-readable medium 1n which one or more sets of
instructions, e.g., software and/or segments of code, may be
embedded. Further, the instructions may embody one or more
of the methods or logic as described herein. In a particular
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embodiment, the instructions may reside completely, or at
least partially, within the Controller 230, the RAM 235, the

ROM 240, the Processor 255 and/or the Database 245 during
execution by the CCAM 200. The RAM 235, the Database
245 and the Processor 2355 also may include computer-read-
able media. The CCAM 200 operates under control of the
Controller 230, to perform customized advertisement inser-
tion.

In alternative embodiments, dedicated hardware imple-
mentations for the CCAM 200, such as, for example, appli-
cation specific integrated circuits, programmable logic arrays
and other hardware devices, can be constructed to implement
one or more of the methods described herein. Applications
that may include various embodiments can broadly include a
variety ol electronic and computer systems. One or more
embodiments described herein may implement functions
using two or more specific interconnected hardware modules
or devices with related control and data signals that can be
communicated between and through the modules, or as por-
tions of an application-specific integrated circuit. Accord-
ingly, the present system encompasses software, firmware,
and hardware implementations.

The methods described herein may be implemented by
soltware programs executable by a computer system. Further,
in an exemplary, non-limited embodiment, implementations
can include distributed processing, component/object distrib-
uted processing, and parallel processing. Alternatively, vir-
tual computer system processing can be constructed to imple-
ment one or more of the methods or functionality as described
herein.

The term “computer-readable medium™ includes a single
medium or multiple media, such as a centralized or distrib-
uted database, and/or associated caches and servers that store
one or more sets of instructions. The term “computer-read-
able medium” shall also include any medium that is capable
of storing, encoding or carrying a set of instructions for
execution by a processor, or that cause a computer system to
perform any one or more of the methods or operations dis-
closed herein.

The computer-readable medium may further include a
solid-state memory, such as a memory card, that houses one
or more non-volatile read-only memories. Further, the com-
puter-readable medium can be a random access memory or
other volatile re-writable memory. Additionally, the com-
puter-readable medium can include a magneto-optical or
optical medium, such as a disc or tapes or other storage device
to capture carrier wave signals such as a signal communicated
over a transmission medium. A digital file attachment to an
¢-mail or other self-contained information archive or set of
archives may be considered a distribution medium that 1s
equivalent to a tangible storage medium. Accordingly, the
disclosure 1s considered to include any one or more of a
computer-readable medium or a distribution medium and
other equivalents and successor media, in which data or
instructions may be stored.

Using, for example, CCAM 200 shown 1n FIG. 2, a process
for customized advertisement insertion may be provided. The
system of FIG. 2 can also operate as various elements within
the system. For example, a program implementing the disclo-
sure may be loaded and executed on one or more computers.

An exemplary, non-limiting embodiment of the Processor
255 (shown in FIG. 2) 1s provided 1n FIG. 3. The Processor
255 may include an Input/Output (1/0) Interface module 310
for recerving and sending information; a Decryptor/Encryp-
tor module 315 for decrypting/encrypting signals received
from, or to be sent through the IO Interface module 310; a
Decoder/Encoder module 320 for decoding and/or encoding
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signals received, or to be sent through 1I/O Interface module
310; a Format Converter module 325 for converting signals to
an appropriate format for display and/or signal processing; a
Memory module 330 for storing information; a Controller
module 335 for controlling task management in the Processor
255; an Image Extractor module 340 for extracting portions
of an i1mage signal; a Feature Extractor module 345 for
extracting features from the extracted portion of the image
signal; and an Image Processor 355 for processing a multi-
media signal 302 recerved by the 1/0O Interface module 310.
The modules communicate via a bus 365.

In an embodiment, the I/O Interface 310 receives the mul-
timedia signal 302 from the network 115. The I/O Interface
310 forwards the recerved multimedia signal 302 to the
Decryptor/Encryptor module 3135 and/or the Decoder/En-
coder module 320, via the bus 365.

Alternatively, the I/O Interface 310 may be integrated with
the I/0 Interface 250 (shown 1n FI1G. 2), or eliminated entirely
and only the I/O Interface 250 used instead. Moreover, the bus
365 may be eliminated and modules 310 to 355 may be
coupled via bus 260 (shown 1n FIG. 2).

The received multimedia signal 302 1s forwarded to the
Decryptor/Encryptor module 315. The Decryptor/Encryptor
module 315 decrypts the multimedia signal 302, as 1s well
known 1n the art, and forwards the decrypted signal to
Decoder/Encoder module 320. However, 1f the multimedia
signal 302 1s not encrypted by, for example, the Broadcaster
120 (FIG. 1), the Decryptor/Encryptor module 3135 1s not
activated and the multimedia signal 302 1s forwarded directly
to the Decoder/Encoder 320.

The Decoder/Encoder 320 detects the multimedia signal
302, for example, by decoding and decompressing the mul-
timedia signal 302, so as to provide a base composite signal,
including an uncompressed video 1image signal and/or audio
signal. The Decoder/Encoder 320 may include video and
audio codecs capable of decoding and/or encoding signals
having the following exemplary formats: ISO/IEC: MPEG-1,
MPEG-1 Layer III (known as MP3), MPEG-1 Layer II,
MPEG-2, MPEG-4, MPEG-4/AVC, MC; HE-AAC; ITU-T:
H.261, H.262, H.263, H.264, G.711, G.722, G.722.1,

(G.722.2, G.723.1, G.726, G.728, G.729, G.729.1, G729a;
SMPTE: VC-1; AVS; Dirac; Indeo; MIPEG; RealVideo;
Theora; VP7 WMV Audio; AC3; ATRAC; FLAC; 1LBC;
N’onkey S Audlo Musepack; RealAudlo SHN; Speex; Vor-
bi1s; WavPack; WMA Image compression formats: ISO/IEC/

ITU T: JPEG, JPEG 2000, JPEG-LS, IBIG, IBIG2; BMP;
GIEF; ILBM; PCX; PNG; TGA; TIFF; WM_?‘ Media container
formats 3GP; ASF:; AVI; FLV; Matroska; MP4: MXF; NUT;
Ogg; Ogg Media; QuickTime; RealMedia; AIFF; AU; and
WAYV. The base composite signal 1s forwarded to the Format
Converter 325 and the Memory module 330.

The Format Converter 325 1s configured to convert from
the image/audio format to a base composite signal, including
a video 1image field signal and/or audio signal, and to convert
from a base composite signal to the image/audio formats, e.g.,
as 1dentified above, as the skilled artisan will readily recog-
nize and comprehend. The resultant base composite signal
includes a video 1image field signal and/or an audio signal,
where the audio signal may be the sound signal correspond-
ing to the image field signal. As a result, information may be
obtained from devices 205 to 2235 (shown in FIG. 2), which
may provide for different formats (such as, for example, those
mentioned above), other than, for example, an MPEG video
format used by display 110 (shown 1n FIG. 1). Moreover,
information may be forwarded to devices 205 to 225 after
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conversion of the base composite signals by the Format Con-
verter 325 to a format useable by devices 205 to 2235, as 1s
known 1n the art.

The Memory 330 stores decoded signals decoded by
Decoder/Encoder module 320, as well as base composite
signals output by Format Converter module 325. The
Memory 330 may serve as a temporary storage for working
data used by the Processor 255.

The Image Extractor module 340 analyzes the composite
signals stored 1n the Memory 330. In accordance with instruc-
tions received from the Controller 335, the Image Extractor
340 determines which portions of an image field component,
for example, of a base composite signal to extract. The extrac-
tion determination 1s made based on, for example, 1mage
recognition techniques and/or edge detection of the image
field signal, as 1s well known by those skilled 1n the 1mage
processing technologies.

In one non-limiting example according to an aspect of the
invention, the Image Extractor 340 may extract the face of an
Actor 1 a television commercial for an automobile. The
Image Extractor 340 transforms the extracted portion of the
image field—in this example, the Actor’s face—irom the
time domain to the frequency domain using, for example, a
cosine transform, a Fourier transform, or any other well
known image processing transform, to provide a histogram of
the extracted portion (e.g., the Actor’s face).

The Feature Extractor 345 recerves the extracted portion of
the 1mage field and the corresponding histogram for each
image field signal. The Feature Extractor 345 derives a plu-
rality of motion vectors for the extracted portion of the image
field through, for example, phase correlation between two or
more 1mage lields, or any other image motion vector genera-
tion scheme as 1s known in the art. The dertved motion vectors
provide, for example, movement information regarding the
different parts of the extracted portion of the image field. For
example, 1n the above mentioned automobile advertisement,
the Feature Extractor 345 would 1dentily the movement vec-
tors pertaining to, for example, the movement of the Actor’s
lips, eyes, facial muscles, eyebrows, etc. The Feature Extrac-
tor 345 outputs the generated motion vectors for each field.

Under control of the Controller 335, the output motion
vectors from the Feature Extractor 3435 are correlated to the
corresponding extracted portions and histograms output from
the Image Extractor 340 for each image field. The motion
vectors and the corresponding extracted portions and histo-
grams are stored 1n the Memory 330. However, the skilled
artisan will readily appreciate that the image portion extrac-
tion and histogram generation of the Image Extractor 340
may be correlated to the motion vector generation of the
Feature Extractor 345 without instructions from the Control-
ler 335.

The Image Processor 335 recerves the original image field
signal, the corresponding extracted portions, the correspond-
ing histogram, and the corresponding motion vectors for the
original image field signal from the Memory 330. However,
the Image Processor 335 may receive the corresponding
extracted portions, the corresponding histogram, and the
motion vectors directly from the Image Extractor 340 and the
Feature Extractor 345. The Image Processor 355 further
retrieves a three-dimensional model image from the Memory
330 and/or the Database 245 (shown in FIG. 2). The Image
Processor 3535 extracts a portion of the three-dimensional
model 1mage to provide a model insertion 1mage signal,
which will be inserted 1nto the composite signal 1n lieu of or
as an overlay of the extracted portion.

In alternative embodiments, the Image Processor 335
determines the model insertion 1mage signal 1n at least one of
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two ways. However, the skilled artisan will readily recognize
that other methodologies may be equally employed without
departing from the scope and/or spirit of the invention.

For example, an 1image azimuth angle signal ® and an
image altitude angle signal ¢ may be included 1n each image
field signal for each portion to be extracted from the image
field. The image azimuth and altitude angle signals jointly
referred to as the composite angle signal, which include coor-
dinates ® and ¢) would allow, for example, the Image Pro-
cessor 355 to determine that the extracted portion (such as,
the Actor’s face 1n the automobile advertisement mentioned
above) 1s a direct (¢=0 degrees), front angle (=0 degrees)
camera shot of the Actor’s face. The composite angle signal
(®, ¢) may be provided by the Broadcaster 120 (shown 1n
FIG. 1), for example, 1n the blanking interval or vestigial
sidebands 1n the case of an analog signal, or 1n the extended
data packets 1n the case of a digital signal.

Alternatively, the Image Processor 355 may be configured
to analyze an extracted portion for each image field and
identify the azimuth and altitude angles of the extracted por-
tion. For example, the Processor 3535 may analyze the
extracted portions and corresponding histograms output from
Image Extractor 340, and the extracted motion vectors output
by the Feature Extractor 345 over a plurality of image fields to
determine, for example, a distance between an Actor’s eyes
relative to the Actor’s nose, as well as a distance between the
Actor’s eyes and the Actor’s hair-line and/or a plurality of
points along a perimeter of the Actor’s head.

Once the model 1nsertion 1mage has been 1dentified, the
scale of the 1dentified model insertion image may be adjusted
by the Image Processor 355, so as to coincide with the scale of
the extracted portion. Moreover, the model nsertion 1image
may be adjusted 1n terms of display characteristics such as
hue, saturation color space, contrast, brightness, color tem-
perature, and the like, to match similar attributes of the
extracted portion. Further, the surrounding portions of the
original image field, adjacent to the extracted portion, are also
analyzed 1n terms of the above display characteristics and the
resultant data may be used to further modity the 1dentified
model insertion image so as to provide proper blending of the
identified model insertion 1mage into the original image field.

The Image Processor 355 further determines feature
adjustment 1n the extracted portion based on, for example, the
motion vectors provided by Feature Extractor 345. Particu-
larly, Image Processor 355 adjusts parts of the identified
model 1mage to match similar parts 1n the extracted portion.
For example, i the above automobile advertisement
example, where the face of an Actor has been extracted by
Image Extractor 340, the Image Processor will determine, for
example, movement of the Actor’s eyes and lips based on the
motion vectors provided by Feature Extractor 345 and apply
similar motion vectors to the 1dentified model image (1.e., the
image to be mserted). Thus, 1n the automobile advertisement
example, an 1mage of the user’s face, for example, will be
inserted into the original image fields such that the user’s face
will replace the Actor’s face, including the specific gestures,
body language, and other attributes.

Referring to FI1G. 4, an exemplary embodiment 1s provided
for capturing one or more 1images for insertion by the CCAM
200, according to an aspect of the invention. For simplicity of
explanation, the embodiment 1s shown to include planar-
movement of an 1mage capture device 420 1n the two-dimen-
sional X-Z plane, where the azimuth angle (®) varies, but the
altitude angle (¢) 1s fixed at O degrees. However, the skilled
artisan will readily recognize and appreciate that the image
capture device 420 may also be moved in the third-dimension,
where the altitude angle ¢ varies 1n a range between minus 90
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degrees and plus 90 degrees so as to generate a complete
three-dimensional image model of the subject 405.

According to the depicted embodiment, the subject 405 1s
positioned at the center of a circular orbit 410 (or spherical
orbit 410 1n the case of three-dimensional 1image capture).
The three-dimensional coordinates of the subject 405 relative
to the position of 1image capture device 420 are determined
and recorded through known coordinate-registration systems
such as, for example, multi-point-touch registration, or by
any other method capable of accurately registering a three
dimensional position of one or more points on the surface of
subject 405 relative to the image capture device 420. For
example, as shown 1n FIG. 6, the image capture device 420
may be registered relative to the subject 405 by touching the
subject 405 with an 1image registration device (not shown),
included 1n the image capture device 420, or provided sepa-
rately, at one or more of points 600 and recording the relative
coordinates (X, y, z) of the one or more touched points 600.

The image capture device 420 1s mitialized at an arbitrary
position such as, for example, 420A 1 FIG. 4. The three-
dimensional coordinates corresponding to point 420A of the
image capture device 420 are recorded for the initial position
420A, as well as the relationship between the image capture
device 420 position and the position of subject 405. More-
over, the perspective angle of 1image capture 1s recorded for
point 420A—in the non-limiting example shown 1n FIG. 4,
the angle 1s 270 degrees, representing the right profile per-
spective image of the subject 405. The image capture device
420 may be moved through n discrete positions, wheren 1s a
whole number integer greater than or equal to one so as to
capture various perspectives of the subject 405, The plurality
of captured images, including positional information and
respective perspective angles of image capture relative to the
subject 405 are recorded such that a three-dimensional 1mage
may be reproduced.

For example, referring to FIGS. SA through SF, six exem-
plary, non-limiting images (n=6) are shown that may be cap-
tured for the six respective positional points 420A to 420F (in
FIG. 4) of the image capture device 420. For example, the
image ol the subject 405 captured from an initial position
420A of the image capture device 420 1s depicted in FIG. 5A,
which corresponds to a 270 degree ofiset from the reference
axis (0 degrees) of a direct view of the subject’s face 1mage
(shown, for example, 1n FIG. 5C). A second image of the
subject 405 captured from the position 4208 of the image
capture device 420 1s depicted 1n FIG. 5B, which corresponds
to a 315 degree oifset from the reference axis. A third image
of the subject 405 captured from the position 420C of the
image capture device 420 1s depicted i FIG. 5C, which
corresponds to the reference axis (0 degrees). A fourth image
of the subject 405 captured from the position 420D of the
image capture device 420 1s depicted in FIG. 5D, which
corresponds to a 45 degree offset from the reference axis. A
fifth image of the subject image 405 captured from the posi-
tion 420E of the image capture device 420 1s depicted in FIG.
5E, which corresponds to a 90 degree oflset from the refer-
ence axis. And, a sixth image of the subject 405 captured from
the position 420F of the image capture device 420 1s depicted
in FI1G. 5F, which corresponds to a 180 degrees offset from the
reference axis.

The multiple captured images (e.g., FIGS. 5A to 5F) of the
subject 405, including at least one 1image of the face of subject
405 (F1G. 5C), are processed and combined to create a three-
dimensional image of the subject 405, as the skilled artisans
will readily appreciate. The three-dimensional 1mage of the
subject 403, including each of the discrete images captured
from the positions 420A to 420F 1n FIG. 4, are temporarily
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stored, referring to FIG. 2, 1n the CCAM 200 working
memory, RAM 235, and subsequently recorded in Database
245 for subsequent retrieval.

A process that may be executed by CCAM 200, according
to an aspect of the mnvention, will be described below, with
reference to FIG. 7. Moreover, a computer readable medium
1s provided having recorded thereon code segments for each
ol the below described processes.

Referring to FIG. 7, the exemplary process begins (step
S705) at initialization of the CCAM 200 and determines that
image nsertion has been selected by the user. The process
determines whether one or more specific categories of source
signals have been selected by the user (step S715). The cat-
egories may include, for example, various categories of tele-
vision commercials. Hence, the user may select specific cat-
egories, mcluding, but not limited to, advertisements for
automobiles, hair products, men’s clothing, men’s accesso-
ries, women'’s clothing, women’s accessories, baby products,
pet products, etc. The various categories may be determined
in a variety of ways, without departing from the spirit and/or
scope of the invention. For example, the Broadcaster 120 may
determine the categories of source signals, grouping adver-
tisements according to the advertisers’ instructions or its own
cataloging systems. Alternatively, the users may create their
own categories based on individual preferences.

I1 the process determines that a specific category of source
signals has not been selected by the user (“NO™ at step S715),
the process queries the user for one or more specific catego-
ries (step S720). The query may be, for example, an interac-
tive session provided via the display 110 (shown in FIG. 1)
over a communication link such as, for example, the Network
115 (shown 1n FIG. 1) where the user 1s provided with a list of
categories of source signals the user may select for image
insertion.

The Settop box 105 may include an mput device such as,
for example, a keyboard (not shown), an 1nteractive voice
control module, or the like, by which the user may 1nput
information, including user selections. Further, the user may
be provided with a telephone number or URL address which
the user may contact and input selections via existing tele-
phone hardware or computer hardware as 1s known 1n the
related arts.

Alternatively, rather than an interactive session as
described above, or 1n addition to the interactive session, the
process may cause a survey or list to be mailed via a physical
medium (such as, for example, United States Postal Service
mail) or electronic medium (such as, for example, email, text
messaging, instant messaging, etc.) to the user. The survey or
list may include various types or categories of television
advertisements that are commonly broadcast by, for example,
Broadcaster 120 (shown in FIG. 1). The user would be invited
to select those categories of advertisements within which the
user desires to insert a user selected/defined 1mage.

In addition to the survey or list, a questionnaire may be
provided requesting user feedback and/or comments. The
questionnaire may include questions directed to determining
what type of further advertising the user would like to receive.

In an alternative embodiment, according to an aspect of the
invention, the CCAM 200 may be integrated 1n the Broad-
caster 120 rather than the Settop Box 105 (shown 1n FIG. 1).
In this 1nstance, a questionnaire may be provided to a user
offering customized commercial advertisement. In addition
to the offer, the questionnaire may request the user to select
one or more categories ol advertisements in which the user
would like to insert a user selected image. The user would
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turther be requested to provide a series of 1mages (for
example, shown 1 FIGS. 5A to 5F), discussed below with
respect 1o step S785.

Returning to FIG. 7, upon completion of the interactive
session with the user (step S720), for example, the process
receives the user’s selections of specific categories (step
S725). The recerved user’s selections (and images 11 appli-
cable) are then stored 1n a user profile file (step S730), e.g., 1n
the Database 245 (FIG. 2) and/or the Database 125 (FIG. 1),
as discussed above. In addition to specific categories of adver-
tisements desired to be modified to insert user defined images,
the user profile file may include further information such as,
user billing information; services provided to user; specific
images that may be inserted; one or more look up tables
listing stored images and types of advertisements 1n which the
stored 1mages may be inserted; user address, including mail
and email addresses; user telephone number; user name and/
or 1dentification information; and/or one or more user defined
avatars that may be inserted into the selected categories of
advertisements.

The process then proceeds to determine whether one or
more 1mages for msertion have been stored (step S733). Like-
wise, IT the process determines that a specific category of
source 1mage signal has been 1dentified by the user (“YES™ at
step S715), the process determines whether one or more
images have been stored (step S735).

If 1t 1s determined that one or more 1mages are not stored
(“NO” at step S735), the process queries the user through a
user interface, such as, for example, the display 110 in FIG. 1,
and obtains one or more 1mages from a source device (step
S785). The Settop box 105 may store the recerved one or more
images 1n a portion of the Database 245, for example. The
Settop box 105, via CCAM 200, inserts the user’s selected
images 1nto the user defined categories of advertisements at
the user site. The selected images may be inserted on a real-
time basis as broadcast signals are recerved, or on an a priori
basis where the selected 1mages are mserted into advertise-
ments and stored in Database 245, for example.

Alternatively, as discussed above, the query may occur
through an interactive session with the user via the Network
115, on the user’s display 110 (FIG. 1), or the query may be
sent (via physical or electronic mail) to the user 1n the form of
a survey, list and/or questionnaire, as discussed above with
respect to step S725. The Broadcaster 120 may store the
received series of images 1n a portion of the Database 125, for
example, dedicated to the user. The Broadcaster 120 may
insert the user’s selected images 1nto the user defined catego-
ries of advertisements at the transmitter end so that the user
would receive, at the Settop Box 105, amultimedia signal that
includes a modified 1mage signal, including an inserted
image. The selected 1images may be inserted on a real-time
basis as broadcast signals are prepared for broadcast, or on an
a priori basis where the selected 1mages are inserted into
advertisements, for example, and stored in Database 125.

The obtained one or more 1mages are then processed to
generate a three-dimensional model 1image (step S788), as
discussed, for example, with respect to FIGS. 4-6. The three-
dimensional model image, including the one or more 1mages,
1s stored (step S790). Once the model 1mage, including the
one or more 1mages, 1s stored (step S790), e.g., in the Data-
base 245 (FIG. 2) and/or the Database 125 (FIG. 1), the
process returns to the preceding inquiry, where a determina-
tion 1s made whether an 1image model has been stored (step
S735).

If 1t 1s determined that one or more images are stored
(“YES™ at step S735), for example, at the Settop Box 103 or
the Broadcaster 120, then the process receives a multimedia
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signal that includes a source 1mage signal of the category
identified by the user, decoded and converted 1nto a base
composite signal that includes an image field signal (step
S740). In an embodiment, the multimedia signal may also
need to be decrypted to obtain the base component signal. The
image field signal 1s then analyzed, and one or more portions
of the image field signal are extracted based on the analysis
(step S745). The extracted one or more portions are trans-
formed from the time domain to the frequency domain, and a
histogram 1s generated for each of the extracted portions (step
S748). The extracted one or more portions are further ana-
lyzed and features are extracted from the one or more
extracted portions, generating motion vectors for the one or
more extracted portions (step S750).

The process retrieves a user defined and selected model
image (step S755), for example, stored at step S790. One or
more portions of the retrieved model 1image are i1dentified
(step S760). The identified one or more portions of the model
image are processed to adjust the attributes of the 1dentified
one or more portions ol the model image, the attributes
including, for example, edge-blending effect, scale, hue,
brightness, color saturation, etc. (step S765). The processed
one or more model 1image portions are inserted into the
received 1mage field signal i place of the one or more
extracted portions, or as overlay onto the recerved image field
signal (step S770). The process may insert or overlay the
processed one or more model image portions into the recerved
image field signal based on a received mode signal, which
indicates selection of an insert mode, overlay mode, or a
composite of msert and overlay modes.

The process determines if 1mage insertion 1s completed
(step S775). If image 1nsertion 1s complete (“YES™ at step
S775), the modified 1mage 1s displayed (step S780), for
example, on the display 110, and the process ends (step
S795). However, 11 the process determines that image inser-
tion 1s not complete (“NO” at step S775), the process returns
to receive Turther 1image field signals (step S740).

In this manner, a user 1s able to select a category of adver-
tisements or other source media, which the user would like to
modily with personalized 1images, sound, or other type of
indicia. The selected category of advertisements may be
modified at the user site or at the broadcaster site, thereby
providing reproduction of personalized multimedia signals.

Although the above disclosure has been provided with
examples of modifying multimedia signals to mnsert and/or
overlay user-defined 1images, the skilled artisan will readily
appreciate that multimedia signals may also be modified to
isert and/or overlay sound signals, control signals, and like,
without departing from the scope and/or spirit of the mnven-
tion. For example, in addition or alternatively to processing
video signals as discussed above, vowels, words, phrases,
and/or other sounds may be implemented 1n modifying the
multimedia signals to provide personalized audio portions of
multimedia signals. In this regard, for example, a user may
store vowels, words, phrases, and/or other sounds and the
Processor 2335 (in FIG. 2) may generate one or more signature
files based on the stored sounds to generate sound signals to
be 1nserted or overlayed in the received multimedia signal,
which may be 1n the form of a radio broadcast signal.

Further, the apparatus, method and/or computer readable
medium discussed above may include modilying received
radio programs and/or advertisements by inserting and/or
overlaying user-defined sound signals. In this regard, the
received radio programs may be broadcast by satellite radio
broadcast entities.

Further, the apparatus, method and/or computer readable
medium discussed above may include moditying received
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video and/or sound signals received from a computer game
device, which may be a standalone computer or a remote
computer connected via a network (such as, for example, a
local area network, a wide area network, or the like), to insert
and/or overlay user-defined 1image and/or sound signals. In
this regard, user defined objects, which may include video
and/or audio, may be inserted and/or overlayed into a
received multimedia signal from the computer game device
such that a displayed video game will include user defined
objects. For example, a computer game user may insert or
overlay an image of his own face and/or the user’s own voice
instead of the face and/or voice of a character 1n a computer

game.

Further, the term “insert,” or any derivative thereot, as used
in herein, 1s meant to also include “overlay,” or any derivative
thereot, and/or “blend,” or any derivative thereof.

Further, the apparatus, method and/or computer readable
medium discussed above may include user-specific and/or
account-specific customized modification information. For
example, a plurality of profiles may be provided that include
parameters specific to one or more users and/or user accounts.
Each profile may contain one or more of the following param-
cters for personalized modification of advertisements, or
other source media. The parameters may include, for
example, a password to access the user profile and/or activate
personalized image insertion; at least one selected category of
advertisement, or other source media; billing imnformation
specific to the user and/or user account; services provided to
the specific user and/or user account; specific images that
may be nserted for the specific user and/or user account; one
or more look up tables listing stored images and types of
advertisements 1n which the stored images may be inserted
tor the specific user and/or user account; user address, includ-
ing mail and email addresses for the specific user and/or user
account; at least one telephone number for the specific user
and/or user account; a user name and/or 1dentification infor-
mation, 1including biometric nformation such as, for
example, fingerprint, retinal print, and the like; and/or one or
more user defined avatars that may be inserted into the
selected categories of advertisements for the specific user
and/or user account.

Further, the invention may be used in systems including,
for example, a server-client relationship and/or peer-to-peer
relationship. The invention may be used by service providers
such as, for example, Internet service providers so as to
enable users to personalize advertisements that may be repro-
duced at the terminals of the users, including such advertise-
ments as, for example, pop-advertisements, and the like.

Further, the mnvention may be used by program broadcast-
ers, including television and radio broadcasters and/or other
service providers, to modily transmitted programs such as,
for example, television shows, including game shows, “sit-
coms,” “made-for-television movies,” with personalized
images and/or sounds. For example, user-defined multimedia
signals, mncluding 1mages and/or sounds, may be sent to a
television or radio broadcaster, which then uses the user-
defined multimedia signals to modily a transmitted game
show so as to 1sert or overlay the user-defined multimedia
signal, including images, sounds and/or other indicia, to alter
or customize the appearance or voice of the contestants and/or
host.

The selected category of advertisements may be modified
at a user site. Personalized information provided by a user
may be stored, retrieved, processed and inserted or overlaid at
the user site into received multimedia signals to provide
reproduction of personalized multimedia signals.
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Further, the selected category of advertisements may be
modified at a broadcaster site. In that case, personalized infor-
mation may be provided from a user to a broadcaster via a
communication link, including physical or electronic com-
munication media. The personalized information may be
stored, retrieved, processed and inserted or overlaid at the
broadcaster site into multimedia signals that are transmaitted,
or may be transmitted at some later time to one or more user
sites.

Although the invention has been described with reference
to several exemplary embodiments, 1t 1s understood that the
words that have been used are words of description and 1llus-
tration, rather than words of limitation. Changes may be made
within the purview ol the appended claims, as presently stated
and as amended, without departing from the scope and spirit
of the mvention 1n its aspects. Although the mvention has
been described with reference to particular means, materials
and embodiments, the invention 1s not intended to be limited
to the particulars disclosed; rather, the invention extends to all
functionally equivalent structures, methods, and uses such as
are within the scope of the appended claims.

In accordance with various embodiments of the present
invention, the methods described herein are intended for
operation as software programs running on a computer pro-
cessor. Dedicated hardware implementations including, but
not limited to, application specific integrated circuits, pro-
grammable logic arrays and other hardware devices can like-
wise be constructed to implement the methods described
herein. Furthermore, alternative software implementations
including, but not limited to, distributed processing or com-
ponent/object distributed processing, parallel processing, or
virtual machine processing can also be constructed to imple-
ment the methods described herein.

It should also be noted that the software implementations
of the present mnvention as described herein are optionally
stored on a tangible storage medium, such as: a magnetic
medium such as a disk or tape; a magneto-optical or optical
medium such as a disk: or a solid state medium such as a
memory card or other package that houses one or more read-
only (non-volatile) memories, random access memories, or
other re-writable (volatile) memories. A digital file attach-
ment to e-mail or other self-contained information archive or
set of archives 1s considered a distribution medium equivalent
to a tangible storage medium. Accordingly, the invention 1s
considered to 1include a tangible storage medium or distribu-
tion medium, as listed herein and including art-recognized
equivalents and successor media, 1n which the software
implementations herein are stored.

Although the present specification describes components
and functions implemented 1n the embodiments with refer-
ence to particular standards and protocols, the invention 1s not
limited to such standards and protocols. Accordingly,
replacement standards and protocols having the same func-
tions are considered equivalents.

What 1s claimed 1s:

1. An object 1nsertion apparatus for inserting a model

object mnto at least one program, the apparatus comprising;:

a memory that stores the model object;

a selector that recerves a selection of the model object and
a selection of a category of program, the category of
program comprising the at least one program;

an object extractor that determines an object field within
the at least one program;

a feature extractor that identifies a first feature of the object
field and determines at least one motion vector that
defines amovement of the first feature of the object field;
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an inserter that inserts the model object into the at least one
program based on the selection of the category of pro-
gram and in correspondence with the object field; and

an adjuster that moves a second feature of the model object
relative to the object field based on the at least one
motion vector that defines the movement of the first
feature ol the object field within the at least one program.

2. The object insertion apparatus according to claim 1,
wherein the object insertion apparatus 1s located at a trans-
mitter site that transmits the at least one program to a user site.

3. The object insertion apparatus according to claim 2,
turther comprising:

a communicator that communicates with the user site, the
communicator recerving the selection of the model
object and the selection of the category of program from
the user site.

4. The object msertion apparatus according to claim 3, the

iserter comprising:

an object processor that modifies the model object based on
the object field and the first feature of the object field so
that the second feature of the model object corresponds
with the first feature of the object field.

5. The object insertion apparatus according to claim 4,

turther comprising:

a decryptor that decrypts a multimedia signal representing,
the at least one program:;

a decoder that decodes the decrypted multimedia signal;
and

a format converter that converts the decoded multimedia
signal to a base composite signal, the base composite
signal comprising the object field.

6. The object insertion apparatus according to claim 1,
wherein the model object comprises an 1image, and
wherein the at least one program comprises an advertise-

ment.

7. The object msertion apparatus according to claim 1,

wherein the model object comprises a sound, and

wherein the at least one program comprises an advertise-
ment.

8. The object insertion apparatus according to claim 4,
turther comprising:

an encryptor that encrypts a base composite signal com-
prising the object field;

an encoder that encodes the base composite signal; and

a format converter that converts the base composite signal
to a multimedia signal.

9. The object insertion apparatus according to claim 3,

turther comprising:

an object processor that adjusts at least one of a hue, satu-
ration, contrast, brightness, and color temperature of the
model object based on the object field for blending the
model object 1nto the at least one program.

10. An object msertion method for inserting a selected
object 1nto at least one program, the at least one program
being associated with one of a plurality of categories of pro-
grams, Comprising:

receiving a selection of a category of program from the
plurality of categories of programs, the selection of the
category ol program comprising the at least one pro-
gram;

receiving a selection of a model object, the model object
being selected from at least one stored model object;

determining an object field within the at least one program;

identifying a first feature of the object field and determin-
ing at least one motion vector that defines amovement of
the first feature of the object field;
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inserting the selected model object 1n the at least one pro-
gram based on the selection of the category of program
and 1n correspondence with the object field; and

moving a second feature of the model object relative to the
object field based on the at least one motion vector that
defines the movement of the first feature of the object

field within the at least one program.

11. The object 1nsertion method according to claim 10,

wherein the model object comprises an 1mage, and

wherein the at least one program comprises an advertise-
ment.

12. The object insertion method according to claim 10,
wherein the inserting i1s performed at a transmitter site that
transmits the at least one program to a user site.

13. The object insertion method according to claim 12,
further comprising:

recerving a selection of at least one of an mnsert mode and an
overlay mode.

14. The object insertion method according to claim 12,
wherein, receiving the selection of the category of program
and recerving the selection of the model object comprises
receiving one of a survey and a questionnaire, from a sub-
scriber, via one of physical mail and electronic mail.

15. The object insertion method according to claim 10,
wherein the inserting comprises:

modifying the model object based on the object field and
the first feature of the object field so that the second
feature of the model object corresponds with the first
feature of the object field.

16. The object 1nsertion method according to claim 10,
wherein the model object comprises a sound, and
wherein the at least one program comprises an advertise-

ment.

17. The object insertion method according to claim 10,
turther comprising:

adjusting at least one of a hue, saturation, contrast, bright-
ness, and color temperature of the model object based on
the object field for blending the model object into the at
least one program.

18. A non-transitory computer readable medium for stor-
ing a program that iserts a selected object into at least one
program, the at least one program being associated with one
of a plurality of categories of programs, the computer read-
able medium comprising:

a category selection recerving code segment that recerves a
selection of a category of program from the plurality of
categories ol programs, the selection of the category of
program comprising the at least one program;

a model object selection recerving code segment that
receives a selection of a model object from at least one
stored model object based on the selected category of
program,

an object extracting code segment that determines an
object field within the at least one program;

a feature extractor that identifies a first feature of the object
field and determines at least one motion vector that
defines a movement of the first feature of the object field;

an inserting code segment that inserts the model object 1n
the at least one program in correspondence with the
object field; and

an adjusting code segment that moves a second feature of
the model object relative to the object field based on the
at least one motion vector that defines the movement of
the first feature of the object field within the at least one
program.

19. The computer readable medium according to claim 18,

turther comprising:
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a mode recerving code segment that recerves a selection of
at least one of an msert mode and an overlay mode.

20. The computer readable medium according to claim 18,

turther comprising:

a modifying code segment that modifies the model object 5
based on the object field and the first feature of the object
field so that the second feature of the model object cor-
responds with the first feature of the object field.
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