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MALWARE CONTAINMENT ON
CONNECTION

CROSS-REFERENCE TO RELATED
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This application 1s a continuation-in-part of U.S. patent
application Ser. No. 11/494,990, filed Jul. 28, 2006, now U.S.
Pat. No. 8,375,444 entitled “Dynamic Signature Creation and
Enforcement”, which 1s a continuation-in-part of U.S. patent
application Ser. No. 11/471,072, filed Jun. 19, 2006, entitled
“Virtual Machine with Dynamic Data Flow Analysis™, which
1s a continuation-in-part of U.S. patent application Ser. No.
11/409,335, filed Apr. 20, 2006, now U.S. Pat. No. 8,171,553
entitled “Heuristic Based Capture with Replay to Virtual
Machine”, which claims benefit to U.S. patent application
Ser. No. 11/096,287, filed Mar. 31, 2003, enftitled “System

and Method of Detecting Computer Worms,” U.S. patent
application Ser. No. 11/151,812, filed Jun. 13, 2003, entitled

“System and Method of Containing Computer Worms,” and
U.S. patent application Ser. No. 11/152,286, Jun. 13, 2005,
entitled “Computer Worm Defense System and Method™ all
of which are incorporated by reference herein.

U.S. patent application Ser. No. 11/096,287, filed Mar. 31,
2003, enfitled “System and Method of Detecting Computer
Worms,” claims benefit to provisional patent application No.
60/559,198, filed Apr. 1, 2004, entitled “System and Method
of Detecting Computer Worms.” U.S. patent application Ser.
No. 11/131,812, filed Jun. 13, 2003, entitled “System and
Method of Contaiming Computer Worms,” claims benefit of
provisional patent application No. 60/579,933, filed Jun. 14,
2004, entitled “System and Method of Containing Computer
Worms.” U.S. patent application Ser. No. 11/152,286, filed
Jun. 13,2005, entitled “Computer Worm Defense System and
Method,” claims benefit of provisional patent application No.
60/579,910, filed Jun. 14, 2004, entitled “Computer Worm
Detfense System and Method.” The above-referenced provi-
sional patent applications are also incorporated by reference
herein.

This application 1s also related to U.S. patent application
Ser. No. 11/717,408, filed Mar. 12, 2007, entitled “Malware
Containment and Security Analysis on Connection”, U.S.
patent application Ser. No. 11/717,408, filed Mar. 12, 2007,
entitled “Systems and Methods for Malware Attack Preven-
tion, and U.S. patent application Ser. No. 11/717,476, filed
Mar. 12, 2007, entitled “Systems and Methods for Malware
Attack Detection and Identification”. The above-referenced
related nonprovisional patent applications are also mcorpo-
rated by reference herein.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to containment of
malware. More particularly, the present invention relates to
the containment of malware attacks froth digital devices upon
connection to a communication network.

2. Background Art

As the workplace becomes more automated, the use of
computers and networks 1s commonplace. Computers have
become indispensable tools that afford access to files and
resources. Unfortunately, computers and networks can also
place those files and resources at risk.

Computers can become infected with worms and viruses
that replicate themselves and seek to damage files or limit
network resources. As such, 1t 1s not uncommon to read in
newspapers of a single infected computer that limited or
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destroyed the functionality of one or more networks. The cost
caused by the damage from these attacks 1s enormous.

Currently, information technology (I'T) stail and adminis-
trators have sought to limit worms and viruses by cleaning
individual computers of worms/viruses, requiring anti-virus
applications, and installing firewall applications on network
servers and routers. Once the network 1s clear of worms and
viruses, the I'T staff and administrators continue to upgrade
antivirus/firewall applications as well as virus/worm defini-
tions for each server and router.

Even 1f the network 1s clean of viruses and worms, com-
puters may still become infected. In one example, users of
computers connected to an otherwise “clean” network may
bring their computer home from work where the computer
becomes 1nfected over the Internet or a home network. Even
if the computer has an anti-virus application resident on the
machine, the anti-virus application may be insuificient to
block or correct all possible attacking worms or viruses. Fur-
ther, the anti-virus application or the worm/virus signature
files may be out of date. Moreover, some worms or viruses
may not be 1dentified by some anti-virus applications or the
worms or viruses may not be previously identified (e.g., a
“zero day” attack) and, as such, a worm/virus signature that
identifies the worm or virus may not exist. When the com-
puter 1s brought back to work and reconnected to the network,
the worm or virus may activate, make copies ol itselt, identify
other machines on the network, gather information about the
network, compromise network security, and/or infect other
machines.

SUMMARY OF THE INVENTION

Systems and methods for malware containment on connec-
tion are provided. In exemplary embodiments, newly coupled
digital devices are temporarily redirected for a predetermined
period of time upon connection to the communication net-
work. When a newly coupled digital device 1s quarantined, all
network data transmitted by the digital device 1s temporarily
redirected to a controller which then analyzes the network
data to detect unauthorized activity and/or malware within the
newly coupled digital device. An exemplary method to con-
tain malware comprises detecting a digital device upon con-
nection with a communication network, temporarily redirect-
ing network data from the digital device for a predetermined
period of time, and analyzing the network data received from
the digital device to detect malware within the digital device.
In some embodiments, the method further comprises deter-
mining 1f the digital device 1s associated with a whaite list.

Temporarily redirecting network data can comprise ARP
mampulation, the configuration of DHCP services, or the
reconiiguration of a switch to direct network data from the
digital device to the controller. Analyzing the network data
may comprise configuring a virtual machine to recerve the
network data and analyzing the response of the virtual
machine to the network data to detect and/or 1dentify a mal-
ware attack. In various embodiments, the method further
comprises generating an unauthorized activity signature
based on the detection of the malware attack.

Analyzing the network data may comprise analyzing the
network data with a heuristic to 1dentify network data con-
taining suspicious activity, configuring a virtual machine to
receive the network data, and analyzing the response of the
virtual machine to the network data to detect and/or identify
the malware within the digital device. Further, analyzing the
network data may comprise retrieving a virtual machine con-
figured to recerve the network data, configuring a replayer to
transmit the network data to the virtual machine, and analyz-
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ing a response by the virtual machine to the network data to
detect and/or identify the malware within the digital device.

A malware containment system can comprise a controller
for containing malware. The controller may comprise a quar-
antine module and an analysis environment. The quarantine
module 1s configured to detect a digital device upon connec-
tion with a communication network and temporarily redirect
network data from the digital device for a predetermined
period of time. The analysis environment can be configured to
analyze the network data to identily malware within the digi-
tal device.

In various embodiments, a machine readable medium may
have embodied thereon executable code, the executable code
being executable by a processor for performing a malware
containment method. The malware containment method can
comprise detecting a digital device upon connection with a
communication network, temporarily redirecting the network
data from the digital device for a predetermined period of
time, and analyzing the network data to detect malware
within the digital device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram of a malware containment environment
in which embodiments of the present invention may be prac-
ticed.

FI1G. 2 1s a block diagram of an exemplary controller imple-
menting embodiments of the present invention.

FIG. 3 1s a block diagram of an exemplary analysis envi-
ronment.

FI1G. 4 1s a tlowchart of an exemplary method for malware
containment upon connection of a digital device.

FIG. 5 1s another flowchart of an exemplary method for
malware containment upon connection of a digital device.

FI1G. 6 1s a flowchart of an exemplary method of generating,
and transmitting an unauthorized activity signature.

FIG. 7 1s a block diagram of an exemplary controller in
which embodiments of the present invention may be prac-
ticed.

DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Exemplary systems and methods for malware containment
are provided. In exemplary embodiments, digital devices are
quarantined for a predetermined period of time upon connec-
tion. When a digital device 1s quarantined, all network data
transmitted by the digital device 1s directed to a controller
which then analyzes the network data to i1dentily unautho-
rized activity and/or malware within the newly connected
digital device.

If malware 1s 1dentified as present within the digital
machine, corrective action can be taken. Possible corrective
actions include, but are not limited to, permanently quaran-
tining the infected digital device, transmitting a patch to
remove the malware, generating an unauthorized activity sig-
nature, and sending the unauthorized activity signature to the
client to remove the malware.

If malware 1s not i1dentified as present within the digital
machine, the network data directed to the controller can be
re-transmitted to the proper destination. The quarantine con-

tinues until the predetermined period of time expires and no
evidence of malware 1s found.

Malware 1s software created and distributed for malicious
purposes and can take the form of viruses, worms, trojan
horses or adware, for example. A virus 1s an intrusive program
that infects a computer file by 1nserting a copy of itself in the
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file. The copy 1s usually executed when the file 1s loaded nto
memory, allowing the virus to infect other files. A worm 1s a
program that propagates itself across multiple computers,
usually by creating copies of itsell 1n each computer’s
memory. A worm might duplicate itself 1n a computer so
many times that 1t causes the computer to crash. A trojan horse
1s a destructive program disguised as a game, utility, or appli-
cation. When run by a user or computer program, a trojan
horse can harm the computer system while appearing to do
something useful.

Malware may also include adware and spyware. Adware 1s
a program configured to direct advertisements to a computer
or a particular user. In one example, adware 1dentifies the
computer and/or the user to various websites visited by a
browser on the computer. The website may then use the
adware to either generate pop-up advertisements or otherwise
direct specific advertisements to the user’s browser. Spyware
1s a program configured to collect information regarding the
user, the computer, and/or a user’s network habits. In an
example, spyware may collect information regarding the
names and types of websites that the user browses and then
transmit the mnformation to another computer. Adware and
spyware are oiten added to the user’s computer after the user
browses to a website that hosts the adware and/or spyware.
The user 1s often unaware that these programs have been
added and 1s similarly unaware of the adware’s and/or spy-
ware’s function.

FIG. 11s a diagram of a malware containment environment
100 1n which embodiments of the present invention may be
practiced. The malware containment environment 100 com-
prises a newly coupled device 105 and a controller 110
coupled to a switch 115. The switch 1135 1s further coupled to
a communication network 120. An intended recipient device
125 1s also coupled to the communication network 120. In
some embodiments, the controller 110 1s coupled to the
switch 115 over a tap (not depicted).

A newly coupled device 105 1s any digital device that
recently coupled to the switch 115 and/or the communication
network 120. The intended recipient device 125 1s any digital
device that the newly coupled device 103 transmits network
data to. A digital device 1s any device comprising one or more
processors. Some examples of digital devices include com-
puters, servers, laptops, personal digital assistants, and cellu-
lar telephones. Network data comprises signals and data
transmitted from the newly coupled device 105. Although
FIG. 1 depicts the intended recipient device 125 as coupled to
the communication network 120, the intended recipient
device 125 may be directly coupled to the newly coupled
device 105 or the switch 115. There may be any number of
newly coupled devices 105, controllers 110, switches 115,
communication networks 120, and/or intended recipient
devices 125.

The controller 110 1s any digital device or software con-
figured to recetve and analyze network data for the presence
of malware. In exemplary embodiments, the controller 110
detects the presence of a newly coupled device 105 when the
digital device 1nitially couples to the switch 115 or the com-
munication network 120. The controller 110 intercepts net-
work data transmuitted from the newly coupled device 103 for
a predetermined period of time. In other embodiments, the
switch 115 1s configured to direct network data transmitted
from the newly coupled device 105 to the controller 110 for
the predetermined period of time. The switch 115 1s further
discussed herein.

The network data 1s then analyzed by the controller 110 to
determine evidence of a malware attack. If malware or an
attack 1s detected, the controller 110 may perform corrective
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actions. If no malware 1s detected, the network data may be
re-transmitted to the intended recipient device 125 (e.g.,
another digital device on the communication network 120).
The controller 110 1s further discussed 1n FIG. 2.

The switch 115 1s any device configured to recerve and
direct network data between one or more digital devices.
Examples of a switch 115 include, but 1s not limited to, a
router, gateway, bridge, and, or server.

The communication network 120 couples two or more
digital devices together to allow the digital devices to com-
municate and transmit network data to each other. In some
examples, the communication network 120 can be a public
computer network such as the Internet, or a private computer
network such as a wireless telecommunication network, wide
area network, or local area network. In some embodiments,
the communication network 120 comprises multiple routers,
bridges, and hubs that couple a large number of digital
devices.

In various embodiments, the controller 110 can receive
network data from the communication network 120 over a tap
(not depicted). The tap 1s a digital data tap configured to
receive network data and provide a copy of the network data
to the controller 110. In one example, the tap intercepts and
copies network data without an appreciable decline in perfor-
mance of devices coupled to the communication network
120, the newly coupled device 105, and/or the switch 115.
The tap can copy any portion of the network data. For
example, the tap can receive and copy any number of data
packets from the network data. In other embodiments, the
controller 110 receives network data from the communication
network 120 over a span port.

In some embodiments, the network data can be organized
into one or more data flows and provided to the controller 110.
In various embodiments, the tap can sample the network data
based on a sampling scheme. Data flows can be reconstructed
based on the network data samples.

FI1G. 2 1s a block diagram of an exemplary controller 110
implementing embodiments of the present imvention. The
controller 110 can be any digital device or soiftware that
receives network data. The controller 110 can comprise a
quarantine module 205, a heuristic module 210, a scheduler
215, a fingerprint module 220, a virtual machine pool 225, an
analysis environment 230, a signature module 235, and a
policy engine 240. In some embodiments, the controller 110
comprises a tap or span port which 1s further coupled to the
communication network 120. In other embodiments, the con-
troller 110 1s coupled to an external tap, external span port, or
may be directly coupled to the switch 115 or the communi-
cation network 120.

The quarantine module 205 detects one or more newly
coupled devices 105 as they operatively couple to the net-
work. When a newly coupled device 105 1s detected, network
data transmitted from the newly coupled device 105 1s quar-
antined (1.¢., temporarily redirected to the controller 110 for a
predetermined time). Network data temporarily redirected to
the controller 110 1s analyzed to determine 1f the network data
contains suspicious data (discussed below) or a malware
attack. If the predetermined time expires and no suspicious
data or malware 1s 1dentified, then the quarantine module 2035
ceases to redirect network data from the newly coupled device
105. However, 11 suspicious data or the presence of malware
1s determined, then corrective action may be taken.

The quarantine module 205 can detect a newly coupled
device 105 by detecting a request for network services. When
a newly coupled device 103 couples to a network, the newly
coupled device 105 1s configured for communication with the
communication network 120. In one example, a newly
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coupled device 105 may request an (internet protocol) IP
address. The IP address request as well as the IP address
assignment may be detected by the quarantine module 205.
Thereatter, all network data from the IP address of the newly
coupled device 105 may be quarantined for a predetermined
period of time. Those skilled 1n the art will appreciate that
there may be many ways to detect a newly coupled device 1035
upon connection with the switch 115 and/or the communica-
tion network 120.

The quarantine module 205 can redirect network data from
the newly coupled device 105 1n any number of ways mclud-
ing, but not limited to, Address Resolution Protocol (ARP)
mampulation, DHCP services, DHCP manipulation, or con-
figuring the switch 115. In ARP manipulation (also known as
ARP spoofing), anewly connected newly coupled device 105
may send an ARP request to the IP address of another digital
device (e.g., intended recipient device 125) for the digital
device’s media access control (MAC) address. The quaran-
tine module 205 may receive the ARP request, store the ARP
request, and provide the controller 110 MAC address 1n an
ARP reply to the switch 115 and/or the newly coupled device
105. Once the switch 115 and/or the newly coupled device
105 receives the controller 110 MAC address 1n the ARP
reply, the IP address of the digital device (e.g., intended
recipient device 125) will be associated with the controller
110 MAC address (e.g., in memory storage or cache). Net-
work data intended for the intended recipient device 125 may
then be transmit from the newly coupled device 105 to the
controller 110.

In one example of ARP manipulation, a newly coupled
device 105 may be infected with malware which becomes
active upon coupling to a switch 1135 and/or a communication
network 120. The malware may send network data to any
number of other digital devices. Before the attack can pro-
ceed, the newly coupled device 105 may send a separate ARP
request for the IP address of every other digital device the
malware wishes to send data to. The controller 110 detects
and responds to each ARP request by sending an ARP reply to
cach request with the controller 110 MAC address. The con-
troller 110 MAC address may be associated with the IP
address of the other digital devices on a table within the newly
coupled device 105, switch 115, and/or server (not depicted).
The table may be within memory, storage, buffered, and/or
cached. Network data 1s then transmitted from the newly
coupled device 105 to the controller 110 for the predeter-
mined time.

If malware or suspicious data within the network data 1s not
detected by the controller 110, the network data may then
torward to the intended recipient device 123. In one example,
the controller 110 scans and stores the IP address of each
intended recipient device 1235 of every ARP request. The
controller 110 may then transmit an ARP request to recetve
cach intended recipient device’s MAC address. If the network
data intended for an intended recipient device 125 does not
contain suspicious data or a malware attack, the controller
110 may then send the network data to the intended recipient
device 125. I1 the network data contains suspicious data or a
malware attack, the network data may not be transmitted by
the controller 110.

If, after a predetermined time, no suspicious activity or
malware 1s detected within the network data, then the con-
troller 110 may transmit new ARP responses to the newly
coupled device 105, switch 115, and/or server. The new ARP
responses can contain the correct MAC address for every
ARP request originally sent by the newly coupled device 105.
As a result, network data will no longer be directed to the
controller 110.
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The quarantine module 205 may manipulate dynamic host
configuration protocol (DHCP) services to quarantine net-
work data. As a newly coupled device 105 couples to the
switch 115 and/or the communication network 120 and
requests an IP address from a DHCP server. The quarantine
module 205 may respond to the DHCP services request to
configure the newly coupled device 103 to transmit network
data to the controller 110. In one example, the quarantine
module 205 may configure the newly coupled device 105

with a gateway IP address the same as the controller’s 110 IP
address to send all network data to the controller 110. In other
embodiments, the quarantine module 205 may periorm
DHCP services for the communication network 120 as a
DHCP server. If, after the predetermined time no suspicious
data or malware 1s detected, the digital device 105 can be
reconfigured so that network data 1s no longer transmitted to
the controller 110.

The quarantine module 205 may send a request to the
switch 115 to redirect network data from any newly coupled
device 105 to the controller 110 for the predetermined time. In
some embodiments, executable code 1s loaded onto the
switch 1135. In one example, the executable code configures
the switch 115 to direct network data from any newly coupled
device 105 to the controller 110 for the predetermined time. In
another example, the executable code allows the quarantine
module 205 to transmit a request to the switch 113 to direct
network data from the newly coupled device 105 to the con-
troller 110. The predetermined time may be set by the quar-
antine module 205, preloaded 1nto the switch 115, or config-
ured by a user.

The quarantine module 205 may monitor network data
directly or receive a copy of the network data over a tap. Inone
example, the quarantine module 205 monitors and scans net-
work data to detect the presence of a newly coupled device
105. When a newly coupled device 105 1s added to the com-
munication network 120 and/or the switch 115, the quaran-
tine module 205 quarantines network data from the newly
coupled device 105 for a predetermined time. In another
example, a tap may scan network data for newly connected
digital devices 105 and alert the quarantine module 205 when
such a newly coupled device 105 1s discovered. The quaran-
tine module 205 may redirect all network data from the newly
coupled device 105 to the controller 110 over a separate link
(not depicted) to the switch 115 or the communication net-
work 120. In some embodiments, there 1s not tap but rather a
span port.

The heuristic module 210 can receive network data from
the quarantine module 205. The heuristic module 210 applies
heuristics and/or probability analysis to determine 11 the net-
work data might contain suspicious activity. In one example,
the heuristic module 210 applies a heuristic which identifies
suspicious data within the network data. The heuristic module
210 then flags the network data as suspicious. The network
data can then be buffered and organized into a data flow. The
data tlow can be provided to the scheduler 215. In some
embodiments, the network data 1s provided directly to the
scheduler 2135 without builering or organizing the data flow.

The heuristic module 210 can perform any heuristic and/or
probability analysis. In one example, the heuristic module
210 performs a dark internet protocol (IP) heuristic. A dark IP
heuristic can flag network data coming from the newly
coupled device 105 that has not previously been identified by
the heuristic module 210. The dark IP heuristic can also flag
network data going to an unassigned IP address. In an
example, an attacker (e.g., malware within a newly coupled
device 105) scans random IP addresses of the communication
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network 120 to identify an active server or workstation. The
dark IP heuristic can flag network data directed to an unas-
signed IP address.

The heunistic module 210 can also perform a dark port
heuristic. A dark port heuristic can flag network data trans-
mitted to an unassigned or unusual port address. Such net-
work data transmitted to an unusual port can be indicative of
a port scan by malware such as a worm or a hacker. Further,
the heuristic module 210 can flag network data from the
newly coupled device 105 that 1s significantly different than
traditional data traflic generally transmitted by the newly
coupled device 105. For example, the heuristic module 210
can flag network data from the newly coupled device 105 such
as a laptop that begins to transmit network data that 1s com-
mon 1o a server.

The heuristic module 210 can retain data packets belong-
ing to a particular data tflow previously received (e.g.,
received from a tap) or data flow provided by the quarantine
module 205. In one example, the heuristic module 210
receives data packets and stores the data packets within a
buifer or other memory. Once the heuristic module 210
receives a predetermined number of data packets from a par-
ticular data flow, the heuristic module 210 performs the heu-
ristics and/or probability analysis.

In some embodiments, the heuristic module 210 performs
heuristic and/or probability analysis on a set of data packets
belonging to a data flow and then stores the data packets
within a buifer or other memory. The heuristic module 210
can then continue to receive new data packets belonging to the
same data flow. Once a predetermined number of new data
packets belonging to the same data flow are recerved, the
heuristic and/or probability analysis can be performed upon
the combination of buflered and new data packets to deter-
mine a likelihood of suspicious activity.

In some embodiments, an optional bullfer receives the
flagged network data from the heuristic module 210. The
builer can buller and organize the flagged network data into
one or more data tflows betfore providing the one or more data
flows to the scheduler 215. In various embodiments, the
butifer can bufler network data and stall before prowdmg the
network data to the scheduler 2135. In one example, the butier
stalls the network data to allow other components of the
controller 110 time to complete functions or otherwise clear
data congestion.

The scheduler 215 1s a module configured to retrieve a
virtual machine associated with the newly coupled device 105
or the intended recipient device 125 of the network data. A
virtual machine 315 1s software that 1s configured to mimic
the performance of a device (e.g., the intended recipient
device 125 of the network data). The virtual machine 313 can
be retrieved from the virtual machine pool 225.

In some embodiments, the heuristic module 210 transmits
the metadata identifying the intended recipient device 125 to
the scheduler 215. In other embodiments, the scheduler 215
receives one or more data packets of the network data from
the heuristic module 210 and analyzes the one or more data
packets to 1dentify the intended recipient device 123. In yet
other embodiments, the metadata can be received from the
tap.

The scheduler 215 can retrieve and configure the virtual
machine to mimic the pertinent performance characteristics
of the intended recipient device 125. In one example, the
scheduler 215 configures the characteristics of the virtual
machine to mimic only those features of the mntended recipi-
ent device 1235 that are affected by the network data copied by
the tap. The scheduler 215 can determine the features of the
intended recipient device 125 that are atfected by the network
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data by recerving and analyzing the network data from the
quarantine module 205. Such features of the intended recipi-
ent device 125 can include opening ports that are to recerve
the network data, select device drivers that are to respond to
the network data, and configuring any other devices coupled
to or contained within the imtended recipient device 125 that
can respond to the network data. In other embodiments, the
heuristic module 210 can determine the features of the
intended recipient device 125 that are atfected by the network
data by receiving and analyzing the network data from the tap.
The heuristic module 210 can then transmit the features of the
intended recipient device 125 to the scheduler 215.

The optional fingerprint module 220 1s configured to deter-
mine the packet format of the network data to assist the
scheduler 215 1n the retrieval and/or configuration of the
virtual machine. In one example, the fingerprint module 220
determines that the network data 1s based on a transmission
control protocol/internet protocol (TCP/IP). Thereafter, the
scheduler 215 will configure a virtual machine with the
appropriate ports to recetve TCP/IP packets. In another
example, the fingerprint module 220 can configure a virtual
machine with the appropriate ports to recerve user datagram
protocol/internet protocol (UDP/IP) packets. The fingerprint
module 220 can determine any type of packet format of a
network data.

In other embodiments, the optional fingerprint module 220
passively determines a software profile of the network data to
assist the scheduler 215 1n the retrieval and/or configuration
of the virtual machine. The software profile may comprise the
operating system (e.g., Linux RH6.2) of the newly coupled
device 1035 that generated the network data. The determina-
tion can be based on analysis of the protocol information of
the network data. In an example, the optional fingerprint
module 220 determines that the software profile of network
data 1s Windows. XP, SP1. The optional fingerprint module
220 can then configure a virtual machine with the appropriate
ports and capabilities to recerve the network data based on the
software profile. In other examples, the optional fingerprint
module 220 passes the software profile of the network data to
the scheduler 215 which either selects or configures the vir-
tual machine based on the profile.

The virtual machine pool 225 1s configured to store virtual
machines. The virtual machine pool 225 can be any storage
capable of storing software. In one example, the virtual
machine pool 225 stores a single virtual machine that can be
configured by the scheduler 215 to mimic the performance of
any intended recipient device 125 on the communication
network 120. The virtual machine pool 225 can store any
number of distinct virtual machines that can be configured to
simulate the performance of any intended recipient device
125.

The analysis environment 230 1s a module that simulates
transmission of the network data between the newly coupled
device 105 and the intended recipient device 125 to analyze
the effects of the network data upon the intended recipient
device 125. The analysis environment 230 can identify the
eifects of malware or illegitimate computer users (e.g., a
hacker, computer cracker, or other computer user) by analyz-
ing the simulation of the effects of the network data upon the
intended recipient device 125 that 1s carried out on the virtual
machine. There can be multiple analysis environments 230 to
simulate multiple network data.

As the analysis environment 230 simulates the transmis-
sion of the network data, behavior of the virtual machine can
be closely monitored for unauthorized activity. If the virtual
machine crashes, performs illegal operations, performs
abnormally, or allows access of data to an unauthorized com-

10

15

20

25

30

35

40

45

50

55

60

65

10

puter user, the analysis environment 230 can react. In some
embodiments, the analysis environment 230 performs
dynamic taint analysis to identify unauthorized activity (dy-
namic taint analysis 1s further described 1n FIG. 3.)

Once unauthorized activity 1s detected, the analysis envi-
ronment 230 can generate the unauthorized activity signature
configured to 1dentily network data containing unauthorized
activity. Since the unauthorized activity signature does not
necessarily require probabilistic analysis to detect unautho-
rized activity within network data, unauthorized activity
detection based on the unauthorized activity signature may be
very fast and save computing time.

In various embodiments, the unauthorized activity signa-
ture may provide code that may be used to eliminate or
“patch” portions of network data containing an attack. Fur-
ther, 1in some embodiments, the unauthorized activity signa-
ture may be used to i1dentily and eliminate (1.¢., delete) the
malware causing the attack. The unauthorized activity signa-
ture may also be used to configure digital devices to eliminate
vulnerabilities (e.g., correct system settings such as disabling
active-x controls 1n a browser or updating an operating sys-
tem. )

The analysis environment 230 may store the unauthorized
activity signature within the signature module 235. The
analysis environment 230 may also transmit or command the
transmission of the unauthorized activity signature to one or
more other controllers 110, switches 1135, digital devices 105,
and/or servers. By automatically storing and transmitting the
unauthornized activity signature, known malware, previously
umdentified malware, and the activities of 1illicit computer
users can be quickly controlled and reduced before a com-
puter system 1s damaged or compromised. The analysis envi-
ronment 230 1s further discussed with respect to FIG. 3.

The signature module 235 receives, authenticates, and
stores unauthorized activity signatures. The unauthorized
activity signatures may be generated by the analysis environ-
ment 230 or another controller 110. The unauthorized activity
signatures may then be transmitted to the signature module
2335 of one or more controllers 110.

The policy engine 240 1s coupled to the heuristic module
210 and 1s a module that may 1dentify network data as suspi-
cious based upon policies contained within the policy engine
240. In one example, a newly coupled device 105 can be a
computer designed to attract hackers and/or worms (e.g., a
“honey pot”). The policy engine 240 can contain a policy to
flag any network data directed to the “honey pot™ as suspi-
cious since the “honey pot” should not be recerving any
legitimate network data. In another example, the policy
engine 240 can contain a policy to flag network data directed
to any intended recipient device 125 that contains highly
sensitive or “mission critical” information.

The policy engine 240 can also dynamically apply a rule to
copy all network data related to network data already flagged
by the heuristic module 210. In one example, the heuristic
module 210 flags a single packet of network data as suspi-
cious. The policy engine 240 then applies a rule to flag all data
related to the single packet (e.g., data flows) as suspicious. In
some embodiments, the policy engine 240 flags network data
related to suspicious network data until the analysis environ-
ment 230 determines that the network data flagged as suspi-
cious 1s related to unauthorized activity.

The policy engine 240 may scan network data to detect
unauthorized activity based upon an unauthorized activity
signature. In some embodiments, the policy engine 240
retrieves the unauthorized activity signature from the signa-
ture module 235. The network data 1s then scanned for unau-
thorized activity based on the unauthorized activity signature.
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The policy engine 240 can scan the header of a packet of
network data as well as the packet contents for unauthorized
activity. In some embodiments, the policy engine 240 scans
only the header of the packet for unauthorized activity based
on the unauthorized activity signature. IT unauthorized activ-
ity 1s found, then no further scanning may be performed. In
other embodiments, the policy engine 240 scans the packet
contents for unauthorized activity.

Advantageously, unauthorized activity may be found by
scanning only the header of a packet, the contents of the
packet, or both the header and the contents of the packet. As
a result, unauthorized activity that might otherwise evade
discovery can be detected. In one example, evidence of unau-
thorized activity may be located within the contents of the
packet. By scanning only the contents of the packet, unautho-
rized activity may be detected.

If the packet contents or the packet header indicate that the
network data contains unauthorized activity, then the policy
engine 240, the heuristic module 210, or the signature module
235 may take action. In one example, the policy engine 240
may generate a rule or command the quarantine module 205
to permanently quarantine the newly coupled device 105 and
delete or bar the packet from the communication network
120. The policy engine 240 and/or the quarantine module 205
may also quarantine, delete, or bar other packets belonging to
the same data flow as the unauthorized activity packet.

FIG. 3 depicts an analysis environment 230, in accordance
with one embodiment of the present invention. The analysis
environment 230 comprises an optional replayer 303, a vir-
tual switch 310, and a virtual machine 315. The replayer 305
receives network data that has been flagged by the heuristic
module 210 and replays the network data in the analysis
environment 230. In some embodiments, the replayer 3035
mimics the behavior of the newly coupled device 1035 in
transmitting the tlagged network data. There can be any num-
ber of replayers 305 simulating the transmission of network
data between the newly coupled digital device 105 and the
intended recipient device 125. In a further embodiment, the
replayer dynamically modifies session variables, as 1s appro-
priate, to emulate a “live” client or server of the protocol
sequence being replayed. In one example, dynamic vanables
that may be dynamically substituted include dynamically
assigned ports, transaction IDs, and any other variable that 1s
dynamic to each protocol session. In other embodiments, the
network data recerved from the heuristic module 210 1s trans-
mitted to the virtual machine 315 without a replayer 305.

The virtual switch 310 1s software that 1s capable of for-
warding packets of flagged network data to the wvirtual
machine 315. In one example, the replayer 305 simulates the
transmission of the data tflow by the newly coupled device
105. The virtual switch 310 simulates the communication
network 120 and the virtual machine 315 simulates the
intended recipient device 125. The virtual switch 310 can
route the data packets of the data flow to the correct ports of
the virtual machine 315.

The virtual machine 315 1s a representation of the intended
recipient device 125 that can be provided to the analysis
environment 230 by the scheduler 215. In one example, the
scheduler 215 retrieves a virtual machine 315 from the virtual
machine pool 225 and configures the virtual machine 315 to
mimic the mtended recipient device 125. The configured
virtual machine 313 1s then provided to the analysis environ-
ment 230 where 1t can recerve flagged network data from the
virtual switch 310.

As the analysis environment 230 simulates the transmis-
sion of the network data, behavior of the virtual machine 315
can be closely monitored for unauthorized activity. It the
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virtual machine 315 crashes, performs illegal operations, per-
forms abnormally, or allows access of data to an unauthorized
computer user, the analysis environment 230 can react.

In some embodiments, the analysis environment 230 per-
forms dynamic taint analysis to 1dentify unauthorized activ-
ity. For a malware attack to change the execution of an oth-
erwise legitimate program, the malware attack may cause a
value that 1s normally dertved from a trusted source to be
derived from the user’s own imnput. Program values (e.g., jump
addresses and format strings) are traditionally supplied by a
trusted program and not from external untrusted inputs. Mal-
ware, however, may attempt to exploit the program by over-
writing these values.

In one example of dynamic taint analysis, all imnput data
from untrusted or otherwise unknown sources are flagged.
Program execution of programs with flagged input data 1s
then monitored to track how the flagged data propagates (1.¢.,
what other data becomes tainted) and to check when the
flagged data 1s used 1n dangerous ways. For example, use of
tainted data as jump addresses or format strings often 1ndi-
cates an exploit of a vulnerability such as a buller overrun or
format string vulnerability.

In some embodiments, the analysis environment 230 moni-
tors and analyzes the behavior of the virtual machine 315 in
order to determine a specific type of malware or the presence
of an 1llicit computer user. The analysis environment 230 can
also generate computer code configured to eliminate new
viruses, worms, or other malware. In various embodiments,
the analysis environment 230 can generate computer code
configured to identily data within the network data indicative
of a malware attack, repair damage performed by malware, or
the 1llicit computer user. By simulating the transmission of
suspicious network data and analyzing the response of the
virtual machine, the analysis environment 230 can identify
known and previously unidentified malware and the activities
ofillicit computer users before a computer system 1s damaged
or compromised.

In other embodiments, the controller 110 does not com-
prise a heuristic module 210 and the analysis environment
230 does not comprise a replayer 305. In one example, the
controller 110 receives network data. The policy engine 240
can scan the network data to determine if the newly coupled
device 105 1s on a white list ({further described herein). Fur-
ther, the policy engine 240 can compare some or all of the
network data to a signature (1.e., an unauthorized activity
signature) to detect and/or i1dentity a malware attack. The
analysis environment 230 can receive the network data and
orchestrate the transmission of the network data by transmiut-
ting the copy of the network data to a virtual machine 315.
The analysis environment 230 can then monitor the reaction
of the virtual machine 3135 to the copy of the network data to
identily a malware attack.

FIG. 4 1s a flowchart of an exemplary method for malware
containment upon connection of a newly coupled device 105.
In step 400, the controller 110 detects a newly coupled device
105 upon connection with the switch 115 and/or the commu-
nication network 120. In one example, a user brings a laptop
or other computer from home and then couples the laptop or
other computer to the work communication network 120. The
newly coupled device 105 (i.e., laptop or other computer)
requests network resources which 1s detected by the control-
ler 110.

In various embodiments, the controller 110 recerves copies
of network data from the switch 115 or the communication
network 120 over a tap. The tap can transparently copy net-
work data from the switch 115 and/or the communication
network 120. The copy of network data 1s analyzed to deter-
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mine 1f a newly coupled device 105 1s requesting network
services. In other embodiments, the controller 110 monitors
network data directly to identily requests for network ser-
VICes.

In step 405, the quarantine module 205 temporarily redi-
rects the network data from the newly coupled device 103. In
one example, the controller 110 1dentifies a newly coupled
device 105. The quarantine module 205 redirects network
data transmitted from the newly coupled device 105 for a
predetermined time.

In step 410, the controller 110 receives the network data
from the newly coupled device 105. In various embodiments,
the network data 1s received over a separate link without a tap
between the controller 110 and the switch 115 or communi-
cation network 120. In one example, the controller 110 com-
prises an IP address. Network data directed to the controller
110 IP address (e.g., network data transmitted by the newly
coupled device 105 to a gateway IP address that 1s the same as
the controller 110 IP address) may be received by the con-
troller 110 over the link.

In step 415, the controller 110 determines 1f a malware
attack 1s within the network data. The heuristic module 210
can determine 11 the network data contains suspicious activ-
ity. In some embodiments, 1f the network data contains sus-
picious activity, then the heuristic module 210 directs the
quarantine module 205 to take corrective action in step 420.
In other embodiments, 1f the network data contains suspicious
activity, the network data flagged as suspicious 1s directed to
the analysis environment 230 for analysis to identily unau-
thorized activity. If unauthorized activity 1s identified, then
the analysis environment 230 directs the quarantine module
205 to take corrective action 1n step 420.

In step 420, the quarantine module 205 takes corrective
action. Corrective actions can include, but are not limited to,
the permanent quarantine of network data from the newly
coupled device 105. In various embodiments, the controller
110 continues to analyze network data from the newly
coupled device 105 to further identify the malware or identity
different types of malware on the newly coupled device 105.
Notifications of malware may be sent to the newly coupled
device 103, server, or security stations on the communication
network 120. The signature module 235 may generate unau-
thorized activity signatures based on the 1dentified malware
attack.

If the heuristic module 210 does not tlag the network data
as suspicious and/or malware 1s not found by the analysis
environment 230, then the quarantine module 2035 determines
if the predetermined time 1s expired. If the predetermined
time 1s not expired, the controller 110 continues to receive
network data from the digital device 1n step 410. If the pre-
determined time 1s expired, then the method ends. In various
embodiments, 11 the heuristic module 210 does not flag the
network data as suspicious and/or malware 1s not found by the
analysis environment 230, the controller 110 (e.g., quarantine
module 205) forwards the network data to the intended recipi-
ent device 125.

It will be appreciated by those skilled in the art, that the
process depicted in FIG. 4 may simply continue to repeat
upon the continuation of quarantine (step 420) or the expira-
tion of the predetermined time (step 425). In one example, 1T
the network data contains a malware attack (step 425), the
redirection of the network data from the newly coupled device
105 can continue until reset by the IT administrator or the
malware attack 1s no longer detected. In the meantime, how-
ever, other newly coupled devices 105 can join the network
which may trigger the method of FIG. 4. The method of FIG.

4 can run in parallel or series (e.g., stmultaneously) for many
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different newly coupled devices 105. In another example,
once the predetermined time expires (step 425) the method
can continue to digital devices upon connection (step 400).

FIG. 5 1s another flowchart of an exemplary method for
malware containment upon connection of a newly coupled
device 105. In step 500, the controller 110 detects the newly
coupled device 105 upon connection with the switch 115
and/or the communication network 120. In step 5035, the
quarantine module 205 determines 1f the newly coupled
device 105 1s associated with a white list. A white list com-
prises a table that identifies various digital devices and poli-
cies. In one example, the newly coupled device 105 of a chief
executive officer (CEQO) or chuef information otffice (CIO) of
a company may be 1dentified within the white list. The policy
associated with the newly coupled device 105 of the CEO or
CIO may command the quarantine module 205 to not quar-
antine the newly coupled device 105. If the newly coupled
device 105 1s associated with the white list, the method may
end. If the newly coupled device 105 1s not associated with a
white list, then the quarantine module 205 manipulates ARP
to direct network data transmitted from the newly coupled
device 105 to the controller 110 1n step 510.

Although step 505 as described indicates that the method
may end 1f the newly coupled device 103 is associated with
one or more white lists, other actions may be taken. In one
example, 1f a newly coupled device 105 1s associated with a
white list, the quarantine may last for a shorter or longer
predetermined time. As such, the quarantine module 205
would then manipulate’ ARP to direct the network data from
the newly coupled device 105 to the controller 110 1n step
510.

In step 3515, the controller 110 receives the network data
from the newly coupled device 105. In step 520, the controller
110 determines 11 the network data contains a malware attack.
In various embodiments, the network data 1s analyzed to
determine whether the network data i1s suspicious. For
example a heuristic module 210, such as the heuristic module
210, can analyze the network data. The heuristic module 210
can base the determination on heuristic and/or probabilistic
analyses. In various embodiments, the heuristic module 210
has a very low threshold to determine whether the network
data 1s suspicious. For example, a single command within the
network data directed to an unusual port of the destination
device can cause the network data to be tlagged as suspicious.

The heuristic module 210 can alternatively include tlag-
ging network data as suspicious based on policies such as the
identity ol anewly coupled device 105, the intended recipient
device 125, or the activity contained within the network data.
In one example, even 11 the heuristic module 210 does not flag
the network data, the network data can be tlagged as suspi-
cious based on a policy 1f the network data was transmaitted
from a device that does not normally transmit network data.
Similarly, based on another policy, 1f the intended recipient
device 125 or the newly coupled device 105 contains trade
secrets or other critical data, then any network data so trans-
mitted can be flagged suspicious. Similarly, 1f the network
data 1s directed to a particularly important database or is
attempting to gain rights or privileges within the communi-
cation network 120, the switch 115 or the intended recipient
device 125, then the network data can be flagged as suspi-
cious. In various embodiments, the policy engine 240 flags
network data based on these and/or other policies.

In some embodiments, 11 the network data 1s tlagged as
suspicious, the quarantine module 205 may continue the
quarantine of the network data indefinitely 1n step 525. In
other embodiments, 11 the network data 1s flagged as suspi-
cious, the network data may be provided to the analysis envi-
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ronment 230 to analyze the response of a virtual machine to
the network data to identily malware attacks or other unau-
thorized activity. If a malware attack or other unauthorized
activity 1s identified, then the quarantine of the network data
from the newly coupled device 105 may continue indefinitely
in step 525. If the network data 1s not flagged as suspicious or
there 1s no evidence of a malware attack or other unauthorized
activity 1n the network data previously flagged as suspicious,
then the quarantine module 205 determines 11 the predeter-
mined time has expired 1n step 530. If the predetermined time
has not expired, then the controller 110 continues to receive
the network data in step 515. If the predetermined time has
expired, the method ends.

FIG. 6 1s a flowchart of an exemplary method of analyzing
network data to generate an unauthorized activity signature.
In step 600, the scheduler 215 scans the network data previ-
ously flagged as suspicious by the heuristic module 210 to
determine the intended recipient device 125. In one example,
the scheduler 215 scans the destination IP address contained
within the network data to identify the intended recipient
device 125. The scheduler 215 may then retrieve a virtual
machine 315 from the virtual machine pool 225. The virtual
machine 315 may be previously configured to be similar to
the intended recipient device 125. If there 1s no virtual
machine 315 previously configured to be similar to the
intended recipient device 125, then a generic virtual machine
315 may beretrieved by the scheduler 215. The scheduler 215
may configure to the virtual machine 315 retrieved from the
virtual machine pool 225 to receive the network data (e.g.,
open ports, reduce or eliminate security settings, etc.) The
scheduler 215 may then provide the virtual machine 315 to
the analysis environment 230.

In step 610, the analysis environment 230 analyzes the
response of the virtual machine 315 to the network data to
identify a malware attack. In one example, an optional
replayer 305 1s configured to perform similarly to the newly
coupled device 105 and transmit the network data over a
virtual switch 310 to the virtual machine 315. In various
embodiments, there may be any number of replayers 3035
configured to transmit network data to different virtual
machines 313 1n parallel. Stmilarly, multiple analysis envi-
ronments 230 may operate in parallel. The analysis environ-
ment 230 analyzes the response of the virtual machine 315 to
the network data (e.g., with taint analysis).

If the network data does not contain unauthorized activity,
then the method may end. If the network data contains unau-
thorized activity, then an unauthorized activity signature 1s
generated based on the unauthorized activity 1n step 615. The
unauthorized activity signature may be generated by the
analysis environment 230 or the signature module 235.

In step 620, the unauthorized activity signature 1s transmit-
ted to one or more other controllers 110 or any digital device
(e.g., server, newly coupled device 105, switch 115). The
receiving controller 110 can store the unauthorized activity
signature within the receiving controller’s signature module
235 or policy engine 240. The policy engine 240 may use the
unauthorized activity signature to scan network data recerved
by the controller 110 to flag the network data as suspicious or
containing unauthorized activity without any further analysis
(by either the heuristic module 210 or the analysis environ-
ment 230).

Optionally, the unauthornized activity signature may be
authenticated. In some embodiments, the analysis environ-
ment 230 can generate an authentication code along with the
unauthorized activity signature. The authentication code can
then be scanned to determine that the unauthorized activity
signature 1s verified. In one example, the analysis environ-
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ment 230 generates the unauthorized activity signature and an
authentication code. The analysis environment 230 transmits
the unauthorized activity signature and the authentication
code to another controller 110. The controller 110 verifies the
authentication code to ensure that the unauthorized activity
signature 1s genuine. If the unauthorized activity signature 1s
authenticated, then the signature module 233 stores the unau-
thorized activity signature.

The unauthorized activity signature can also be encrypted.
In one example, the controller 110 generates, encrypts, and
transmits the unauthorized activity signature to another con-
troller 110. The recewving controller 110 can decrypt the
unauthorized activity signature and store the unauthorized
activity signature within the signature module 235. In some
embodiments, the controller 110 generates an authentication
code and proceeds to encrypt the authentication code and the
unauthorized activity signature prior to transmitting the
authentication code and the unauthorized activity signature to
another controller 110.

FIG. 7 1s a block diagram of the controller 110 (FIG. 1), 1n
accordance with one embodiment of the present ivention.
The controller 110 comprises a processor 700, a memory
system 703, a storage system 710, an I/O interface 715, a
communication network interface 720, and a display inter-
face 725 which are all coupled to a system bus 730. The
processor 700 1s configured to execute executable instruc-
tions. In some embodiments, the processor 700 comprises
circuitry or any one or more processors capable of processing
the executable 1nstructions.

The memory system 705 1s any memory configured to store
data. Some examples of the memory system 705 include
storage devices, such as RAM or ROM.

The storage system 710 1s any storage configured to
retrieve and store data. Some examples of the storage system
710 are tlash drives, hard drives, optical drives, and/or mag-
netic tape. The storage system 710 can comprise a database or
other data structure configured to hold and organize, data
(e.g., network data, copies of network data, butfered data.) In
some embodiments, the controller 110 includes memory 705
in the form of RAM and storage 710 1n the form of flash data.
The memory system 705 and/or the storage system 710 can
comprise cache and buffers configured to retain network data
or copies of network data.

The mnput/output (I/O) interface 715 1s any device that can
receive input and provide output to a user. The 1I/O interface
715 can be, but 1s not limited to, a keyboard, a mouse, a
touchscreen, a keypad, a biosensor, or tloppy disk drive.

The commumnication network 1nterface 720 can be coupled
to any user device via the links 735. The communication
network interface 720 may support communication over a
USB connection, a firewire connection, an Ethernet connec-
tion, a serial connection, a parallel connection, or an ATA
connection. The communication network interface 720 may
also support wireless communication (e.g., 802.11a/b/g/n or
wireless USB). It will be apparent to those skilled 1n the art
that the communication network interface 720 can support
many wired and wireless standards.

The display interface 725 1s an mterface configured to
support a display, monitor, or screen. In some embodiments,
the controller 110 comprises a graphical user interface to be
displayed to a user over a monitor 1n order to allow the user to
control the controller 110.

The above-described modules can be comprised of instruc-
tions that are stored on storage media. The instructions can be
retrieved and executed by a processor (e.g., the processor
700). Some examples of mstructions include software, pro-
gram code, and firmware. Some examples of storage media
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comprise memory devices and integrated circuits. The
instructions are operational when executed by the processor
to direct the processor to operate 1n accordance with embodi-
ments of the present invention. Those skilled 1n the art are
familiar with 1nstructions, processor(s), and storage media.

The present invention 1s described above with reference to
exemplary embodiments. It will be apparent to those skilled
in the art that various modifications may be made and other
embodiments can be used without departing from the broader
scope of the present invention. Therefore, these and other
variations upon the exemplary embodiments are intended to
be covered by the present invention.

What 1s claimed 1s:

1. A malware containment method comprising;:

detecting a digital device upon connection with a commu-

nication network;
temporarily redirecting network data from the digital
device until a predetermined period of time expires by
configuring a network switch of the communication net-
work to direct the network data from the digital device to
a controller coupled to the communication network;

analyzing the temporarily redirected network data during
the predetermined period of time to detect malware
within the digital device, including configuring a virtual
machine to recerve the network data and analyzing a
response of the virtual machine to the network data
within the virtual machine to identily a malware attack;
and

transmitting the network data to an intended recipient 1t no

malware attack has been identified within the predeter-
mined period of time.

2. The method of claim 1, wherein temporarily redirecting
network data comprises Address Resolution Protocol (ARP)
manipulation to temporarily direct the network data from the
digital device to the controller.

3. The method of claim 1, wherein temporarily redirecting,
network data comprises configuring Dynamic Host Configu-
ration Protocol (DHCP) services to temporarily direct the
network data from the digital device to the controller.

4. The method of claim 1, wherein analyzing the tempo-
rarily redirected network data comprises determining 1f the
digital device 1s associated with a white list, and halting the
redirecting 11 the digital device 1s determined to be associated
with the whaite list.

5. The method of claim 1, wherein analyzing the tempo-
rarily redirected network data comprises comparing the tem-
porarily redirected network data with an unauthorized activ-
ity signature to detect a malware attack.

6. The method of claim 1, further comprising generating an
unauthorized activity signature based on the detection.

7. The method of claim 6, further comprising;

storing the unauthorized activity signature; and

sending the unauthorized activity signature to another digi-

tal device.

8. The method of claim 1, further comprising applying an
access control rule to the temporarily redirected network data.

9. The method of claim 1, wherein analyzing the tempo-
rarily redirected network data comprises:

analyzing the temporarily redirected network data with a

heuristic to 1dentity network data containing suspicious
activity.

10. The method of claim 1, wherein analyzing the tempo-
rarily redirected network data comprises:

configuring a replayer to transmit the temporarily redi-

rected network data to the virtual machine.

11. A malware containment system comprising:

memory to store instructions; and
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a controller for containing malware comprising:

a quarantine module configured to execute 1nstructions
stored 1n memory to detect a digital device upon con-
nection with a communication network and tempo-
rarily redirect network data from the digital device
until a predetermined period of time expires, includ-
ing configuring a network switch of the communica-
tion network to direct the network data from the digi-
tal device to the controller; and

a policy engine configured to analyze the temporarily redi-
rected network data during the predetermined period of
time to detect malware within the digital device, includ-
ing configuring a virtual machine to receive the network
data and analyzing a response of the virtual machine to
the network data within the virtual machine to identify a
malware attack,

wherein the controller 1s to transmit the network data to an
intended recipient 1 no malware attack has been 1denti-
fied within the predetermined period of time.

12. The system of claim 11, wherein the quarantine module
configured to temporarily redirect the network data com-
prises the quarantine module configured to manipulate ARP
to temporarily direct the network data from the digital device
to the controller.

13. The system of claim 11, wherein the quarantine module
configured to temporarily redirect the network data com-
prises the quarantine module configured to configure DHCP
services to temporarily direct the network data from the digi-
tal device to a controller.

14. The system of claim 11, wherein the policy engine
configured to analyze the temporarily redirected network data
comprises the policy engine configured to determine 11 the
digital device 1s associated with a white list.

15. The system of claim 11, wherein the policy engine
configured to analyze the temporarily redirected network data
comprises the policy engine configured to compare the tem-
porarily redirected network data with an unauthorized activ-
ity signature to detect malware.

16. The system of claim 11, further comprising:

a heuristic module configured to analyze the temporarily
redirected network data with a heuristic to 1dentify the
temporarily redirected network data containing suspi-
cious activity; and

a scheduler configured to retrieve the virtual machine.

17. The system of claim 11, wherein the analysis environ-
ment 1s Turther configured to configure a replayer to transmit
the temporanly redirected network data to the wvirtual
machine.

18. The system of claim 11, further comprising a signature
module configured to generate an unauthorized activity sig-
nature based on the detection.

19. The system of claim 18, wherein the signature module
1s Turther configured to:

store the unauthorized activity signature; and

send the unauthorized activity signature to another digital
device.

20. A non-transitory machine readable medium having
embodied thereon executable code, the executable code being
executable by a processor for performing a malware contain-
ment method, the method comprising:

detecting a digital device upon connection with a commu-
nication network;

temporarily redirecting network data from the digital
device until a predetermined period of time expires by
configuring a network switch of the communication net-
work to direct the network data from the digital device to
a controller coupled to the communication network;
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analyzing the temporarily redirected network data during
the predetermined period of time to detect malware
within the digital device, including configuring a virtual
machine to recerve the network data and analyzing a
response ol the virtual machine to the network data
within the virtual machine to identily a malware attack;
and

transmitting the network data to an intended recipient 1t no

malware attack has been identified within the predeter-
mined period of time.

21. The non-transitory machine readable medium of claim
20, wherein temporarily redirecting network data comprises
ARP manipulation to temporarily direct the network data
from the digital device to a controller.

22. The non-transitory machine readable medium of claim
20, wherein temporarily redirecting network data comprises
configuring DHCP services to temporarily direct the network

data from the digital device to a controller.
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23. The method of claim 1, wherein the controller 1s con-
figured to continue the redirecting 1f malware 1s not detected
until after the predetermined period of time expires, and con-
tinue the redirecting 1 malware 1s detected beyond the pre-
determined period of time.

24. The system of claim 11, wherein the quarantine module
1s Turther configured to continue redirecting network data 1f
malware 1s detected, and to discontinue redirecting 1f mal-
ware 1s not detected by the policy engine.

25. The method of claim 9, wherein the redirecting contin-
ues 1 the heuristic 1dentifies network data containing suspi-
cious activity until the later of expiration of the predetermined
time period or the analyzing of the response of the virtual
machine to the identified network data detects no malware
attack.



	Front Page
	Drawings
	Specification
	Claims

