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EClass. booking
EName: "Booking”
EAttribute: dateMade
EAttribute: isPaid
EAttribute: passengers
EAttribute: price
EOperation: confirm
EOperation: cancel
EReference: <association> EReflype: Passenger
EReference: <association> ERefType: Order Entry

EClass: passenger
EName: "Passenger”
EAttribute: name
EAttribute: address
EOperation: creditRating
EOperation: sendBill
EReference: <generalisation> ERefType: Party
EReference: <generalisation> EReflType: Individual

EClass: order entry
EName: "Order Entry”
EAttribute: destination
EAttribute: price
EAttribute: specialConditions
EOperation: takeDetalls

EClass: party
EName: "Party”
EAttribute: contactName
EAttribute: number

EClass: individual
EName: "Individual”
EAttribute: paymentMethod

Figure 7
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1001

1002
Input the extracted ontolog
1003
ldentify each noun phrase in the ontolog
1004
For each identified noun phrase create a
corresponding EClass
1005 :
for each noun phrase in turn identify features in
accordance with the mapping table
1006 Populate each Eclass with the identified
features for the correspoinding noun phrase in
accordance with the mapping table
1007 Create any relevant relations in the from of
EReferences between respective EClasses in
accordance with suitable identified verb
phrases in accordnace with the mapping table
1008
Identify any semantic themes labelled in the
extracted ontolog
1009
Apply grouping tags to relevant EClasses in
accordance with the identified semantic themes
1010 Pass the metamodel created from the
extracted ontology to the model creation
module for processing in to a corresponding
model
1011

Figure 10
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EXTRACTING A SYSTEM MODELLING
META-MODEL LANGUAGE MODEL FOR A
SYSTEM FROM A NATURAL LANGUAGE
SPECIFICATION OF THE SYSTEM

REFERENCE TO RELATED APPLICATTONS

The current application 1s related to co-owned and co-

pending European Patent Application 09158604.0 filed on
Apr. 23, 2009 and entitled A METHOD, APPARATUS OR

SOFTWARE FOR AUTOMATICALLY EXTRACTING A
SYSTEM MODELLING META-MODEL LANGUAGE
MODEL FOR A SYSTEM FROM A NATURAL LAN-
GUAGE SPECIFICATION OF THE SYSTEM, which is
incorporated herein by reference.

BACKGROUND

The present invention relates, 1n general, to specification
modeling, and more particularly, to extracting a language
model for a system from a natural language specification.

When engineering complex systems, such as software sys-
tems, the system 1s commonly defined 1in a natural language
functlonal spec1ﬁcat10n An 1mportant precursor to creating
the system 1n accordance with the functional specification 1s
the production of a model of the system. In order to create
such a model, the functional specification must first be inter-
preted and summarized by domain experts before being con-
verted mto a model of the system 1n a given modeling speci-
fication language or meta-model language. Once the meta-
model language model has been created 1t can be further
converted into amodel encapsulating the concepts and behav-
1iors defined by the functional specification.

BRIEF SUMMARY

In accordance with an embodiment of the invention, a
method extracts a system modeling meta-model language
model for a system from a natural language specification of
the system. A natural language specification of a system 1s
stored 1n a computer memory. Syntactic structure 1s extracted
from the natural language specification of a system. The
syntactic structure represents a set of at least one syntactic
subject. A first mapping 1s created between a predetermined
set of the at least one syntactic subject and respective meta-
model elements for a system modeling meta-model language.
At least one of the meta-model elements 1s constructed in
accordance with the mapping for each identified syntactic
subject. The created meta-model structural elements are cre-
ated for conversion 1into a model of the system.

Another embodiment provides an apparatus for extracting
a system modeling meta-model language model for a system
from a natural language specification of the system. The
syntactic structure 1s extracted from a natural language speci-
fication of a system. The syntactic structure represents a set of
at least one syntactic subject. A first mapping 1s created
between a predetermined set of the at least one syntactic
subject and respective meta-model elements for a system
modeling meta-model language. At least one meta-model
clement 1s created 1n accordance with the mapping for each
identified syntactic subject. The created meta-model struc-
tural elements are provided for conversion into a model of the
system.

A further embodiment provides a computer program prod-
uct for extracting a system modeling meta-model language
model for a system from a natural language specification of
the system. The computer program product comprises a com-
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2

puter readable storage medium having computer readable
program code embodied therewith. The computer readable
program code 1s configured to extract syntactic structure from
a natural language specification of a system. The syntactic
structure represents a set of at least one syntactic subject.
Computer readable program code 1s configured to create a
first mapping between a predetermined set of at least one
syntactic subject and respective meta-model elements for a
system modeling meta-model language. Computer readable
program code 1s configured to create at least one meta-model
clement in accordance with the mapping for each identified
syntactic subject. Computer readable program code 1s con-
figured to provide the created meta-model structural elements
for conversion 1nto a model of the system.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 1s a schematic illustration of a computer system
providing a modeling system provided by a modeling appli-
cation program;

FIG. 2 1s a schematic illustration of components of the
modeling application program of FIG. 1;

FIG. 3 1s a schematic illustration of a natural language
processing module of the modeling application program of
FIG. 2;

FIG. 4 1s a sample of a natural language functional speci-
fication for processing by the modeling application program
of FIG. 2.

FIG. 5 1s an ontology extracted from the natural language
functional specification of FIG. 4 by the natural language
processing module of FIG. 3 for the first sentence of the
functional specification of FIG. 4;

FIG. 6 1s a mapping table used in the modeling application
program of FIG. 2;

FIG. 7 1s a meta-model language model created from the
ontology of FIG. 5 1n accordance with the mapping table of
FIG. 4;

FIG. 8 1s a UML model created from the meta-model
language model of FIG. 7;

FI1G. 9 1s a flow chart illustrating the processing performed
by the natural language processing module of FIG. 3 when
extracting the ontology of FIG. §; and

FIG. 10 1s a flow chart illustrating the processing per-
formed by the modeling application program when creating a
meta-model language model from the ontology of FIG. 3.

DETAILED DESCRIPTION

As will be appreciated by one skilled 1n the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment or an embodiment combining software and
hardware aspects that may all generally be referred to herein
as a “circuit,” “module” or “system.” Furthermore, aspects of
the present invention may take the form of a computer pro-
gram product embodied 1n one or more computer readable
medium(s) having computer readable program code embod-
ied thereon.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor

system, apparatus, or device, or any suitable combination of
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the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
tollowing: an electrical connection having one or more wires,
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory ), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
store a program for use by or 1n connection with an instruction
execution system, apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that 1s not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or 1n connection with an mnstruction execution system,
apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
but not limited to wireless, wireline, optical fiber cable, RF,
etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written 1n any com-
bination of one or more programming languages, including
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone soiftware package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the of the present invention are described below
with reference to flowchart illustrations and/or block dia-
grams ol methods, apparatus (systems) and computer pro-
gram products according to embodiments of the invention. It
will be understood that each block of the flowchart illustra-
tions and/or block diagrams, and combinations of blocks in
the tlowchart illustrations and/or block diagrams, can be
implemented by computer program instructions. These com-
puter program instructions may be provided to a processor of
a general purpose computer, special purpose computer, or
other programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-

cessing apparatus, create means for implementing the func-
tions/acts specified in the flowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored in
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function 1n a particular manner, such that the instructions
stored 1n the computer readable medium produce an article of
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4

manufacture including instructions which implement the
function/act specified in the flowchart and/or block diagram
block or blocks

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the mstructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified 1n the flowchart
and/or block diagram block or blocks.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series ol operational steps to be per-
formed on the computer or other programmable apparatus to
produce a computer implemented process such that the
instructions which execute on the computer or other program-
mable apparatus provide steps for implementing the func-
tions/acts specified in the flowchart and/or block diagram
block or blocks.

The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block 1n the flowchart or block
diagrams may represent a module, segment, or portion of
code, which comprises one or more executable instructions
for implementing the specified logical function(s). It should
also be noted that, 1n some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, i1n fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality mvolved. It will also be
noted that each block of the block diagrams and/or tlowchart
illustration, and combinations of blocks in the block diagrams
and/or flowchart illustration, can be implemented by special
purpose hardware-based systems that perform the specified
functions or acts, or combinations of special purpose hard-
ware and computer 1nstructions.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
turther understood that the terms “comprises™ and/or “com-
prising,” when used 1n this specification, specily the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
clements, components, and/or groups thereof.

With reference to FIG. 1, a computer system 101 comprises
a computer 102 provided with an operating system 103. The
operating system 103 provides a platiorm for an application
program 1n the form of a modeling application program 104.
The modeling application program 104 1s arranged to input a
natural language specification such as a functional specifica-
tion (FS) 105 for a system and to create a conceptual model of
the system described 1n the FS 105 1n the form of a Unified
Modeling Language (UML) model 106.

With reference to FIG. 2, the modeling application pro-
gram comprises three main components in the form of a
natural language processing (NLP) module 201, a mapping
module 202 and a model creation module 203. The natural
language processing (NLP) module 201 1s arranged to mnput
the natural language FS 105 and extract syntactic and seman-
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tic data from the FS 105 and to output the extracted data in the
form of an ontology 204 for the FS 105. The processing
performed by the NLP module 201 1s described 1n further
detail below.

The ontology 204 1s mput to the mapping module 202,
which maps elements of the ontology 204 1into a meta-model
language for the output Unified Modeling Language (UML)
model 106. In the present embodiment, the meta-model lan-
guage 1s Ecore™ which 1s part of the Eclipse™ platiform
provided by the Eclipse™ Foundation, Inc. (Ecore, and
Eclipse are trademarks of the Eclipse Foundation, Inc.). The
mapping performed by the mapping module 202 1s performed
in accordance with a mapping table 2035, which provides
mappings between a predetermined set of syntactic and
semantic elements of the ontology 204, and structural ele-
ments and relations 1in the meta-model language. The output
of the mapping module 202 1s a model 206 of concepts from
the FS 105 defined in the meta-model language (MML). The
MML model 206 1s input to the model creation module 203
where 1t 1s converted mto a UML model of functional con-
cepts from the FS 105. The UML model 106 may then be used
for the manual or automatic creation of the system defined by
the FS 105. For example, if the FS 105 describes a software
system, the UML model may be used for the automated
production of the defined software system.

With reference to FIG. 3, the NLP module 201 comprises a
text normalization module 301, a primary semantic parser
302, a structural parser 303, a secondary semantic parser 304
and a thematic clustering module 305. These modules 301,
302, 303, 304, and 305 work together to extract respective
aspects of the ontology 204 from the FS 105. The text nor-
malization module 301 1s arranged to remove textual effects
from the FS 105, such as, capitalization, emboldening or
italicization and to expand abbreviations and acronyms so as
to convert the FS 105 1nto plain text 306. The text normaliza-
tion module 301 performs this conversion in accordance with
a set of rules 307 that define the textual effects that need to be
identified, and the process for converting such features into
plain text.

The FS 105, in plain text, 1s then mput to the primary
semantic parser 302, which uses a lexicon 308 to identily
relevant semantics for each word 1n the form of semantic
qualifiers or attributes. Each word 1n the plain text FS 105 1s
augmented with one or more tags comprising the relevant
identified semantic qualifiers and attributes. The lexicon 308
contains information relevant to the semantic interpretation
of all word types, such as nouns, verbs, adjectives and
adverbs. For example, the lexicon 308 1s arranged to distin-
guish between verbs that imply some activity in the form of an
action and aresult and verbs that indicate a state or ownership.
Thus the semantic parser 302 1s arranged to 1dentily dynamic
verbs, otherwise known as effective verbs, and distinguish
them from stative verbs (a verb which asserts that one of its
arguments has a particular property). In other words, quali-
tying verbs, such as, “to be,” “contain,” “involve,” and
“mmply,” are treated as attributes associated with a respective
noun and are distinguished from other verbs, such as, “to
send,” “to receive,” and “to modily,” that may affect other
concepts. For example, given the two phrases:

“The first component comprises four features.”

“The first component will contact the database.”

The verb “comprise” suggests a containment relationship,
whereas “contact” suggests an operation or activity. Thus, the
output (text items tagged with meaning 309) of the primary
semantic parser 302 1s a plain text FS 105 with each word
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6

tagged with 1ts meaning according to the lexicon 308. The
semantically tagged plain text FS (text items tagged with
meaning 309) 1s then 1nput to the structural parser 303.

The structural parser 303 1s arranged to analyze the syn-
tactic structure and relationships of its input 1n relation to a
grammar 310 defined as a set of grammar rules. Thus the
structural parser 303 1dentifies the syntactic function of each
word and, 1n addition, the syntactic relationships and asso-
ciations that may exist between given words and phrases. For
example, the grammar 310 provides rules for analyzing
actions so as to 1dentity the mitiator and recipient of an action
along with any intended goal or outcome of the action. Given
the following phrase 1n the FS 105:

“The process involves three components.”

The grammar rules are arranged to identily the syntactic

structures, shown 1n curly brackets, as follows:
{DEFINITE ARTICLE} the

{NOUN} {SUBJECT} process
[VERB) {3" PERSON SINGUL AR involves
INUMERICAL QUALIFIER } {CARDINAL} three

INOUN} {OBJECT} components

For example, the grammar rules 1dentily syntactic struc-
tures such as noun phrases or verb phrases along with com-
ponent and other syntactic elements such as nouns, verbs and
the subject and object of verbs or qualifiers. In the one
embodiment, the syntactic analysis also divides the syntactic
clements of a given sentence into a topic and related com-
ment. The topic commonly equates to the sentence or syntac-
tic subject and the comment to the sentence or syntactic
predicate, as 1s the case 1 the example above, which
becomes:

Topic:

{DEFINITE ARTICLE} the

{NOUN} {SUBJECT} process
Comment:

{VERB! {3 PERSON SINGULAR!} involves

INUMERICAL QUALIFIER } {CARDINAL} three

{NOUN} {OBIECT} components

In other examples, the topic may equate to a sentence
predicate and the comment to its subject.

In addition, the grammar rules 1dentily various types of
associations between elements such as containment, gener-
alization or requirement relationships. A containment rela-
tionship indicates that one entity comprises one or more other
entities. A generalization relationship indicates that a given
entity 1s an example of a group of entities having common
attributes. A requirement relationship indicates that an entity
1s a required part of another. From the example above, the
grammar rules would identify that the three components have
a containment relationship with the process, and, conversely,
the components have a requirement relationship with the
process. These relationships may be represented as follows:

component { CONTAINMENT!} process:

process {REQUIREMENT} component.
As noted above, the grammar rules are also arranged to 1den-
tify the imitiator and recipient of a given action and any objec-
tive of such an action. Given the following phrase 1n the FS
105:

“The first component must send requests to the second for

monitoring data.”

The grammar rules are arranged to identity that the first
component (componentl) mitiates an action (send request)
with a parameter (monitoring data) to the second component
(component?2).

This 1dentifies a relationship between the two components
and monitoring data, as well as 1dentifying an action between
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the components involving the monitoring data object. This
grammatical relationship may be represented as follows:

Send request {INITIATOR } component] ;
Send request {OBJECTIVE} monitoring data;
Send request {RECIPIENT} component?2.

Thus, the output (text 1items tagged with function and inter-
nal associations 311) of the structural parser 303 comprises a
representation of the content of the FS 1035 with the syntactic
structure, elements and relationships 1dentified by appropri-
ate tags.

The output (text items tagged with function and internal
associations 311) from the structural parser 303 1s input to the
secondary semantic parser 304. The secondary semantic
parser 304 1s arranged to identily anaphoric (instances of an
expression referring to another) references and then to per-
form deictic (of or relating to a word, the determination of
whose referent 1s dependent on the context 1n which it 1s said
or written ) expansion to resolve oblique, non self-explanatory
references in accordance with a set of rules 312. For example,
descriptive and declarative text commonly uses syntactic
mechanisms such as pronouns or qualifiers to avoid repeti-
tion, as 1n the following example:

“The process 1mvolves three components. It uses these to
check integrity. Each of them 1in turn comprises four
sub-components.”

The secondary semantic parser 304 1s arranged to 1dentify
the use of the pronouns “it,” “these,” and “them” and to
resolve or expand them to their respective appropriate noun
phrases. In the example above, “it” resolves to “the process™
and “these” and “them” are resolved to ““the three compo-
nents” 1n accordance with the appropnate rules 312.

The secondary semantic parser 304 1s further arranged to
perform an additional sub-process beyond what would nor-
mally be done in linguistic processing. Natural language
commonly uses total or partial synonymy where, for stylistic
reasons, a number of different noun phrases may be used to
refer to a common or partially common object. In other
words, partial or total overlap 1n meaming results from differ-
ent lexical items being used. Variability leveling 1s a process
for resolving such synonymy. Consider the following:

“There are three components for software, hardware and
interface management. These modules tulfill the follow-
ing functions.”

The terms “component,” “software (management),” “hard-
ware (management),” “interface (management)” and “mod-
ules” refer to the same concept. In addition, the relationship
between “component” and “software,” “hardware” and
“interface management” 1s clear. However, 1t 1s not mitially
clear whether these elements are subtypes of component or
whether they are the components for the system 1tself. The
variability leveling process performed by the secondary
semantic parser 304 1s arranged to resolve this ambiguity with
reference to the entire FS 105. The secondary semantic parser
304 initially retains all of the noun phrases (component, soit-
ware management, hardware management and interface man-
agement). If, by the end of the document, “component™ 1s
associated with no other concepts, it 1s flagged for possible
deletion.

The remaining noun phrases (software management, hard-
ware management and 1nterface management) are then pro-
cessed to establish whether they share any associated terms,
such as features they contain or operations they perform. If
they share any such features or operations, then they are
associated with the generic term “component” and marked as
subtypes of that generic term. Otherwise, the generic term
“component” already flagged for suppression 1s removed.
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Thus the output (expanded deictic references, resolved syn-
onymy and variability leveling 313) of the secondary seman-
tic parser 304 comprises expanded anaphoric and deictic
references and resolved synonymy with variability leveling.

The final stage of the NLP module 201 is the thematic
clustering module 305, which 1s arranged to take the cumu-
lative output of the previous stages. Using the semantic tags
added by the primary semantic parser 302, common semantic
themes are identified 1n the terms of the ontology 204 and
tagged with theme identifiers so as to distinguish each such
identified group. The thematic clustering 1s performed 1n
accordance with a set of rules 314. The output of the thematic
clustering module 305 1s a set of tags (thematically tagged
terms 315) associated with the terms of the ontology that
umquely 1dentifies terms common to each of the identified
themes.

FIG. 4 shows the first three paragraphs of an example
functional specification 105 for a computerized booking sys-
tem suitable for input to the NLP module 201. FIG. 5 shows
the extracted ontology 204 for the first sentence of the FS 1035
shown 1n bold 1n FI1G. 4. The ontology 204 comprises a set of
syntactic elements arranged hierarchically and each enclosed
between syntactic start and end labels 1n the form of a syn-
tactic label enclosed 1n angled brackets (<syntactic label>)
and angled brackets enclosing a forward slash preceding the
syntactic label (</syntactic label>), respectively. The hierar-
chy 1s primarily divided 1nto topic and comment sections that,
for example, may equate to the sentence subject and predi-
cate. Within each primary division, further syntactic elements
such as noun phrases, verb phrases, prepositional phrases and
their respective syntactic components are arranged hierarchi-
cally 1n accordance with the grammar 310, and labeled
accordingly. The surface structure, that 1s, the words them-
selves from the FS 103 are denoted by bold type adjacent to
their respective syntactic labels. Where applicable, the
semantic tags mnserted by the primary semantic parser 302 1n
accordance with the lexicon 308 follow the respective surface
structure and are denoted with curly brackets ({ }). In FIG. 5,
the noun components are associated with attributes, that 1s,
related terms or characteristics. In programming terms, these
equate to the parameters of a function or method call. In text
analysis, these are nouns commonly used to describe or
expand the head noun itself either in other sections of the
functional specification or within the semantic definition sup-
plied in the lexicon 308. For the ontology of FI1G. 5, following
common practice for mark-up languages, attributes are listed
within the noun tags.

As noted above, the mapping module 202 1s arranged to
map elements from the extracted ontology 204 into an MML
model 206 1n accordance with the mapping table 205. FIG. 6
shows an example of the mapping table 205, which, 1n one
embodiment, 1s arranged to map English natural language
clements from the ontology 204 to a meta-model language
(MML) 1n the form of, for example, Ecore concepts. Each
identified noun or noun phrase 1s mapped to an EClass, which
1s equivalent to a UML Class. Any semantic qualifier, feature
or complement for a given noun or noun phrase 1s added to the
appropriate EClass as an EAttribute, which 1s equivalent to a
UML Attribute. Each identified verb or verb phrase, which 1s
also defined 1n 1ts associated semantics as passive, 1s mapped
as an EReference between the relevant classes created for the
subject and object of the verb as defined 1n the syntax. Simi-
larly, contamnment, requirement and generalization
({Is_Type}) relationships identified by semantic tags are
added as EReferences between the relevant EClasses. Con-
tinuing the containment/requirement example above, both the
relevant nouns are mapped to EClasses as follows:
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EClass: process
EClass: component

The containment/requirement relationship would then be
mapped as EReferences between those two EClasses as fol-
lows:

EClass: process
EReference: type: component 1s containment=yes

EClass: component

EReference: type: process 1s containment=no

Where a verb or verb phrase 1s defined 1n its associated
semantics as active and effective, 1t 1s mapped to an EOpera-
tion for the relevant EClass. The surface structure, that is, the
words of the actual FS 105 are used as the EName for the
relevant Ecore structure. In summary, in the present embodi-
ment, noun phrases are mapped to EClasses, intransitive/
passive verb phrases are mapped to EReferences and transi-
tive verbs that generate a result (effective) are mapped to
EOperations for the EClass semantically identified as the
initiator of the action. Containment, requirement and gener-
alization relationships are mapped to appropriately direc-
tional EReferences, the directionality 1s determined from the
associated semantics.

FI1G. 7 shows the MML model 206 created for the whole
sample FS 105 of FIG. 4, which describes the created Ecore
structures. The MML model may be manually processed to
produce a UML model diagram. In one embodiment, the

MML model 206 1s passed to the model creation module 203
for automatic conversion into the UML model 106. FIG. 8
shows the UML model 106 produced for the FS 105 from the
MML model 206 of FIG. 7. The UML model comprises a first
class 801 created from the noun phrase “booking (system)”
and a second class 802 created from the noun phrase “order
entry”. The relationship 803 between the Classes 801 and 802
comprises an association resulting from the verb phrase “is
accessed.” Each of the classes 801 and 802 are populated with
the relevant attributes from their respective noun phrases in
the ontology 204. Thus, the first two classes 801, 802 and their
relationship are derived from the first sentence of the FS 105
and correspond to the extracted ontology 204 of FIG. 5. The
analysis of the remaining sentences of the FS 105 produces
three further classes in the form of a “Passenger” class 804,
“Individual” class 803 and “Party” class 806. The “Passen-
ger’” class 804 1s associated with the “Booking™ class 801. The
“Individual” class 805 and “Party” class 806 are identified as
generalizations to the “Passenger” class 804. Each of the
classes 801, 802, 804, 805, and 806 comprises a number of
attributes 807. In addition, the “Booking” class 801 and the
“Passenger” class 804 each comprise operations 808 and 809,
respectively. For example, the “cancel” and “confirm”™ opera-
tions 808 are derived from the corresponding transitive verbs
in the second sentence of the second paragraph of the FS 105

shown FI1G. 4.

The processing performed by the NLP module 201 will
now be described with reference to the tlow chart of F1G. 9. At
step 901, processing 1s mnitiated 1n response to the start-up of
the modeling application program 104 and then moves to step
902. At step 902, the FS 105 1s input and processing moves to
step 903. At step 903, the text of the FS 103 1s normalized as
described above, and processing moves to step 904. At step
904, the primary semantic parse of the FS 105 1s performed 1n
accordance with the lexicon 308 to add relevant semantic
tags. The result of this processing step on the first sentence of

the FS 105 1s as follows:
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The //+{DEFINITE } +{UNKNOWN ANTECEDENT}

booking system //+{ADMIN }+{AUTOMATION }+
ISALES}

is //+{TO BE}+{PASSIVE}

accessed //+{ENTRY }+{RECIPIENT}

via //+{MEANS }+{OBJECT}

the //+{DEFINITE } + {UNKNOWN ANT.

order //+{SALES}+{RECORD}

entry //+{ENTRY }+{RECIPIENT}

application //+{MEANS } +{AGENT}

From step 904 processing then moves to step 905 where the
structural parsing 1s performed in accordance with the gram-
mar 310 so as to tag the lexical items of the FS 105 and to
identily any internal association as follows:

TOPIC (NP({DEF ARTICLE} (the) {COMPOUND

NOUN} (booking system))

COMMENT (VP(V{PASSIVE} (is accessed
PP({PREPOSITION} via {DEFINITE ARTICLE}
(the) {COMPOUND NOUN} (order entry applica-
tion)))

ASSOCIATION: “booking system™ < > “order entry appli-
cation” “booking system” {RECIPIENT} “order entry
application” “order entry application” {AGENT}
“booking system”™

Processing then moves to step 906 where the second
semantic parse of the FS 1s performed by the secondary
semantic parser 304 1n accordance with the rules 312 so as to
expand anaphoric and deictic references and resolve syn-
onymy for variability leveling. Examples of such resolutions
of deictic references in the first paragraph and synonymy 1n
the first and second paragraphs of the FS 105 are as follows:

the—referent “booking system™

this—referent “order entry application”

information—referent “the destination”+“the price”+
“special conditions™

Processing then moves to step 907 where the semantic tags
inserted by the primary semantic parser 302 are analyzed to
identily any common semantic themes between the terms 1n
the emerging ontology 204, and any such 1dentified themes
are labeled as associations or semantic containment relation-
ships as follows:

<[booking system] associated with [order entry applica-
tion|>

<[booking system] details contained [{date, number of
passengers, whether paid}|>

In the above example, the “details contained” association
identifies features that could be interpreted either as attributes
of their respective head noun, that 1s “booking system”, or as
separate classes with a containment relationship from the
head noun. As described further below, the mapping module
202 1s arranged to use this semantic clustering data to deter-
mine 11 any of the “details contained™ entries are associated
with any other objects in the ontology. If so, they will be
modeled as classes 1n their own right. If an entry has no other
associations, 1t will become an attribute of the respective head
noun class. Processing then moves to step 908 where the
extracted ontology 1s passed to the mapping module 202 for
turther processing and ends at step 909.

The processing performed by the mapping module 202
when mapping a recerved ontology 204 to a MML model 206
will now be described 1n further detail with reference to the
flow chart of FIG. 10. Processing 1s mitiated at step 1001 1n
response to the start-up of the modeling application program
104 and processing moves to step 1002. At step 1002, the
ontology 204 1s input and processing moves to step 1003. At
step 1003, each noun phrase 1n the ontology 1s 1dentified and
processing moves to step 1004. At step 1004, a corresponding
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EClass 1s created for each 1dentified noun phrase and process-
ing moves to step 10035. At step 1005, the relevant features for
cach new EClass are 1dentified from the ontology in accor-
dance with the mapping table 205. In addition, the mapping
module 202 1s arranged to use the semantic clustering data to
determine 11 any of the “details contained™ entries are asso-
ciated with any other objects 1n the ontology. If so anew class
1s created for the relevant detail entry along with a contain-
ment relationship to 1ts associated class. If a detail entry has
no other associations, i1t 1s provided as an attribute for its
associated class. Processing then moves to step 1006 where
cach new EClass 1s populated with the identified features and
processing moves to step 1007.

Atstep 1007, any turther relationships 1n the ontology 204,
such as verb phrases, relevant to the created EClasses are
identified 1n accordance with the mapping table 205. ERet-
erences or EOperations are created for the relevant EClasses
for the 1dentified relationships 1n accordance with the map-
ping table 205 and as determined by the specified semantics
of each given relationship. Processing then moves to step
1008 where any semantic theme clusters 1n the ontology 204
are 1dentified and processing moves to step 1009. At step
1009, the 1dentified semantic clusters are transferred to the
MML model 206 by tagging the relevant EClasses with
appropriate identifiers. FIG. 7 shows the MML model 206
produced for the extracted ontology 204 of FIG. 5. Processing,
then moves to step 1010 where the MML model 206 1s passed
to the model creation module 203 for conversion into the
relevant UML model 106. FIG. 8 shows a fragment of the
UML model 105 produced for the extracted ontology 204 of
FIG. 5. Processing then ends at step 1011.

As will be understood by those skilled 1n the art, the ontol-
ogy data that 1s extracted from the natural language text is
determined by the lexicon, grammar and other rules used by
the NLP module and, as such, may be modified to suit a
particular application. Diflerent sets of data may be extracted
from the natural language and presented 1n the ontology for
use by the modeling application program. Not all features
identified 1n a given ontology may be mapped into MML
model.

The corresponding structures, materials, acts, and equiva-
lents of all elements in the claims below are intended to
include any structure, material, or act for performing the
function 1n combination with other claimed elements as spe-
cifically claimed. The description of the present invention has
been presented for purposes of illustration and description,
but 1s not intended to be exhaustive or limited to the invention
in the form disclosed. Many modifications and variations will
be apparent to those of ordinary skill in the art without depart-
ing irom the scope and spirit of the mvention. The embodi-
ment was chosen and described 1n order to best explain the
principles of the invention and the practical application, and
to enable others of ordinary skill 1n the art to understand the
invention for various embodiments with various modifica-
tions as are suited to the particular use contemplated.

Having thus described the mvention of the present appli-
cation in detail and by reference to embodiments thereot, 1t
will be apparent that modifications and variations are possible
without departing from the scope of the invention defined in
the appended claims.

What 1s claimed 1s:

1. A method for extracting a system modeling meta-model
language model for a system from a natural language speci-
fication of the system, comprising:

storing a natural language specification of a system 1n a

computer memory;
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extracting, with a computer processor, syntactic structure
from said natural language specification of a system,
said syntactic structure representing a set of at least one
syntactic subject;

creating, with said computer processor, a first mapping

between a predetermined said set of at least one syntac-
tic subject and respective meta-model elements for a
system modeling meta-model language, wherein said
set of at least one syntactic subject comprises a noun
phrase and said first mapping comprises a mapping of a
respective noun phrase to said respective meta-model
elements;

extracting, with said computer processor, further syntactic

structure representing a set of at least one syntactic
predicate corresponding to each of said set of at least one
syntactic subject;

creating, with said computer processor, a second mapping,

between a predetermined set of at least one syntactic
predicate and respective meta-model associations for
sald meta-model elements;

creating, with said computer processor, at least one respec-

tive meta-model relation for each corresponding meta-
model elements 1n accordance with any corresponding
syntactic predicate identified 1n said extracted further
syntactic structure;

creating, with said computer processor, at least one of said

respective meta-model elements 1n accordance with said
first mapping for each identified said set of at least one
syntactic subject;

extracting, with said computer processor, at least one

semantic element from said natural language specifica-
tion;

when a semantic element associated with a given predicate

indicates that said given predicate i1s passive, a verb
phrase from said given passive predicate 1s mapped, with
said computer processor, as a meta-model reference
between said meta-model elements for a corresponding
subject and said meta-model elements for a correspond-
ing object of said verb phrase, wherein a set of semantic
clements comprises a set of optional semantic elements
associated with said at least one of said subject or said
object, which are mapped, with said computer proces-
sor, as at least one attribute of said corresponding meta-
model elements;

when said given predicate 1s active, a verb phrase from said

given active predicate 1s mapped, with said computer
processor, to a meta-model operation for said meta-
model elements corresponding to said subject;

said set of semantic elements comprises a set of optional

semantic elements associated with said at least one of
said subject or said object, which are mapped, with said
computer processor, as at least one attribute of said
corresponding meta-model elements, and thematic clus-
ter data arranged to 1dentily common semantic themes 1s
determined from said set of optional semantic elements
and transferred to said created at least one of said respec-
tive meta-model elements so as to enable the 1dentifica-
tion of said common semantic themes 1n said model of
said system; and

converting, with said computer processor, said created at

least one of said respective meta-model elements 1nto a
model of said system.

2. A method according to claim 1, when said syntactic
predicate comprises said noun phrase, said respective noun
phrase 1s mapped, with said computer processor, to a further
meta-model element 1n accordance with said first mapping.
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3. A method according to claim 2 1n which said further
meta-model element are comprises meta-model classes.

4. A method according to claim 1 1n which surface structure
clements associated with each element of said syntactic struc-
ture or relation are transierred as labels for said corresponding,
meta-model elements or relationships.

5. A method according to claim 4 in which said extraction
ol said at least one semantic element comprises a varability
leveling process for resolving semantic synonymy.

6. A method according to claim 5 1n which said model 1s
created using the Unified Modeling Language (UML).

7. A method according to claim 6 1n which said meta-model
language 1s Ecore.

8. A method according to claim 7 1n which said natural

language specification of a system 1s a high level functional
specification (HLFES).

9. An apparatus for extracting a system modeling meta-
model language model for a system from a natural language
specification of the system, comprising;

a processor; and

memory connected to the processor, wherein the memory

1s encoded with instructions and wherein the instruc-
tions when executed comprise:
instructions for storing a natural language specification of
a system:;

instructions for extracting syntactic structure from said
natural language specification of a system, said syntactic
structure representing a set of at least one syntactic sub-
ject;
instructions for creating a first mapping between a prede-
termined said set of at least one syntactic subject and
respective meta-model elements for a system modeling
meta-model language, wherein said set of at least one
syntactic subject comprises a noun phrase and said first
mapping comprises a mapping of a respective noun
phrase to said respective meta-model elements;

instructions for extracting further syntactic structure rep-
resenting a set of at least one syntactic predicate corre-
sponding to each of said at least one syntactic subject;

instructions for creating a second mapping between a pre-
determined set of said at least one syntactic predicate
and respective meta-model associations for said meta-
model elements;
instructions for creating at least one respective meta-model
relation for each corresponding meta-model elements 1in
accordance with any corresponding syntactic predicate
identified 1n said extracted further syntactic structure;

instructions for creating at least one of said respective
meta-model elements 1n accordance with said first map-
ping for each i1dentified said set of at least one syntactic
subject;

instructions for extracting at least one semantic element

from said natural language specification;

when a semantic element associated with a given predicate

indicates that said given predicate 1s passive, mstruc-
tions for mapping a verb phrase from said given passive
predicate as a meta-model reference between said meta-
model elements for said corresponding subject and said
meta-model elements for a corresponding object of said
verb phrase, wherein a set of semantic elements com-
prises a set of optional semantic elements associated
with said at least one of said subject or said object are
mapped as at least one attribute of said corresponding
meta-model elements;

when said given predicate 1s active, 1mstructions for map-

ping a verb phrase from said given active predicate to a
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meta-model operation for said meta-model elements
corresponding to said subject;
instructions for mapping said set of semantic elements,
comprising a set of optional semantic elements associ-
ated with said at least one of said subject or said object,
as at least one attribute of said corresponding meta-
model elements, and thematic cluster data arranged to
identily common semantic themes 1s determined from
said set of optional semantic elements and transferred to
said created at least one of said respective meta-model
clements so as to enable the 1dentification of said com-
mon semantic themes 1n said model of said system; and

instructions for converting said created at least one of said
respective meta-model elements mnto a model of said
system.

10. An apparatus according to claim 9, wherein when said
predicate comprises said noun phrase, said respective noun
phrase 1s mapped to a further meta-model element 1n accor-
dance with said first mapping.

11. An apparatus according to claim 10, wherein said meta-
model elements are meta-model classes.

12. An apparatus according to claim 9 1n which surface
structure elements associated with each element of said syn-
tactic structure or relation are transferred as labels for said
corresponding meta-model elements or relationships.

13. An apparatus according to claim 12 in which said
extraction of said at least one semantic element comprises a
variability leveling process for resolving semantic synonymy.

14. An apparatus according to claim 13 in which said
model 1s created using the Unified Modeling Language
(UML).

15. An apparatus according to claam 14 i1n which said
meta-model language 1s Ecore.

16. An apparatus according to claim 15 i1n which said
natural language specification of a system 1s a high level
functional specification (HLFES).

17. A computer program product for extracting a system
modeling meta-model language model for a system from a
natural language specification of the system, the computer
program product comprising a computer readable storage
medium having computer readable program code embodied
therewith, the computer readable program code comprising:

computer readable program code configured to store a

natural language specification of a system;

computer readable program code configured to extract syn-

tactic structure from said natural language specification
of a system, said syntactic structure representing a set of
at least one syntactic subject;

computer readable program code configured to create a

first mapping between a predetermined said set of at
least one syntactic subject and respective meta-model
clements for a system modeling meta-model language,
wherein said set of at least one syntactic subject com-
prises a noun phrase and said first mapping comprises a
mapping of a respective noun phrase to said respective
meta-model elements;

computer readable program code configured to extract fur-

ther syntactic structure representing a set of at least one
syntactic predicate corresponding to each of said at least
one syntactic subject;

computer readable program code configured to create a

second mapping between a predetermined set of said at
least one syntactic predicate and respective meta-model
associations for said meta-model elements:

computer readable program code configured to create at

least one respective meta-model relation for each corre-
sponding meta-model elements 1n accordance with any
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corresponding syntactic predicate identified in said
extracted further syntactic structure;

computer readable program code configured to create at
least one of said respective meta-model elements 1n
accordance with said first mapping for each i1dentified
said set of at least one syntactic subject;

computer readable program code configured to extract at
least one semantic element from said natural language
specification;

when a semantic element associated with a given predicate
indicates that said given predicate 1s passive, computer
readable program code configured to map a verb phrase
from said given passive predicate as a meta-model ret-
erence between said meta-model elements for a corre-
sponding subject and said meta-model elements for a
corresponding object of said verb phrase, wherein a set
of semantic elements comprises a set of optional seman-
tic elements associated with said at least one of said
subject or said object are mapped as at least one attribute
of said corresponding meta-model elements;

when said given predicate 1s active, computer readable
program code configured to map a verb phrase from said
given active predicate to a meta-model operation for said
meta-model elements corresponding to said subject;

computer readable program code configured to map said
set of semantic elements, comprising a set of optional
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semantic elements associated with said at least one of
said subject or said object, as at least one attribute of said
corresponding meta-model elements, and thematic clus-
ter data arranged to 1dentily common semantic themes 1s
determined from said set of optional semantic elements
and transferred to said created at least one of said respec-
tive meta-model elements so as to enable the 1dentifica-
tion of said common semantic themes 1n said model of
said system; and

computer readable program code configured to convert

said created at least one of said respective meta-model

clements 1nto a model of said system.
18. The computer program product according to claim 17,

wherein when said predicate comprises said noun phrase,

computer readable program code configured to map said
respective noun phrase to a further meta-model element in

accordance with said first mapping.

19. The computer program product according to claim 18,

wherein said meta-model elements are meta-model classes.

20. The computer program product according to claim 17,

computer readable program code configured to transier sur-
face structure elements associated with elements of said syn-
tactic structure or relation as labels for said corresponding
meta-model elements or relationships.
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