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DENTAL IMAGING USING SEGMENTATION
AND AN ARCH

RELATED APPLICATIONS

The present patent application 1s a continuation of U.S.
application Ser. No. 12/847,590, filed on Jul. 30, 2010, which
claims priority to U.S. Provisional Application No. 61/230,

411, filed on Jul. 31, 2009, the content of which i1s hereby
incorporated by reference.

BACKGROUND

The present invention relates to x-ray imaging. More par-
ticularly, embodiments of the invention relate to panoramic
imaging of the human mouth and similar structures.

X-rays have been used in dentistry to image teeth and parts
of the mouth for many years. In general, the process involves
generating x-rays and directing the x-rays at the patient’s
mouth. The x-rays are absorbed and reflected differently by
different parts of the mouth (e.g., bone versus tissue). This
difference 1n absorption 1s used to create an 1mage, such as on
film or by using an electronic image sensor. Individual images
ol specific areas of interest can be generated or, 11 a wider
perspective 1s desired, a panoramic 1mage can be created.
Often, a computer tomography (“CT”") system 1s used to
generate a panoramic 1image. In a typical dental CT system,
the patient sits upright, and the x-ray source and detector are
mounted on opposite ends of a gantry that rotates about a
vertical axis through the middle of the patient’s head. In
general, a panoramic 1image of the jaw depicts the jaw as 11 1t
were 1imaged onto a cylindrical sheet with the axis of the sheet
upright, and as if the sheet were then unrolled 1nto a flat form.

SUMMARY

Although a number of technologies designed to generate
panoramic 1mages of the mouth exist, there are a number of
deficiencies with these technologies. For example, since the
1aw 1s not cylindrical, certain distortions and inaccuracies
occur 1n a panoramic 1mage created using many known tech-
nologies. In addition, image quality in many currently avail-
able systems 1s less than desired because, among other things,
the panoramic 1mages fail to provide an image in which the
anterior front teeth, side teeth, sinus floor, and nerve canal
appear clearly and 1n a manner that closely resembles the
actual anatomy of the individual of whom the 1image 1s being
taken. For example, some prior panoramic systems produce
images with concaved front and hidden mandibular condyles.

Embodiments of the mvention provide, among other
things, a four-step process 1s used to generate an 1mage having,
a more realistic depiction of actual anatomy than at least some
prior-art devices. The first part of the process ivolves seg-
mentation and visualization of the jaw (or bone) from other
parts (flesh, gums, and the like) of the image. The first part of
the process uses a “region growing algorithm.” In a second
part of the process, a detection o the jaw arch 1s carried out by
separating image data 1nto slices and applying a curve-fitting
technique. In a third part of the process, information regard-
ing the jaw arch 1s used to detect a master arch. Finally, in a
fourth part of the process, a panoramic 1mage 1s generated
using the master arch and rendering geometry.

The mvention also provides a method for generating a
panoramic x-ray image. The method includes obtaining, with
an x-ray detector, volumetric x-ray image data having a first
plurality of slices, segmenting, with a computer, the x-ray
image data into a first portion above a vertical threshold and
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2

a second portion below the vertical threshold, and separating
the second portion mto a second plurality of slices. The
method further includes generating a plurality of curves for
cach slice in the second plurality of slices, generating a master
arch for the second plurality of slices, and generating a pan-
oramic 1mage based on the master arch.

In addition, the mnvention provides a panoramic X-ray sys-
tem with enhanced 1mage quality. The system comprises a
gantry, an x-ray source mounted on the gantry, an x-ray-
detector mounted opposite the x-ray source on the gantry, and
a computer that receives volumetric image data from the x-ray
detector. The computer segments the image data into a first
portion above a vertical threshold and a second portion below
the vertical threshold, separates the second portion of data
into a plurality of slices, generates a plurality of curves for
cach slice of the plurality of slices, generates a master arch for
the plurality of slices, and generates a panoramic image based
on the master arch.

The invention further provides a method of generating jaw
image data. The method comprises obtaining, with an x-ray
detector, volumetric x-ray image data including a plurality of
slices, each slice having a plurality of voxel values. The
method turther comprises selecting, with a computer, a sag-
ittal slice from the volumetric 1image data, and iteratively
checking, with a computer, voxel values in the sagittal slice.
The method further comprises seeding each slice in the plu-
rality of slices, performing region growing, generating a set of
images based on the region growing, and generating a three-
dimensional image based on the set of 1mages.

Other aspects of the mvention will become apparent by
consideration of the detailed description and accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an illustration of a dental x-ray system for gener-
ating a panoramic X-ray image.

FIG. 2 1s a flow chart illustrating a jaw segmentation and
visualization process performed by the system shown in FIG.
1.

FIG. 3 1s a flow chart 1llustrating an automatic jaw arch
detection process performed by the system shown in FIG. 1.

FIG. 4 1s a flow chart illustrating a master arch detection
process performed by the system shown in FIG. 1.

FIG. 5 1s a tlow chart 1llustrating a panoramic 1image recon-
struction process performed by the system shown in FIG. 1.

FIG. 6 1s a flow chart illustrating the detail steps of the
automatic jaw arch detection process of FIG. 2 1n greater
detaul.

FIG. 7 1s a flow chart illustrating the detail steps of the
automatic jaw arch detection process of FIG. 3 in greater
detail.

FIG. 8 1s a flow chart illustrating the detail steps of the
master arch detection process of FIG. 4 and the panoramic
image reconstruction process of FIG. 5 1n greater detail.

DETAILED DESCRIPTION

Betfore any embodiments of the invention are explained in
detail, 1t 1s to be understood that the invention 1s not limited in
its application to the details of construction and the arrange-
ment of components set forth in the following description or
illustrated in the following drawings. The invention i1s capable
of other embodiments and of being practiced or of being
carried out 1n various ways.

Referring to the drawings, and initially to FIG. 1, one form
of a tomographic apparatus according to an embodiment of



US 8,548,120 B2

3

the invention, indicated generally by the reference numeral
10, includes a scanner 12 and a computer 14. The computer 14
has various 1nput and output devices such as a keyboard 16, a
cursor-control device (e.g., amouse) and a monitor or display
20. The scanner 12 includes a source of x-rays 22, an x-ray
detector or sensor 26, and a chair or seat 28. In the embodi-
ment shown, the scanner 12 1s arranged to image the head, or
part of the head, of a human patient P, especially the jaws and
teeth of the patient. The scanner also includes a rest or
restrainer 32 to support the patient’s head and face. The x-ray
source 22 and sensor 26 are mounted on a rotating carrier or
gantry 34 so as to circle round the patient’s head, while
remaining aligned with one another (opposite from one
another). When the x-ray source 1s activated, 1t generates a
stream of X-rays. When a patient 1s properly positioned 1n the
seat 28 and restrainer 32, the x-rays (or at least some x-rays)
pass through the patient’s head and the sensor 26 generates
x-ray images ol the patient’s head. Numerous images are
generated as the source 22 and sensor 26 rotate around the
patient’s head. The computer 14 recerves the x-ray image data
from the scanner 12 and, as 1s discussed below, generates a
panoramic 1image based on the captured image data.

As noted above, prior systems often produce panoramic
images that are distorted or inaccurate. One objective of the
invention 1s to provide a panoramic 1mage that more accu-
rately depicts the entire jaw denture structure, including the
teeth, sinus floor, and mandibular condyles. Images generated
using embodiments of the invention exhibit an anatomic
structure si1ze 1n aratio of 1:1 that 1s uniformly proportional to
the panoramic image from visualization and spatial-measure-
ment perspectives.

FIGS. 2 through 5 show, in a general manner, an 1mage
generation process carried out by embodiments of the mven-
tion. The process 1s performed by the computer 14 based on
image data, having plurality of slices, received from the scan-
ner 12 (a volumetric x-ray image data set or a portion of a
volumetric data set). Generally, the computer 14 1s pro-
grammed with software designed to carry out the processes
outlined below. It should be noted that embodiments of the
invention could also be implemented using application-spe-
cific hardware or a combination of application-specific hard-
ware and software running on programmable devices. As
shown 1n FIG. 2, the first overall step 1n the process includes
jaw segmentation and visualization. Image data 50 from the
sensor 26 1s processed by performing vertical separation (step

52)to separate or divide the image data into two portions: data
below a vertical threshold and data above the vertical thresh-
old. Divided data 54 (which includes data related to both soft
tissue and hard tissue (e.g., bone)) 1s then processed (step 56)
to separate soit tissue from hard tissue to produce jaw 1mage
data 58. As shown 1n FIG. 3, the jaw 1image data 58 1s sepa-
rated 1nto slices 64 (step 62), and the slices 64 are modified
using curve-fitting (step 72). The curve fitting generates three
curves for each slice: an outer curve 74, inner curve 76, and
central curve 78. These steps are performed by an automatic
jaw arch detection process. As shown 1n FIG. 4, the curves
74-78 are used 1n a master arch detection process (step 85),
which generates a master arch 90. As shown in FIG. 5, the
master arch 90 1s used 1n a panoramic 1mage reconstruction
process (step 96) to generate a panoramic 1mage 100. Addi-
tional details of the process illustrated in FIGS. 2 through 5
are provided below.

FI1G. 6 provides additional information regarding the seg-
mentation and visualization process of FIG. 2. As shown in
FIG. 6, 1mage data 1s obtained (step 102) (i.e., the image data
50) and segmentation i1s achieved by detecting the hard palate
in the patient’s jaw (step 104). The purpose of hard palate

10

15

20

25

30

35

40

45

50

55

60

65

4

detection 1s to separate the anatomy of interest to a dentist (or
other medical professional) from other parts of the head.
Typically, the areas of interest include the mandible, man-
dibular condyles, maxilla, teeth, teeth apices, nerve canal
paths, and sinus floor. Except for the mandibular condyles and
sinus tloor, the tissue and parts of the head located above the
hard palate are typically not of iterest to a dentist.

To detect the hard palate, the middle sagittal slice of image
data 1s selected. Iterative checking of voxels 1n this slice of
data 1s then used to determine the position of the hard palate
(which 1s, of course, 1n general terms, an anatomical feature).
The analysis of the data 1s impacted by anumber of conditions
including the presence of metal artifacts 1n the subject’s teeth
(e.g., lillings 1n cavities, braces, etc.), the upper space fosse,
the lower hyoid, and the curvature of the hard palate.

In particular, the interactive voxel checking process checks
voxel values starting from the right half of the middle sagittal
slice. The check begins at the bottom of the sagittal slice and
moves upward (in the vertical direction) and determines
whether the voxel intensity values correspond to values asso-
ciated with the hard palate or other anatomical features. A
check 1s also performed to see if the values correspond to
possible metal artifacts.

Once a voxel 1s determined (or verified) to be on the hard
palate (understanding that that the hard palate 1s not a simple
horizontal plane), a vertical level located a predetermined
distance (e.g., 5 mm) below the vertical level of the verified
voxel 1s selected as the separation level.

In a supplemental step, 11 the calculated value of the hard
palate deviates from the average empirical value of the height
of hard palate by more than a predetermined amount (e.g. few
millimeters), a level below an empirical value of the hard
palate (e.g., 5 mm below the empirical value) 1s selected as the
separation level. In the particular embodiment described, the
determined hard palate 1s used to divide or separate the ana-
tomic features of interest from those portions of the head that
are not of interest (step 106). Since most dental features are
located below the hard palate, the output of this portion of the
process 1s the dataset representing the image data below the
separation level (or hard palate).

Once detection of the hard palate has occurred and the
anatomy of interest has been separated from other anatomy
(using the hard palate as a dividing line) (step 106), automatic
seeding 1s performed as part of the overall process of sepa-
rating the jaw (or bone) from soft tissue (step 108). (As should
be understood, although the expression “separating bone
from tissue” (or similar expressions) 1s (are) used, the image
data 1s being separated or categorized as either data that
represents bone or data that represents tissue.) The seeding 1s
performed 1n a manner that accounts, at least 1in part, for
challenges associated with distinguishing bone from tissue
due to voids or gaps that may be present in or around the teeth.
In addition, the seeding process also helps account for other
areas of low density that may exist inside the mandible and
maxilla (e.g., pockets of air or liquid).

To achieve segmentation where all or nearly all of the hard
tissues or anatomical parts are separated from soit tissues (or
parts), a multi-thread seeding technique 1s employed (step
110). The multi-thread seeding technique involves applying a
two-dimensional grid net over the upper portion of each
image slice. If an 1mage point that overlaps with the grid net
has an intensity higher than a predetermined amount (e.g.,
900), the image point 1s selected as (or assumed to be) a bone
point and put into the set of seeding points. The bone point
selection process 1s performed from the top left to right across
the 1image and moves from point to point with a predeter-
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mined gap (e.g., 3 mm). In one particular implementation, the
total number of selected points 1s limited to a predetermined
amount (e.g., 20).

Once bone points are selected, they are processed staring,
from the bottom slice that contains at least one bone point
(1.e., a point with an intensity of a predetermined amount) and
going up slice by slice (once a single bone point 1s found). If
the last selected point on the current slice 1s far away from the
last selected point (e.g., more than few millimeters) on the
previous slice, then the selected points before the current slice
are discarded (1.e., removed from the set of bone points) and
the process restarts from the current slice. In this process, 11 no
bone points are present 1n the current slice, the next slice 1s
analyzed. Each image slice 1s processed until a predetermined
height (e.g., a height no higher than the separation level (or
hard palate)) 1s reached. After all the slices have been pro-
cessed 1n one direction, the process 1s then reversed and
performed 1n the opposite direction. Bone points detected or
determined in the reverse direction are added to the set of
seeding points. The number of the selected points for this
downward or reverse process 1s also limited to a predeter-
mined amount (e.g., 20). The total number of seeding points
(1.e., bone points) 1s limited (e.g., 40) and forms an ordered
set. To help achieve fast computation, an order of operations
1s obeyed 1n the region growing process (e.g., last in points are
processed first).

Once the seeding 1s complete, a region growing segmenta-
tion process or algorithm 1s employed (step 110). The seg-
mentation process determines whether the current point 1s a
point on the jaw bone. If the point being evaluated (1.e., the
current point) satisfies certain conditions, the point 1s classi-
fied as one to be included 1n the segmented volume.

After this classification, neighboring points on the same
slice (e.g., 8 points (front, back, left, right, front-left, front-
right, back-left, back-right)) and the two points above and
below the current point are analyzed. The analysis performed
1s referred to as a “region growing process.” Points within this
set of 10 points that satisty certain conditions are classified as
seeding points. These conditions include modified 1ntensity,
standard deviation, and anatomical locations. The analysis of
neighboring points 1s repeated for all of the seeding points.

As the process of classitying points in the segmented vol-
ume (1.e., the data representing the volume below the separa-
tion level or hard palate) occurs, the set of seeding points
dynamically changes. In other words, the points 1n the set
change during each cycle of the process because the points
already classified in the segmented volume are not put into the
set of seeding points again.

As should be apparent from the description above, the
process ol growing seeding points 1s a last-in, first-out pro-
cess. Also, 1t 1s a local-nested process that fits the region with
holes and gaps with multiple threads. The seeding process
helps ensure that all 1solated portions or bony portions with
holes are evaluated or judged and, as appropriate, classified as
bone or hard tissue.

The result or output of the multi-thread seeding and region
growing process 1s a set of binary images. In one embodi-
ment, “1s” 1n each 1image indicate voxels on the jaw and “0s™
in the 1mage indicate voxels off (or outside of) the jaw. As 1s
described below 1n greater detail, the binary image data 1s
processed further and ultimately used to produce a panoramic
image. However, and as an alternative, the binary images can
be used to render a three-dimensional 1mage of the jaw sepa-
rated from soft tissue (step 112) instead of or 1n addition to a
panoramic image.

Once the binary images are produced, the binary image
data 1s separated 1nto slices, (step 120 of FIG. 7). This process
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involves putting the three-dimensionally segmented binary
image data into a stack of binary, two-dimensional 1image
slices. Performing this process helps speed computations that
are performed 1n certain downstream steps.

After separating the binary image data into slices, an outer
arch detection process 1s performed (step 124). In particular,
the location o the outer arch in the segmented-volume, binary
data 1s detected or determined. Outer arch detection 1is
achieved by locating the envelope of the jaw 1n a two-dimen-
sional slice from the outside of the jaw arch.

In one embodiment, two distance metrics are employed for
outer arch boundary identification. One metric 1s the left
distance from the left-most edge of the 1image to the nearest
horizontal jaw bone, and the other metric 1s the right distance
from the right-most edge of the image to the nearest horizon-
tal jaw bone. Two parallel and combined procedures are per-
formed for the left-half of the jaw arch and the right-half of the
jaw arch. For the left-half of the jaw arch, the points with the
local minimum distances and the points with smaller left
distances than those immediately prior are considered bound-
ary points. A similar process 1s applied to the right half of the
jaw. The collection or set of these boundary points (1.e., the
points from the lett half and right half of the jaw) constitutes
the outer boundary of the jaw arch. To achieve a better esti-
mate of the jaw arch, a curvature-based interpolation o the set
ol boundary points 1s performed. More points are interpolated
in regions with a high or relatively high curvature. The
detected outer boundary points are ordered from small to
large of their corresponding radial angles related to the left
horizontal segment from the center of the image.

In addition to determining the location o the outer arch, the
location of the mner arch 1s determined (step 128). In one
embodiment, the iner arch boundary 1s detected by deter-
mining a fitting curve of the mner jaw arch 1 each two-
dimensional slice from the inside of the jaw arch. In one
embodiment, two distance metrics are employed for inner
arch boundary i1dentification. One metric 1s the left distance
from a middle vertical line of the 1image to the nearest hori-
zontal jaw bone, and the other metric 1s the right distance from
a middle vertical line of the 1image to the nearest horizontal
jaw bone. Two parallel and combined procedures are per-
tormed for the lett-half of the jaw arch and the right-haltf of the
jaw arch.

For the left-half of the jaw arch, the points with the local
minimum distances and the points with smaller left distances
than those points immediately prior are considered boundary
points (referred to as the “inner arch boundary point rule.”) A
similar process 1s performed for (or boundary point rule 1s
applied to) the right-half of the jaw arch. However, the inner
arch boundary rule 1s valid only 11 the jaw has one concave
shape at the very front region of the jaw. If the mnner shape of
the front jaw includes two concaves, the mner boundary
points for each such concave are collected. Determiming
whether one or two concaves exist 1s accomplished by check-
ing the voxels 1n the middle region of the line (or curve) for
their locations and intensity. The collection of the above
boundary points constitutes the inner boundary of the jaw
arch.

As was done with the outer arch, to achieve a better esti-
mate of the inner jaw arch, a curvature-based interpolation of
the set of boundary points 1s performed. More points are
interpolated in regions with a high or relatively high curva-
ture. The detected outer boundary points are ordered from
small to large of their corresponding radial angles related to
the left horizontal segment from the center of the image.

As shown 1n step 132 of FIG. 7, the inner and outer bound-
aries of the jaw arch (or inner and outer arches) are processed
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so to produce an outer curve, inner curve, and central curve
tor each slice. The inner and outer boundaries are smoothed 1n
three-dimensional shells formed by the boundaries them-
selves. The process helps eliminate scene discontinuity arti-
facts 1n the panoramic image (that 1s ultimately produced).

Boundary smoothing 1s performed in three-dimensions
instead of 1 two-dimensions. A three-dimensional, spatial,
lower-pass averaging filter 1s employed for the curve process-
ing to obtain new points for both the mner boundary and the
outer boundary. After smoothing of the inner and outer
boundaries, the central curve of the jaw arch (normally called
the location of the jaw arch) 1s obtained by averaging the inner
boundary points and the outer boundary points with the same
angles relative to the leit horizontal segment from the center
of the image. Points in pairs ol points from the inner boundary
and the outer boundary are arranged 1n a one-to-one ratio.

The smoothing process can also be referred to or charac-
terized as a curve-fitting process, since the purpose 1s to make
the mner and outer layers smooth enough to be seen as a
natural surface of a real object, even though the curve 1s
tformed artificially based on the detected outer and inner
curves.

As shown 1n step 136 1n FIG. 8, when the outer and 1nner
arches have been detected and boundary smoothing per-
formed, a master arch detection process 1s performed. One
goal of the master arch detection process 1s to find an arch
(central curve) on an axial slice which has the appearance of
a solid shape. Preferably, the selected arch resembles a solid
shape more than other axial arches in the slice of image data.
Through observation and empirical investigation, 1t was
determined that the slice containing a predetermined ana-
tomical feature 1s the slice from which to determine the mas-
ter arch. In particular, 1t has been determined that the slice
contaiming the front portion of the cement-enamel junction
(“CEJ”) curve 1s the best slice from which to select the master
arch. The master arch 1s roughly the longest curve 1n the slice
and, generally, has relatively solid inner and outer boundaries
that represent the typical shape of the jaw.

Determining the vertical level of the master arch from the
chosen slice 1s accomplished by analyzing a local maximum
protrusion of the front teeth. To find the local maximum front
protrusion, a loop search of the front teeth data 1s performed
to find the vertical level with the highest or largest level. If the
vertical level of the master arch (1.e., the maximum protru-
s1ion) cannot be found using this procedure, a “golden” divi-
s10n (1.€., based on golden arithmetic) between the separation
slice and the bottom slice containing the jaw bottom 1s per-
formed to obtain the master arch level. Empirical testing has
demonstrated that golden division works well for a database
of more than 500 datasets.

After 1t 1s detected, the master arch 1s processed by rear-
ranging the points on the master arch (step 140) so that it can
be used for a uniformly-spaced projection (step 144). The
projection 1s from the surface spanned by the master arch to
all the central curves (1.e., the central curve 1n each slice).

Prior to making the projections, 1n step 140, the two tails of
the master arch are processed so that they are positioned
towards (or aligned with) the left and right boundaries of the
master arch. The two tails are also extended until they touch
the 1image boundaries. The extension helps ensure that the
complete anatomies of all the other curves’ tails (bounded by
the master arch) are included (1n the end 1mage), because the
curves 1n the teeth region may be longer than the non-ex-
tended master arch. The points on the master arch are counted
to compute the length of the master arch. New evenly-spaced
points are then generated and substituted for the previously
existing points of the master arch. The number of new gen-
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erated points for the master arch 1s equal to the length of the
panoramic 1mage to be produced. The distance between all of
the neighboring points 1s one voxel wide.

Once the tails of the master arch are adjusted, orthogonal
projections from the master arch are made (step 144). One
projection 1s made to each central curve and the intersection
points ol the projected lines with the central curve are
recorded or stored. If a projection does not cross a point on the
central curve, the left closest point and the right closest point
on the central curve are employed to create a point on the
central curve. The relative distance of the left closest point to
the projection and the relative distance of the right closest
point to the projection are weighted 1n creation of a new point
on the central curve. As a consequence, the number of the
intersection points 1s the same as the number of points in the
master arch. As noted above, this number 1s the length of the
panoramic 1mage to be reconstructed. The number of slices 1s
the width of the panoramic image to be reconstructed.

The central curves are rearranged or reorganized using the
new points generated through projection (step 148). The inner
and outer arches, the central curves and the master arch are all
used to create panoramic 1mages (step 152). Two types of
panoramic 1mages can be produced at the user’s discretion
(e.g., based on user input indicating a desire for the system 10
to generate one type of 1image versus the other or both). The
default one (referred to as a “radiograph™) 1s similar to a
conventional panoramic image. The other 1s referred to as a
maximum intensity projection (“MIP”’) panoramic image.

Generating the radiograph 1mvolves finding the local nor-
mal vector at each point of the central curve. The direction of
the normal vector 1s from the 1nside of the central curve to the
outside of the central curve. Ray summation 1s performed
along the normal vector from the inside to the outside to
generate the default panoramic 1mage. In one embodiment,
the default path 1s 14 mm 1n length and with the point of the
central curve as the center. Based on empirical evidence, this
14 mm thickness 1s a typical thickness of jaw arches. How-
ever, the thickness can be changed 1f the user desires.

For the MIP panoramic image, the maximum intensity 1s
taken for the intensity of the panoramic image along the same
path specified for the ray summation. For each point on the
central curve, one pixel 1s 1dentified and each central curve
represents one horizontal line on the panoramic 1mage. The
slices form the entire panoramic image. However, the central
curve on the separation slice 1s employed for all the slices
above the separation level. The jaw anatomy above the sepa-
ration level 1s nested with fosse and other tissue. Segmenta-
tion and inclusion of this bone information would create
visual artifacts and hide the visualization of the sinus floor
and mandibular condyles. Excluding this bone information
increases the clarity of the sinus floor and mandibular
condyles and yields a panoramic image that 1s similar or
better than conventional radiographs.

Since the separation level (as well as the separation slice) 1s
close to the teeth apices, the teeth apices and sinus floor region
are pronounced and the continuity 1s naturally extended.
Also, since the separation slice 1s far above the traditional
focal trough, the comprehensive employment of the local
bony information of the jaw below the separation slice makes
the entire jaw more pronounced than traditional panoramic
images and conventional radiographs.

Thus, the invention provides, among other things, an x-ray
imaging system that generates improved panoramic images.
Various features and advantages of the mnvention are set forth
in the following claims.
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What 1s claimed 1s:

1. A method of generating an image, the method compris-
ng:

obtaining, with an x-ray detector, image data having a first

plurality of slices;

defining a vertical threshold for the 1mage data;

separating, with a computer, the image data into a {first

portion above the vertical threshold and a second portion
below the vertical threshold;

processing, with the computer, the second portion to gen-

erate an arch; and

generating, with the computer, an image based on the arch.

2. The method as claimed 1n claim 1, wherein processing,
with the computer, the second portion to generate an arch
includes separating, with the computer, the second portion
into a second plurality of slices; and

generating, with the computer, the arch for the second

plurality of slices.

3. The method as claimed 1n claim 2, further comprising,
segmenting the second portion of the image data to separate
image data that represents bone from 1mage data that repre-
sents tissue.

4. The method as claimed 1n claim 3, further comprising
performing a seeding process on an upper portion of each of
the second plurality of slices.

5. The method as claimed in claim 4, wherein the seeding
process includes a multi-thread seeding technique involving,
applying a two-dimensional grid net over the upper portion of
cach of the second plurality of slices.

6. The method as claimed 1n claim 2, wherein generating an
arch for the plurality of slices includes generating a plurality
ol curves for each slice 1n the second plurality of slices.

7. The method as claimed 1n claim 6, wherein generating an
arch for the plurality of slices includes determining a slice
from the second plurality of slices that includes a predeter-
mined anatomical feature and determining the longest curve
in the slice.

8. The method as claimed 1n claim 6, wherein generating a
plurality of curves for each slice 1n the second plurality of
slices includes generating an outer curve, an inner curve, and
a central curve.

9. The method as claimed 1n claim 1, further comprising
making a plurality of projections from the arch.

10. The method as claimed 1n claim 1, further comprising;
selecting a sagittal slice from the image data; and iteratively
checking 1image element values in the sagittal slice.

11. An x-ray system comprising;:

an X-ray source;

an X-ray detector positioned opposite the x-ray source; and

10

15

20

25

30

35

40

45

10

a computer that receives image data from the x-ray detec-
tor,
the computer defining a vertical threshold for the image
data; separating the image data 1nto a first portion above
the vertical threshold and a second portion below the
vertical threshold; separating the second portion of data
into a plurality of slices; generating an arch for the
plurality of slices; and generating an image based on the
arch.
12. The system as claimed in claim 11, wherein the com-
puter segments the second portion of the 1mage data to sepa-
rate 1mage data that represents bone from image data that

represents tissue.

13. The system as claimed in claim 12, wherein the com-
puter performs a seeding process, over an upper portion of
cach slice.

14. The system as claimed 1n claim 13, wherein the seeding
process includes a multi-thread seeding technique mnvolving
applying a two-dimensional grid net over the upper portion of
cach slice.

15. The system as claimed 1n claim 11, wherein generating
an arch for the plurality of slices includes generating a plu-
rality of curves for each slice of the plurality of slices, deter-
mining a slice from the plurality of slices that includes a
predetermined anatomical feature, and determining the long-
est curve 1n the slice.

16. The system as claimed 1n claim 15, wherein generating
a plurality of curves for each slice includes generating an
outer curve, an inner curve, and a central curve.

17. The system as claimed in claim 11, wherein the com-
puter generates a plurality of projections from the arch.

18. A method of generating an 1image, the method compris-
ng:

obtaining, with an x-ray detector, image data including a

plurality of slices, each slice having a plurality of voxel
values:;

selecting, with a computer, a predetermined slice from the

image data;

iteratively checking, with the computer, voxel values in the

predetermined slice;

seeding, with the computer, each slice 1n the plurality of

slices;

generating, with the computer, a set of 1images based on

region growing; and

generating a three-dimensional 1mage based on the set of

1mages.
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