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1
LAYER ONE PATH DELAY COMPENSATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

Not applicable.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

Not applicable.

REFERENCE TO A MICROFICHE APPENDIX

Not applicable.

BACKGROUND

Ethernet 1s the preferred protocol for many types of net-
works because 1t 1s flexible, decentralized, and scalable. Eth-
ernet comprises a family of frame-based computer network-
ing technologies for local area networks (L ANSs), and defines
a number of wiring and signaling standards for the Physical
Layer of the Open Systems Interconnection (OSI) network-
ing model and a common addressing format and Media
Access Control (MAC) at the Data Link Layer. Ethernet 1s
flexible 1n that 1t allows varnable-sized data packets to be
transported across different types of mediums using various
nodes each having different transmission speeds.

Synchronous Optical Networking (SONET) and Synchro-
nous Digital Hierarchy (SDH) are standardized multiplexing,
protocols that transfer multiple digital bit streams over optical
fibers or electrical iterfaces. Due to SONET/SDH protocol
neutrality and transport-oriented features, SONET/SDH 1s
used for transporting substantially large amounts of tele-
phone calls and data traffic over the same fiber or wire without
synchronization problems. SONET/SDH network transmis-
sion standards are based on time-division multiplexing
(TDM). TDM 1s a technology where two or more signals or
bit streams are apparently transierred simultaneously as sub-
channels in one communication channel but physically take
turns on the channel. This 1s achieved by dividing the time
domain into a plurality of recurrent timeslots, e.g. of about
same length, one for each sub-channel. As such, one TDM
frame corresponds to one timeslot per sub-channel. In net-
works that use SONET/SDH and/or TDM, such as some
Ethernet networks, the nodes synchronize their transmissions
by exchanging a plurality of time references.

SUMMARY

In one aspect, the disclosure includes a network component
comprising a forwarding physical layer (PHY ) unit compris-
ing a source queue (SQ), wherein the forwarding PHY unit 1s
configured to measure a one-way physical layer delay
between the forwarding PHY unit and a destination node.

In another aspect, the disclosure includes a network com-
ponent comprising a forwarding PHY unit configured to send
a plurality of symbols at a network physical layer to a desti-
nation node and receive the symbols at a network physical
layer from the destination node, and a SQ configured to queue
the symbols returned from the destination node, wherein the
forwarding PHY unit 1s further configured to process the
queued symbols to calculate a half round-trip delay based on
a virtual delay time.

In a third aspect, the disclosure includes a method com-
prising receiving a plurality of layer one symbols from a
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source node that introduces a virtual delay time from the
source node, returming the received symbols to the source
node, and receiving a half round-trip delay indication from
the source node that 1s equal to about the virtual delay time.

These and other features will be more clearly understood
from the following detailed description taken 1n conjunction
with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of this disclosure, ret-
erence 1s now made to the following brief description, taken
in connection with the accompanying drawings and detailed
description, wherein like reference numerals represent like
parts.

FIG. 1 1s a schematic diagram of an embodiment of a
transier delay compensation system.

FIG. 2 1s a protocol diagram of an embodiment of a transfer
delay compensation sequence.

FIG. 3 1s a protocol diagram of another embodiment of a
transier delay compensation sequence.

FIG. 4 1s a schematic diagram of an embodiment of a
general-purpose computer system.

DETAILED DESCRIPTION

It should be understood at the outset that although an 1llus-
trative implementation of one or more embodiments are pro-
vided below, the disclosed systems and/or methods may be
implemented using any number of techniques, whether cur-
rently known or in existence. The disclosure should 1n no way
be limited to the illustrative implementations, drawings, and
techniques described below, including the exemplary designs
and 1implementations illustrated and described herein, but
may be modified within the scope of the appended claims
along with their tull scope of equivalents.

Disclosed herein 1s a system and method for transfer delay
compensation between network nodes, such as Ethernet
nodes. The transfer delay compensation method may be
implemented at the physical network layer or OSI layer one
(Layer 1) to support transmissions synchronizations between
a source node and a destination node. The transfer delay
compensation method may be used to compensate for sym-
metrical span delays or asymmetrical span delays between
the two nodes, for instance as part of a network timing and
distribution scheme for a geographically distributed network.
The source node may exchange with the destination node a
plurality of symbols and an internal delay of the destination
node 1n a loop-back sequence to account for symmetrical
span delays between the nodes, e.g. about equal time delays in
the forward and return paths.

Alternatively, the source node may exchange and queue
with the destination node a quantity of symbols (and the
internal delay of the destination node) in a loop-back
sequence to account for asymmetrical span delays between
the nodes, e.g. different time delays 1n the forward and return
directions. The symbols may be exchanged and queued to
introduce a virtual delay that may correspond to a maximum
expected half round-trip delay between the two nodes. The
symbols may be queued in the source node or the destination
node, or 1n both the source node and the destination node
using about equal or different size queues. Since the virtual
delay exceeds any expected transier delay or variable span
delay 1n either direction between the two nodes, the symbol
forwarding scheme may account for any actual transfer delay
in either direction and guarantee substantially equal half
round-trip delays between the two nodes. This transter delay
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compensation method may be used to improve the distribu-
tion and synchronization of network timing frequency and/or
phase information, ¢.g. in term of accuracy.

FIG. 1 illustrates an embodiment of a transfer delay com-
pensation system 100, which may be implemented at network
Layer 1 to improve network time distribution and synchroni-
zation. For example, the symbol forwarding system 100 may
be implemented 1n Ethernet networks, TDM based networks,
LLANSs, Passive Optical Networks (PONs), Digital Subscriber
Line (DSL) systems, or any geographically deployed net-
works that require transmissions synchronization. The trans-
ter delay compensation system 100 may comprise a source
node 101, a destination node 102, and optionally at least one
intermediate transit node 103 that may be positioned between
the source node 101 and the destination node 102. In another
embodiment, the transier delay compensation system 100
may not comprise the transit node 103 and the source node
101 may be coupled directly to the destination node 102.

The source node 101 and the destination node 102 may be
any devices, components, or apparatuses that are configured
to communicate at network Layer 1, such as by exchanging a
plurality of symbols or bits. The source node 101, destination
node 102, and the transit node 103 may also be configured to
transier packets or frames, e.g. Ethernet or Internet Protocol
(IP) packets, at higher network layers, such as a link layer or
layer two (layer 2). For example, the source node 101, the
destination node 102, and the transit node 103 may include
bridges, switches, routers, or various combinations of such
devices. The nodes may comprise a plurality of ingress ports
or units for receiving packets from other nodes, logic circuitry
to determine which nodes to send the packets to, and a plu-
rality of egress ports or units for transmitting frames to the
other packets.

The Layer 1 commumnications between the source node 101
and the destination node 102 may be transparent to the transit
node 103. For instance, the transit node 103 may be a repeater
or retransmission node that forwards the symbols or bits at
Layer 1 between the source node 101 and the destination node
102 without processing the symbols or bits and without being
aware of the Layer 1 communications content.

The source node 101 may comprise a first forwarding PHY
unit 110, and the destination node 102 may comprise a second
forwarding PHY unit 120, which may be substantially similar
to the first forwarding PHY unit 110. Further, the first for-
warding PHY umt 110 may comprise a source queue 112
and/or the second forwarding PHY unit 120 may comprise a
destination queue 122. The second forwarding PHY unit 120
may also comprise a loop-back (LB) unit 124. The compo-
nents of the source node 101 and the destination node 102
may be arranged as shown in FIG. 1 and may be implemented
using hardware, software, or both.

The first forwarding PHY unit 110 may be configured to
transmit at least one symbol, which may comprise one or a
plurality of bits, to the destination node 102. The symbol may
be a specific symbol that 1s recognized by both the source
node 101 and the destination node 102 and used for Layer 1
transmission synchronization. The symbol may also indicate
or comprise the transmission time of the symbol from the
source node 101, ¢.g. based on alocal clock inthe source node
101 (not shown) or an absolute clock of the network. The
quantity of forwarded symbols may be suilficient to introduce
a virtual delay between the source node 101 and the destina-
tion node 102. The quantity of symbols and thus the virtual
delay may be predetermined, such as based on network
parameters and/or network topology. The symbol(s) may be
torwarded from the source node 101 by the transit node 103,
at Layer 1, to the destination node 102. Alternatively, the
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symbols may be forwarded directly, e.g. at Layer O using a
regenerator or an amplifier, to the destination node 102.

The symmetrical virtual delay may correspond to a maxi-
mum expected equal half round-trip delay between the two
nodes 1n both the forward direction (D1) and the reverse
direction (D3). For instance, the half round-trip delays may be
about equal 1n both directions i1 the channel bandwidths (e.g.
for upstream and downstream channels) and thus the latencies
in both direction between the nodes are about the same. The
maximum expected half round-trip delay may comprise any
anticipated fixed and/or variable span delays 1n both the for-
ward and reverse directions. The maximum expected half
round-trip delay may comprise any of a plurality of delay
sources. For example, the delays may include source PHY
delays (for propagation and/or adjustment), span delays (both
fixed and variable), transit node/network delays (along the
transit node(s) 103), destination PHY delays (for propagation
and/or adjustment), or combinations thereof.

The second forwarding PHY unit 120 may be configured to
receive the symbols, process the symbols internally, e.g. in
the LB unit 124, and loop back the symbols to the source node
101. The second forwarding PHY unit 120 may calculate a
delay (D2) after processing the symbols 1n the LB unit 124.
The delay D2 may be about equal to the difference between
the transmission time indicated 1n the symbols and a retrans-
mission time at which the symbols are looped back. The
retransmission time may be obtained from a local clock 1n the
destination node 102 (not shown) or an absolute clock of the
network. The second forwarding PHY unit 120 may add D2 to
the symbols before returning the symbols to destination node
101, e.g. after processing the entire sequence of symbols.

The first forwarding PHY unit 110 may receive the looped
back symbols for the destination node 102, directly or via the
transit node 103, and forward and process the symbols inter-
nally to introduce an internal delay substantially equal to D2.
The first forwarding PHY unit 110 may calculate a total delay
(D4) after processing the looped back symbols. The total
delay may be about equal to the sum of D1, D3, and the
internal delays in the destination node 102 and the source
node 101, e.g. about equal to the difference between the 1nitial
transmission time indicated in the symbols and a local time
alter processing the looped back symbols. The local time may
be obtained from the local clock 1n the source node 101 (not
shown) or the absolute clock. The first forwarding PHY unit
110 may then use D4 and D2 to estimate or derive a virtual
delay (for symmetrical span delays) between the two nodes,
such as according to equation:

D1=D3=(D4-D2)/2.

Accurately calculating the half round-trip delays between
two nodes may be needed to achieve accurate time alignment,
¢.g. Irequency and/or phase time alignment, between the two
nodes. For instance, the two nodes may use the accurate
estimate of the half round-trip delay to synchronize their
corresponding local clock times, synchronize their corre-
sponding times with an absolute clock timing for the entire
network, or both. The scheme may also be implemented
between a plurality of pairs of nodes, such as in network
timing and distribution scheme for geographically distributed
networks.

The above scheme 15 based on the assumption of symmetri-
cal span delays (in both directions) and may not provide
accurate delay information 1f the trip delays in the forward
direction and the reverse direction are substantially different.
For instance, 11 the upstream and downstream channel band-
widths and thus the corresponding latencies are not equal,
such as 1in the case of typical PONs, the above scheme may not
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be sutficient to allow accurate transmissions synchronization
between the two nodes. In this case, a second scheme may be
implemented, where the source node 101 may use the SQ 112
and the destination node 102 may use the destination queue
(DQ) 122 to queue the symbols, and thus introduce about the
same virtual delay 1n both directions. The virtual delay may
be greater than a maximum expected delay for both direc-
tions. The quantity of symbols and thus the virtual delay may
be predetermined, such as based on network parameters and/
or network topology, or may be estimated using the first
scheme described above.

In another embodiment, the destination node 102 may use
the DQ 122 or the source node 101 may use the SQ 112 to
queue the symbols and thus extend the delay i one of the two
directions to match the delay for both directions. For instance,
i the reverse direction delay 1s expected to be greater than
forward direction delay, e.g. when the upstream channel
bandwidth 1s smaller than the upstream channel bandwidth,
the first forwarding PHY 110 unit may use the SQ 112 to
queue the looped back symbols and thus extend the delay 1n
the reverse direction. As a result, the effective delays in both
C
t

irections D1 and D3 may be about the same. Alternatively,
1e two nodes may use different size queues to queue the
symbols, and thus add different delays 1n the two directions to
match the half round-trip delays in both directions. For
instance, the second forwarding PHY umt 120 may use the
DQ 122 and the first forwarding PHY unit node 110 may use
the SQ 112, which may have larger size than the DQ 122, to
queue the symbols and introduce about equal virtual delays 1n
the two directions. As such, the second forwarding PHY umnit
120 may queue a subset of the symbols that are queued by the
first forwarding PHY unit 110 to cause an about equal virtual
delay in both directions.

In some embodiments, the destination node 102 may also
be configured to act as a source node similar to the source
node 101, and as such may comprise a SQ substantially
similar to the SQ 112. Thus, the destination node 102 may
implement the first scheme (1n the case of symmetrical span
delays) or the second scheme (1n the case of asymmetrical
span delays) to synchronize transmissions with a second des-
tination node (not shown), which may be coupled to the
destination node 102 directly or via at least one transit node
103.

The schemes above may be used to achieve substantially
accurate transmissions synchronization and frequency align-
ment between the nodes, for example without modifying the
network topology and/or causing substantial traific conges-
tion. The schemes may also be used to achieve suiliciently
accurate phase alignment between the nodes, e.g. if a suili-
cient quantity of symbols are exchanged within a suificiently
reduced time period. The first scheme or the second scheme
may be repeated, e.g. periodically or when needed, to main-
tain transmissions synchronizations between the nodes con-
tinuously or over relatively long periods of time.

FIG. 2 illustrates an embodiment of a transfer delay com-
pensation sequence 200 that may be used 1n the transfer delay
compensation system 100. Specifically, the transfer delay
compensation sequence 200 may be implemented to account
for about equal span delays 1n both the forward and reverse
directions between a source node and a destination node, such
as 1n the case of symmetrical span delays.

At step 202, the source node may send a plurality of sym-
bols 1n sequence to the destination node. For example, the
source node 101 may send a quantity of symbols, which may
be predetermined, to the destination node 102 directly or via
at least one transit node 103. Each symbol may comprise a
plurality of symbols that may be recognized by the destina-
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tion node as part of a sequence that 1s used for transmissions
synchronization in a loop-back scheme. Each symbol may
also comprise a corresponding transmission time, €.g.
according to a local clock in the source node. The determined
quantity of the transmitted symbols may have a total delay
that exceeds any expected delay in the forward direction from
the source node to the destination node.

At step 204, the destination node may receive the symbols,
e.g. at a forward time delay (e.g. D1) that corresponds to the
virtual delay. The forward time delay may correspond to the
time span from sending the symbols from the transmitter unit
in the source node (e.g. first forwarding PHY unit 110) to
receiving the symbols at a receiver unit 1n the destination node
(c.g. second forwarding PHY umit 120). At step 206, the
destination node may process the symbols to calculate a delay
for the symbols (e.g. D2). For instance, the destination node
may process each symbol to calculate a corresponding delay
or process the first or last symbol to calculate a delay for all
the symbols. The destination node may process each received
symbol one by one as each is recerved, e.g. without queuing
the symbols. The delay may correspond to the combined time
for forwarding the symbols (e.g. D1) and processing the
symbols at the destination node.

At step 208, the destination node may return (e.g. loop
back) the symbols and the calculated internal delay to the
source node. The destination node may add to the symbols the
calculated delay for all the symbols or may add to each
symbol a corresponding calculated delay before returning the
symbols. At step 210, the source node may receive the
returned symbols, e.g. at a return time delay (e.g. D3) that
corresponds to the virtual delay and 1s about equal to the
forward time delay (e.g. D1). The return time delay may
correspond to the time span from returning the symbols from
the transmitter unit 1n the destination node (e.g. second for-
warding PHY unit 120) to receiving the symbols at a receiver
unit in the recerver node (e.g. first forwarding PHY unit 110).

At step 212, the source node may process the symbols to
calculate a total delay for the symbols (e.g. D4). For instance,
the source node may process each symbol to calculate a
corresponding total delay or process the first or last symbol to
calculate a total delay for all the symbols. The source node
may process each looped back symbol one at a time, e.g.
without queuing the symbols. The total delay may correspond
to the overall time from i1nmitially transmitting the symbols
from the source node to processing the recerved looped back
signals 1n the source node.

At step 214, the source node may calculate the half round-
trip delay for both the forward and reverse directions, which
may be about the same (e.g. D1 and D3). The half round-trip
delay may be about equal to half the difference between the
delay D2 calculated by the destination node and indicated 1n
the looped back symbols and the total delay D4 calculated by
the source node. The source node may calculate a half round-
trip for all the symbols based on D2 and D4 for all the symbols
or an average half round-trip for all the symbols based on D2
and D4 for each symbol. At step 216, the source node may
inform the destination node of the half round-trip delay. Thus,
both nodes may use the estimated half round-trip delay to
synchronize the clocks and achieve frequency and/or phase
alignment.

FIG. 3 illustrates an embodiment of another transfer delay
compensation sequence 300 that may be used 1n the transfer
delay compensation system 100. Specifically, the transfer
delay compensation sequence 300 may be implemented to
account for different span delays in the forward and reverse
directions between a source node and a destination node, such
as 1n the case of asymmetrical span delays. For example, the
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transfer delay compensation sequence 300 may be imple-
mented to estimate a half round-trip delay for variable band-
width upstream and downstream channels between an optical
line terminal (OLT) and an optical network unit (ONU) 1n a
passive optical network (PON). The half round-trip delay
may correspond to a virtual delay that exceeds expected
delays 1n both the upstream and downstream channels. In
another embodiment, the transfer delay compensation
sequence 300 may be implemented to estimate a half round-
trip delay for between a very high bit rate DSL (VDSL)
transceirver unit at a central office (VIU-O) and a VDSL
transceiver unit at a residential location (VTU-R).

At step 302, the source node may send a plurality of sym-
bols 1n sequence to the destination node, e€.g. 1n a manner
similar to step 202. Additionally, the quantity of symbols may
be determined based on a previously estimated half round-trip
between the source node and the destination node using the
transier delay compensation system 100. The quantity of
symbols may be determined to match or exceed the previ-
ously estimated half round-trip delay (based on a symmetrical
span delay assumption).

At step 304, the destination node may receive and queue
the symbols, e.g. to introduce a virtual delay that exceeds a
maximum delay of both the forward and reverse directions.
For example, the destination node 102 may recerve and queue
cach one of the transmitted symbols from the source node 101
in the DQ 122 until all the symbols are received and queued.
As such, the virtual delay time may correspond to the com-
bined time of forwarding and queuing all the symbols. At step
306, the destination node may process the queued symbols to
calculate a delay for the symbols (e.g. D2). For instance, the
destination node may process each queued symbol to calcu-
late a corresponding delay or process the first or last queued
symbol to calculate a delay for all the symbols.

At step 308, the destination node may return (e.g. loop
back) the symbols and the calculated internal delay to the
source node. The destination node may add to the symbols the
calculated delay for all the symbols or may add to each
symbol a corresponding calculated delay before returning the
symbols. At step 310, the source node may recerve and queue
the returned symbols, e.g. a virtual delay that 1s about equal to
the delay 1n the forward direction. For example, the source
node 101 may receive and queue each one of the returned
symbols from the destination node 102 1n the SQ 112 until all
the symbols are received and queued. As such, the virtual
delay time may correspond to the combined time of returning
and queuing all the symbols.

At step 312, the source node may process the queued
symbols to calculate a total delay for the symbols (e.g. D4).
For 1nstance, the source node may process each queued sym-
bol to calculate a corresponding total delay or process the first
or last queued symbol to calculate a total delay for all the
symbols. At step 314, the source node may calculate the halt
round-trip delay for both the forward and reverse directions,
which may be about the same (e.g. D1 and D3). The half
round-trip delay may be about equal to half the difference
between the delay D2 calculated by the destination node and
indicated 1n the looped back symbols and the total delay D4
calculated by the source node. The source node may calculate
a half round-trip for all the symbols based on D2 and D4 for
all the symbols or an average hall round-trip for all the sym-
bols based on D2 and D4 for each symbol.

At step 316, the source node may mnform the destination
node of the half round-trip delay. Thus, both nodes may use
the estimated half round-trip delay to synchronize the clocks
and achieve frequency and/or phase alignment. In other
embodiments of the transfer delay compensation sequence
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300, only one of the two nodes may queue the received
symbols or both nodes may queue different quantity of the
symbols to introduce effectively about equal delays 1n the
forward and reverse directions.

The network components described above may be imple-
mented on any general-purpose network component, such as
a computer or network component with sufficient processing
power, memory resources, and network throughput capability
to handle the necessary workload placed upon 1t. FIG. 4
illustrates a typical, general-purpose network component 400
suitable for implementing one or more embodiments of the
components disclosed herein. The network component 400
includes a processor 402 (which may be referred to as a
central processor unit or CPU) that 1s in communication with
memory devices including secondary storage 404, read only
memory (ROM) 406, random access memory (RAM) 408,
iput/output (I/0O) devices 410, and network connectivity
devices 412. The processor 402 may be implemented as one
or more CPU chips, or may be part of one or more application
specific itegrated circuits (ASICs).

The secondary storage 404 1s typically comprised of one or
more disk drives or tape drives and 1s used for non-volatile
storage of data and as an over-tlow data storage device 1
RAM 408 1s not large enough to hold all working data. Sec-
ondary storage 404 may be used to store programs that are
loaded into RAM 408 when such programs are selected for
execution. The ROM 406 1s used to store instructions and
perhaps data that are read during program execution. ROM
406 1s a non-volatile memory device that typically has a small
memory capacity relative to the larger memory capacity of
secondary storage 404. The RAM 408 1s used to store volatile
data and perhaps to store instructions. Access to both ROM
406 and RAM 408 1s typically faster than to secondary stor-
age 404.

At least one embodiment 1s disclosed and variations, com-
binations, and/or modifications of the embodiment(s) and/or
teatures of the embodiment(s) made by a person having ordi-
nary skill in the art are within the scope of the disclosure.
Alternative embodiments that result from combining, inte-
grating, and/or omitting features of the embodiment(s) are
also within the scope of the disclosure. Where numerical
ranges or limitations are expressly stated, such express ranges
or limitations should be understood to include iterative ranges
or limitations of like magnitude falling within the expressly
stated ranges or limitations (e.g., from about 1 to about 10
includes, 2, 3, 4, etc.; greater than 0.10 includes 0.11, 0.12,
0.13, etc.). For example, whenever a numerical range with a
lower limit, R,, and an upper limit, R , 1s disclosed, any
number falling within the range 1s specifically disclosed. In
particular, the following numbers within the range are spe-
cifically disclosed: R=R,+k*(R —R;), wherein k 1s a variable
ranging from 1 percent to 100 percent with a 1 percent incre-
ment, 1.¢., kK 1s 1 percent, 2 percent, 3 percent, 4 percent, 4
percent, . . ., 40 percent, 41 percent, 42 percent, . . ., 94
percent, 96 percent, 97 percent, 98 percent, 99 percent, or 100
percent. Moreover, any numerical range defined by two R
numbers as defined 1n the above 1s also specifically disclosed.
Use of the term “optionally” with respect to any element of a
claim means that the element 1s required, or alternatively, the
clement 1s not required, both alternatives being within the
scope of the claim. Use of broader terms such as comprises,
includes, and having should be understood to provide support
for narrower terms such as consisting of, consisting essen-
tially of, and comprised substantially of. Accordingly, the
scope of protection 1s not limited by the description set out
above but 1s defined by the claims that follow, that scope
including all equivalents of the subject matter of the claims.
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Each and every claim 1s imcorporated as further disclosure
into the specification and the claims are embodiment(s) of the
present disclosure. The discussion of a reference 1n the dis-
closure 1s not an admission that 1t 1s prior art, especially any
reference that has a publication date after the priornity date of
this application. The disclosure of all patents, patent applica-
tions, and publications cited in the disclosure are hereby
incorporated by reference, to the extent that they provide
exemplary, procedural, or other details supplementary to the
disclosure.

While several embodiments have been provided in the
present disclosure, 1t should be understood that the disclosed
systems and methods might be embodied in many other spe-
cific forms without departing from the spirit or scope of the
present disclosure. The present examples are to be considered
as 1llustrative and not restrictive, and the intention 1s not to be
limited to the details given herein. For example, the various
clements or components may be combined or integrated 1n
another system or certain features may be omitted, or not
implemented.

In addition, techniques, systems, subsystems, and methods
described and illustrated 1n the various embodiments as dis-
crete or separate may be combined or integrated with other
systems, modules, techniques, or methods without departing
from the scope of the present disclosure. Other items shown
or discussed as coupled or directly coupled or communicating
with each other may be indirectly coupled or communicating,
through some iterface, device, or mntermediate component
whether electrically, mechanically, or otherwise. Other
examples of changes, substitutions, and alterations are ascer-
tainable by one skilled 1n the art and could be made without
departing from the spirit and scope disclosed herein.

What 1s claimed 1s:

1. A network component comprising:

a forwarding physical layer (PHY) unit comprising a

source queue (SQ),

wherein the forwarding PHY umit is configured to measure

a one-way physical layer delay between the forwarding
PHY unit and a destination node,
wherein the SQ 1s configured to set a virtual delay between
the forwarding PHY unit and the destination node, and
wherein the virtual delay 1s determined using the measured
one-way physical layer delay.

2. The network component of claim 1, wherein the desti-
nation node comprises a second forwarding PHY unit com-
prising a destination queue (DQ) and a loop-back (LB) unait,
wherein the virtual delay 1s set to match or exceed the one-
way physical layer delay, and wherein the virtual delay 1s an
extension of the one-way physical layer delay.

3. The network component of claim 2, wherein the SQ 1s
turther configured to queue a plurality of symbols, wherein
the symbols queued within the SQ are Open Systems Inter-
connection (OSI) layer 1 symbols, and wherein the forward-
ing PHY unit 1s further configured to process the symbols
from the SQ to measure a one-way physical layer delay, and
wherein the measured one-way physical layer delay 1s used to
synchronize a clock within the network component.

4. The network component of claim 2, wherein the for-
warding PHY unit and the second forwarding PHY unit are
coupled to each other via a forward path and a reverse path,
and wherein the virtual delay exceeds a delay of the forward
path.

5. The network component of claim 4, wherein forward
path has a greater bandwidth than the reverse path, and
wherein the virtual delay exceeds a delay of the reverse path.

6. The network component of claim 5, wherein the size of
the DQ 1s greater than the si1ze of the SQ, wherein the delay of
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the reverse path exceeds the delay of the forward path,and
wherein the virtual delay 1s set as the delay of the reverse path
and the delay of the forward path.

7. The network component of claim 2, wherein the for-
warding PHY unit and the second forwarding PHY unit are
coupled to each other via a transit node.

8. The network component of claim 1, wherein the SQ 1s
turther configured to receive a predetermined number of sym-
bols and queue the symbols, wherein a time period to receive
and queue the symbols 1s used to set the virtual delay, and
wherein the number of symbols are used to set the virtual
delay.

9. A network component comprising:

a forwarding physical layer (PHY ) unit configured to send

a plurality of symbols at a network physical layer to a
destination node and receive the symbols at a network
physical layer from the destination node; and

a source queue (SQ) configured to queue the symbols

returned {from the destination node,

wherein the forwarding PHY unit 1s further configured to

process the queued symbols to calculate a half round-
trip delay based on a virtual delay time, and

wherein the virtual delay time 1s a predetermined time

period used to set the delay between PHY unit and the
destination node.

10. The network component of claim 9, wherein the half
round-trip delay 1s equal to about half the difference between
a total loop-back trip delay for the symbols and a forward trip
delay for the symbol to the destination node.

11. The network component of claim 10, wherein the for-
ward trip delay for the symbol to the destination node 1s
calculated by the destination node and indicated to the for-
warding PHY unit, and wherein the total loop-back trip delay
for the symbols 1s calculated by the forwarding PHY unat.

12. The network component of claim 11, wherein the sym-
bols sent to the destination node 1indicate an 1mitial transmis-
sion time from the forwarding PHY unit, wherein both the
torward trip delay and the total loop-back trip delay are cal-
culated based on the initial transmission time, and wherein
the forwarding PHY unit 1s configured to calculate the total
loop-back trip delay by processing each of the queued sym-
bols.

13. The network component of claim 9, wherein the virtual
delay time 1s determined by the quantity of symbols for-
warded to the destination node, and wherein the virtual delay
time 1s set to exceed any anticipated fixed or variable half
round-trip delay, and wherein the quantity of symbols 1s set
using at least one of the following conditions: one or more
network parameters and a network topology.

14. The network component of claim 9, wherein the sym-
bols are queued by the destination node to match a reverse trip
delay for the symbols transmitted from the destination node
to the network component with the virtual delay time due to
sending the symbols to the destination node, wherein the
network component further comprises a clock, and wherein
the half round-trip delay 1s used to synchronize the clock with
a local clock associated with the destination node.

15. The network component of claim 9, wherein a forward
trip delay for traific other than the symbols from the forward-
ing PHY unit to the destination node 1s substantially different
to a reverse trip delay for the traflic from the destination node
to the forwarding PHY unit, and wherein a previous half
round-trip delay 1s used to determine the virtual delay time.

16. A method for supporting transmission synchronization
between a source node and a destination node, wherein the
method comprises:
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receiving a plurality of Open System Interconnection
(OSI) layer one symbols from the node;

queuing the recerved OSI layer one symbols;

returning the recerved OSI layer one symbols to the source
node;

receiving a half round-trip delay indication from the source

node; and

synchronizing a clock based on the half round-trip delay
indication,

wherein the number of OSI layer one symbols recerved are
predetermined, and

wherein the number of OS] layer one symbols 1s used to set
a virtual delay time between the source node and the
destination node.

17. The method of claim 16 further comprising;

queuing the symbols received from the source node;

calculating a delay time for the symbols based on a trans-
mission time of the symbols from the source node and a
retransmission time of the symbols that indicates when
the symbols are transmitted back to the source node; and

10
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adding the calculated delay time to the symbols when

transmitted back to the source node.

18. The method of claim 17, wherein queuing the received
symbols before returning the symbols contributes to the vir-
tual delay time from the source node, and wherein each
received symbol indicates the corresponding transmission
time from the source node.

19. The method of claim 17, wherein the returned nodes are
queued at the source node and then processed to calculate a
total delay time from the time of transmitting the symbols
from the source node, and wherein queuing the recerved
symbols before returning the symbols introduces about the
same virtual delay time to the source node.

20. The method of claim 17, wherein the number of OSI
layer one symbols are determined using at least one of the
following ways: a previous half round-trip delay, one or more
network parameters, and a network topology, and wherein the
virtual delay exceeds a maximum expected delay between the
source node and the destination node.

G o e = x
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