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1. Process each input corpus:

a) Compute Glossary G and index to documents

b) Compute Affinity Matrix A between pairs of terms in G and assign
scores according to Similarity Measure

c) Compute Transitive Closure A" of affinity matrix A and assign score
for a pair of terms in A" by Composite Path Probability

2. Compute the set of Bridge Terms B by intersecting the glossaries of two
corpora Fand T

3. Compute Synonym Dictionary as a set of triples S(f,t,w) where fis a term
in glossary Gr of corpus F, t is a term in glossary G+ of corpus T, and
there exists a term b in Bridge Terms B such that the term triple (f,b,t) is In
join of A, B. A and where w is the Composite Path Probability of

(f,b,t)

FIG. 1
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The degree of similarity between the two terms b and ¢ is
based on the probability of occurrence of each term P(b)
and P(t) and probability of their co-occurrence P(b,t)

- Mutual Information:

MI(bt) = Pb,) log POY 4

P(b)P(1)
- Jaccard Coefficlent:
e hAt req(b,t
Jac(b,z)ﬁgjm+= freq(®!) “ 32
but freq(b) + freq()- freq(b,t)

FIG. 3
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40
N
Path probability for a path between two terms t,and t,
- Pty ty) = wity,to) ™ wito,ts)" .. "Wiltyes, ty) <« 41

Sum of path probabilities, if there are n paths from f to ¢,

MNP () < 42
=1

FIG. 4
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60

v

Functional Query term

RGZ “telecommunication applications”
\ 4

Functional to Technical Term Synonym Dictionary

1) Bridge Term(s) reachable from the functional
query terms according to the Functional Affinity

Matrix

‘telecommunication applications”>"Service
Creation”
2)  Technical Terms reachable from the Bridge

Term(s) according to Technical Affinity Martix

“Service Creation™s Parlay, SIP

3)  Search query = {Query term, Bridge Term,
Reachable technical ferms}

Y

‘telecommunication applications”, Service
61-— Research Creation”, Parlay, SIP
Projects |1
S /

FIG. 6
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INFORMATION EXTRACTION ACROSS
MULTIPLE EXPERTISE-SPECIFIC SUBJECT
AREAS

CROSS-REFERENCE TO RELAT
APPLICATION

s
w

This application 1s a Continuation of U.S. patent applica-
tion Ser. No. 12/329,804, filed on Dec. 8, 2008, which 1s fully
incorporated herein by reference.

FIELD OF THE INVENTION

The present invention relates to information processing,
and, more particularly, to information extraction and analysis
from unstructured text documents.

BACKGROUND OF THE INVENTION

Many large entities such as corporations have vast and
growing collections of assets to apply against opportunities.
Examples of such assets include sales collateral, customer
case studies, prior request for proposal (RFP) responses,
manuals and documentation of a company’s own products
and 1ts partners’ products. But these assets are fragmented
across expertise boundaries, for example: (1) between sales
and marketing people and technologists; (1) many product
lines, each with 1ts team of experts; and (111) multiple disci-
plines (e.g., physics and computer science).

Experts know their individual area of expertise but have
limited perception of other areas that could apply against
customer opportunities. Moreover, there exist relatively few
experts relative to the size of a company’s workiorce and
opportunity pipeline. The basic problem 1s that vocabulary
from one subject area 1s different from other subject areas.
Consequently, an expert from one area rarely can articulate
precise terms to retrieve relevant information from another
subject area.

From a technical perspective, there exist techniques in
query augmentation, information retrieval and thesaurus con-
struction that globally analyze a given corpus, but these tech-
niques do not address vocabulary mismatches across multiple
subject areas.

From a business value perspective, such a vocabulary mis-
match between subject areas results in sub-optimal utilization
of a company’s assets against opportunities in sales, RFP
response preparation, etc. Such a vocabulary mismatch also
results 1n unnecessary expense 1n re-doing a task while simi-
lar capability exists 1n other areas.

SUMMARY OF THE INVENTION

Embodiments of the invention provide techniques for
bridging terminology differences between at least two subject
areas.

By way of example, in one embodiment, a computer-
implemented method comprises executing the following
steps on a computer. A first aflinity measure 1s computed
between a first term 1n a {irst corpus, corresponding to a first
subject area, and a bridge term. A second affinity measure 1s
computed between a second term 1n a second corpus, corre-
sponding to a second subject area, and the bridge term. A third
allinity measure 1s computed between the first term and the
second term based on the first affinity measure and the second
aifinity measure. The bridge term 1s a term that appears 1n
both the first corpus and the second corpus.

10

15

2

The method may also comprise generating an output data
structure indexed by the first term and the second term. The
bridge term may be selected by a user. The bridge term may
alternatively be selected 1n view of a statistical analysis per-
formed on the first corpus and the second corpus. The first
corpus and the second corpus may be unstructured text docu-
ments. Also, each of the first affinity measure and the second
ailinity measure may represent ailinity between pairs of terms
in 1ts corresponding corpus.

Further, the above-described method may be employed
such that a query comprising the first term of the first corpus
1s augmented by adding to the query: (1) the bridge term; and
(11) the second term of the second corpus.

In another embodiment, a computer-implemented method
for bridging terminology differences between at least two
subject areas comprises executing the following steps on a
computer. A first corpus associated with a first subject area 1s
obtained, and a second corpus associated with a second sub-

20 jectarea 1s obtained. For each obtained corpus, the following
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steps are performed: compute a glossary; compute an atfinity
matrix between pairs of terms in the glossary and assign
scores according to a similarity measure; and compute a
transitive closure of the affinity matrix and assign a score for
a pair of terms 1n the transitive closure of the affinity matrix
using a composite path probability. A set of bridge terms 1s
computed by intersecting the respective glossaries of the first
corpus and the second corpus. A synonym dictionary 1s com-
puted as a set of triples S(1, t, w) where 1 1s a team 1n the
glossary of the first corpus, t 1s a term 1n the glossary of the
second corpus, and there exists a term b 1n the set of bridge
terms such that a term triple (1, b, t) 1s 1n a jo1n of the transitive
closure of the affinity matrix of the first corpus, the set of
bridge terms, and the transitive closure of the affinity matrix
of the second corpus, and where w 1s the composite path
probability of (1,b,t).

These and other objects, features, and advantages of the
present mvention will become apparent from the following
detailed description of illustrative embodiments thereof,
which 1s to be read in connection with the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a methodology for bridging terminology
differences between at least two subject areas, according to an
embodiment of the mnvention.

FIG. 2 illustrates a methodology for processing a corpus (a
collection of documents) associated with a subject area,
according to an embodiment of the invention.

FIG. 3 illustrates similarity measures for determining the
strength of aflinity between two terms within a subject area,
according to an embodiment of the invention.

FIG. 4 1llustrates how to compose similarity measures for
determining the strength of aflinity between two terms which
are transitively or indirectly related within a corpus associ-
ated with a subject area, or across corpora from different
subject areas according to an embodiment of the invention.

FIG. 5 illustrates a system for constructing a cross-subject
synonym dictionary for a functional expertise subject area
and a technical expertise subject area, according to an
embodiment of the invention.

FIG. 6 1llustrates a query augmentation methodology using,
a cross-subject synonym dictionary, according to an embodi-
ment of the mvention.
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FIG. 7 1llustrates a computing system 1n accordance with
which one or more components/methodologies of the mnven-
tion may be implemented according to an embodiment of the
present invention.

DETAILED DESCRIPTION OF PR
EMBODIMENTS

(L]
Y

ERRED

[lustrative embodiments of the invention will be described
herein 1n the context of an 1llustrative enterprise (e.g., corpo-
rate or company) environment. However, 1t 1s to be under-
stood that principles of the invention are more generally
applicable to any environment wherein it would be desirable
to employ techniques for bridging terminological differences
(gaps) between different subject areas.

[lustrative embodiments of the invention provide tech-
niques for bridging terminological gaps between different
subject areas. As will be explaimned below, 1n a preferred
illustrative embodiment, a technique comprises discovering
and collecting the relationships between terms 1n a cross-
subject thesaurus called a synonym dictionary. Principles of
the 1vention also provide a query augmentation system
where query terms from one subject area are augmented with
terms from the other subject area using the synonym dictio-
nary. One ol many advantages of the technmiques and systems
of the invention 1s that information extraction 1s successiully
enabled across subject areas using one or more such synonym
dictionaries.

FI1G. 1 illustrates a methodology for bridging terminology
differences between at least two subject areas, according to an
embodiment of the invention. The overall algorithm 10 shown
in FIG. 1 computes a cross-subject thesaurus or synonym
dictionary for two or more term corpora associated with two
or more different subject areas. In this example, a first corpus
1s a corpus F associated with functional expertise subject area
in some enterprise, and a second corpus 1s a corpus T associ-
ated with technical expertise subject area 1n the same enter-
prise. Of course, 1t 1s to be understood that the invention 1s not
limited to situations wherein the different subject areas are
associated with the same enterprise. Also, the illustration 1s
for two different corpora; however, more than two corpora
may be bridged 1n accordance with the invention.

Starting 1n step 1 of algorithm 10, each individual 1nput
corpus 1s processed 1n accordance with steps 1(a), 1(b), and
1(c). A general description will be given of each sub-step
followed by a more detailed description.

Step 1(a) computes a glossary G (e.g., of significant noun
phrases) for the given corpus taken from a set of documents
from the given corpus. An index to the documents 1s also
created such that 1t 1s known from which document(s) each
term 1n the glossary came.

Step 1(b) computes an affinity measure (described 1n detail
in FIG. 3) which captures the direct relationship between
pairs of terms taken from the glossary G for the given corpus.
Two terms are deemed to be related 1f they appear 1n some unit
of documents with suflicient statistical significance. The
ailinity measure computed in step 1(5) scores the degree of
relatedness via a similarity measure. The result of step 1(b)
for a given corpus 1s a two-dimensional matrix indexed by the
terms of the glossary. A cell indexed by term t1 and t2 has a
non-zero value if the terms t1 and 2 are related (1.e., they
co-occur 1n some document units with sufficient statistical
significance) and the value in the cell is the strength of relat-
edness between the said two terms 1n a given corpus.

Step 1(¢) extends the basic direct relationships by the tran-
sitive relationships between pairs of terms which are only
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4

indirectly related. Scores for transitive relationships are cal-
culated by composite path probabilities (described 1n detail in
FIG. 4).

Note that the above-describe sub-steps of step 1 are
repeated for each corpus to be bridged.

FIG. 2 describes the corpus processing methodology 1n
turther detail. As shown, 1n methodology 20, files of a corpus
are 1nput (21) to the system. Such files, which constitute a
corpus, are preferably unstructured text documents in various
formats. The files are passed through a parser/tokenizer (22)
where the text of each file 1s parsed and tagged based on the
part of speech (POS) that the text 1s found to be (e.g., noun,
verb, etc.). This parsing/tokenizing step results 1n text file
with POS tags (23).

Si1gnificant noun phrases are extracted (24) from the POS-
tagged text files. For each noun phrase, a TF-IDF (term 1ire-
quency-inverse document frequency) value 1s computed
which 1s a known statistical measure indicating the relative
importance of a phrase within a corpus. Significant nouns are
identified as those whose TF-IDF value lies within high and
low thresholds (cut-oifs). In the present embodiment, the
cut-oifs are numbers chosen as configuration parameters
according to size of a given corpus and the total number of
noun phrases. These significant nouns are stored (25) as the
glossary G for the mput corpus. Thus, a glossary 1s a data
structure such as a table of significant noun phrases and an
index to the documents where the phrase has occurred. A term
1s a phrase 1n a glossary.

A similarity measure between a pair of terms 1n the input
corpus 1s computed on the basis of probabilities of individual
occurrences and joint co-occurrences 1n some unit of a docu-
ment. Document units are inclusive of sentences, paragraphs
and the whole document. Such co-occurrences of terms are
determined from the POS-tagged documents, and a similarity
measure 1s then applied (26).

Typical similarity measures that can be used are shown by
the formulae 30 in FIG. 3. That 1s, the degree of similarity
between two terms b and t 1s based on the probability of
occurrence of each teem P(b) and P(t) and the probability of
their co-occurrence P(b,t). Measures that can capture such
relatedness are the mutual information measure (formula 31)
or the Jaccard coellicient measure (formula 32).

Returning to FIG. 2, application of the similarity measure
(26) yields an aflinity matrix for the input corpus (27). Recall
that this corresponds to step 1(») 1n FIG. 1. An aifinity matrix
1s a data structure such as a table of pairs of terms and a score
for the pair where two terms 1n a pair have co-occurred 1n
some unit of the document and the score 1s assigned by a
similarity measure.

The information contained in an aifinity matrix can be
interpreted also as a term relationship graph where a term 1n
the glossary denotes a vertex 1n the graph and each non-zero
value w 1n the cell of an affinity matrix indexed by two terms
t1 and t2 denotes an edge from a vertex t1 to a vertex {2 with
the weight of the edge being w. In the relationship graph, two
terms are directly related if there 1s an edge between them and
are indirectly related 1f there 1s a path in the relationship graph
between these terms. Transitive closure of the atlinity matrix
(equivalent of term relationship graph) 1s computed 1n step
1(c) of FIG. 1 and 1s depicted 1n FIG. 2 at blocks 28 and 29.
Transitive closure 1s intended to capture the relationship
between a pair of terms which are not directly related 1n the
allinity matrix, but are related indirectly via some interrelated
intermediate terms 1n the affinity matrix. For a pair of terms 1n
the transitive closure, the degree of relatedness 1s preferably
computed according to composite path probability measures

shown 1n FIG. 4.
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As depicted in the formulae 40 of FIG. 4, a path probability
for a path 1n a relationship graph between two terms t1 and t2
1s given by formula 41. The sum of the path probabailities for
n paths between terms t1 and {2 1s given by formula 42. These
measures capture two tuitions. The first intuition 1s that the
vertices that are reachable 1n a lesser number of hops are more
closely related. The second intuition is that the vertices that
can be reached via many distinct paths are more closely
related.

Now that each corpus 1s processed as explained above 1n
the context of FIGS. 2 through 4, the description returns to
step 2 of FI1G. 1. In step 2, the bridging algorithm 10 computes
the set of bridge terms B by intersecting the glossaries of two
corpora F and T. Recall that a bridge term i1s one which
appears 1n both corpora. Hence, taking the set-intersection of
the sets of terms from the two glossaries for both corpora
computes the set of bridge terms.

In step 3 of FIG. 1, the reachability across corpora 1s
computed. From a term f1n a corpus F, a term t 1n corpus T 1s
reachable, 11 there exists some path from 1 to a bridge term b
in the atfinity matrix of corpus F and there exists some path 1n
the aifinity matrix of corpus T from the same bridge term b to
the term t. Such cross-corpora reachability can be computed
by joining the transitive closures of the affinity matrices of the
corpora with the bridge terms table. The composite score for
the degree of relatedness between terms across two corpora
are computed also by the composite path probability shown in
FIG. 4. Step 3 in FIG. 1 summarizes these operations that
result 1n a cross-subject synonym dictionary.

Thus, given the above 1llustrations, a method for bridging
terminology differences between at least two subject areas
may be generally described as follows. A first affinity mea-
sures between pairs of terms 1n a {irst corpus, corresponding
to a first subject area. By way of example, this may represent
the computations 1n step 1 of FIG. 1. Note that since bridge
terms are included in the glossary of a corpus, the affinity
matrix for the corpus also includes the relationships between
non-bridge terms and bridge terms, as well as between bridge
terms themselves. Likewise, a second affinity measures
between the pairs of terms 1n a second corpus, corresponding,
to a second subject area. Again, this may represent the com-
putations in step 1 of FIG. 1. Then, a third affinity measure
between a first term from a first corpus and the second term 1n
a second corpus 1s computed based on the first aflinity mea-
sure and the second affinity measure provided the first term
and second term are related either directly (in the aflinity
matrix) or indirectly (in the transitive closures thereof) via
one or more bridge terms. This may represent steps 2 and 3 of
FIG. 1.

An 1llustration 1s now given, via an example outlined 1n
FIGS. 5 and 6, of how the information collected by the algo-
rithm of FIG. 1 can be used to help a search user, proficient in
one subject area, to formulate precise searches 1n an untamil-
1ar domain.

Consider a sales professional familiar with functional
terms 1n a telecommunication industry, who does not know in
depth the technologies used to implement the functionalities
and wants to find which research projects may be useful for a
functional area (e.g., “telecommunication applications”™).

As shown 1in FIG. 5, a cross-corpus synonym dictionary 51
linking functional terms with technology terms can be pur-
pose-built by taking a corpus with marketing literature 32
from vendors in telecommunication industry and a corpus
with product literature 53 from the same vendors. These two
corpora fed as mput to the algorithm of FIG. 1 can create the
required synonym dictionary.
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As illustrated 1n FI1G. 5, the aflinity matrix 56 for marketing
literature will show the related functional terms as application
areas 1n telecommunication industry. Likewise, the aflinity
matrix 57 for the product literature will contain related tech-
nical terms. The bridge terms 58 will be the intersection of the
glossaries of marketing literature (54) and of technical litera-
ture (55), respectively. Typically, general functional terms
and general technical terms will be bridge terms, but more
detailed terms of either category will be 1n only their respec-
tive glossaries and aflinity matrices. For example, as illus-
trated 1n FIG. 5, the usage terms “telecommunication appli-
cations” and “service creation” are functional terms and
“service creation,” “SIP;” “Parlay,” and “JAIN” are technical
terms. Of these, “service creation” 1s a bridge term, by virtue
ol appearing in both corpora.

Referring to methodology 60 1n FIG. 6, when a sales pro-
tessional needs to find relevant research projects 61 1n his/her
organization that addresses “‘telecommunication applica-
tions,” the cross-subject synonym dictionary 62 linking func-
tional terms and technical terms can be used to augment the
input query term “telecommunication applications™ as fol-
lows:

The functional term pair “telecommunication applica-
tions” and “service creation” will be found 1n the tran-
sitive closure of the corpus for marketing literature.

The technical terms related to the bridge term “service
creation” will be found in the transitive closure of the
corpus for technical literature.

So the oniginal query for “telecommunication applica-
tions” will be augmented with related technical terms
“SIP” “Parlay,” and “JAIN.”

The augmented query “telecommunication application,”
“service creation,” “SIP)” “Parlay,” and “JAIN” 1s then
used to search the collection of research projects.

In other words, the sales professional will be able to find
relevant research projects related with “SIP;” “Parlay,” and
“JAIN” without knowing these technology terms a priori.

Recall that query augmentation depends on computation of
transitive closures. In one embodiment, the entire set of tran-
sitive closures can be pre-computed prior to receipt of the
query. In another embodiment, particular transitive closures
can be interactively computed when specific terms are con-
tained 1n the recerved query.

There are many advantages to the above-described prin-
ciples of the invention. One main advantage is the ability to
discover and collect aflinities between terms across multiple
expertise-specific subject areas. The synonym dictionary 1s
query independent 1n the sense that, once constructed, i1t can
be used for any cross-corpus query and the discovered atlini-
ties are collected. Further, synonym dictionary constructionis
unsupervised without human intervention. Dictionary con-
struction performs well even with a noisy corpus found by an
imperfect crawl across various web sites to discover (i.e.,
learn) different corpora. Dictionary construction 1s also
strictly content dependent, not dependent on collective user
behavior such as page ranking or social tagging. This 1s sig-
nificant for a desktop or an intra-company search where sta-
tistically significant collective user behavior per document
may not be available. Query augmentation with cross-subject
synonym dictionary improves recall, as well as precision, by
using weights ol augmented query terms.

Referring lastly to FIG. 7, an exemplary implementation 70
of a computing system in accordance with which one or more
components/methodologies of the invention (e.g., compo-
nents/methodologies described 1n the context of FIGS. 1-6)
may be implemented 1s depicted, according to an embodi-
ment of the present invention. For example, the exemplary
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implementation may represent the computing system used to
perform methodologies 10, 20, 30, 40, 50, and 60 described
above.

As shown, the methodologies described herein may be
implemented in accordance with a processor 71, a memory
72, 1/0 devices 73, and a network interface 74, coupled via a
computer bus 75 or alternate connection arrangement.

It 1s to be appreciated that the term “processor” as used
herein 1s intended to include any processing device, such as,
for example, one that includes a CPU (central processing
unit) and/or other processing circuitry. It 1s also to be under-
stood that the term “processor” may refer to more than one
processing device and that various elements associated with a
processing device may be shared by other processing devices.

The term “memory” as used herein 1s intended to include
memory associated with a processor or CPU, such as, for
example, RAM, ROM, a fixed memory device (e.g., hard
drive), a removable memory device (e.g., diskette), flash
memory, etc. It 1s understood that a memory device men-
tioned here i1s an example of “computer readable storage
medium,” which may constitute an article of manufacture
when soltware instructions or code for implementing tech-
niques of the imvention are stored for execution thereon by a
processor of a computer.

In addition, the phrase “input/output devices” or “1/O
devices™ as used herein 1s intended to include, for example,
one or more mput devices (e.g., keyboard, mouse, scanner,
etc.) for entering data to the processing unit, and/or one or
more output devices (e.g., speaker, display, printer, etc.) for
presenting results associated with the processing unit.

Still further, the phrase “network 1nterface™ as used herein
1s mntended to 1include, for example, one or more transceivers
to permit the computer system to communicate with another
computer system via an appropriate communications proto-
col.

Thus, as mentioned above, software components including,
instructions or code for performing the methodologies
described herein may be stored 1n one or more of the associ-
ated memory devices (e.g., ROM, fixed or removable
memory) and, when ready to be utilized, loaded in part or in
whole (e.g., nto RAM) and executed by a CPU.

Although 1llustrative embodiments of the present invention
have been described herein with reference to the accompany-
ing drawings, it 1s to be understood that the invention 1s not
limited to those precise embodiments, and that various other
changes and modifications may be made by one skilled in the
art without departing from the scope or spirit of the invention.

What is claimed 1s:

1. A computer-implemented method for bridging terminol-
ogy differences between at least two subject areas, compris-
ing executing the following steps on a computer:

computing a first aifinity measure between a first term 1n a

first corpus, corresponding to a first subject area, and a
bridge term;

computing a second aflinity measure between a second

term 1n a second corpus, corresponding to a second
subject area, and the bridge term;

computing a third affinity measure between the first term

and the second term based on the first aflinity measure
and the second allinity measure; wherein the bridge term
1s a term that appears 1 both the first corpus and the
second corpus, wherein computing at least one of the
first aifinity measure and the second aflinity measure
comprises computing a transitive closure of an aflinity
matrix of at least one of the first corpus and the second
COrpus;
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assigning a score for a pair of terms 1n the transitive closure
of the atffinity matrix using a composite path probability,
wherein the composite path probability 1s a computation
of a sum of path probabilities for n paths between the
pair of terms, wherein n 1s an mteger greater than 0.

2. The method of claim 1, further comprising the step of
generating an output data structure indexed by the first term
and the second term.

3. The method of claim 1, wherein the bridge term 1s
selected by a user.

4. The method of claim 1, wherein the bridge term 1s
selected 1n view of a statistical analysis performed on the first
corpus and the second corpus.

5. The method of claim 1, wherein the first corpus and the
second corpus are unstructured text documents.

6. The method of claim 1, wherein each of the first affinity
measure and the second affinity measure represents aifinity
between pairs of terms 1n 1ts corresponding corpus.

7. The method of claim 1, further comprising augmenting,
a query comprising the first term of the first corpus by adding
to the query: (1) the bridge term; and (11) the second term of the
second corpus.

8. The method of claim 1, wherein the first term 1s not in the
second corpus.

9. The method of claim 8, wherein the second term 1s not in
the first corpus.

10. The method of claim 1, wherein the third affinity mea-
sure comprises a composite path probability of the first term,
the bridge term, and the second term.

11. Apparatus for bridging terminology differences
between at least two subject areas, comprising: a memory;
and a processor coupled to the memory and configured to:

compute a first affinity measure between a first term 1n a

first corpus, corresponding to a first subject area, and a
bridge term;

compute a second affinity measure between a second term

in a second corpus, corresponding to a second subject
area, and the bridge term; and

compute a third aifinity measure between the first term and

the second term based on the first affinity measure and
the second affinity measure; wherein the bridge term 1s a
term that appears 1n both the first corpus and the second
corpus, and wherein when computing at least one of the
first aflinity measure and the second affinity measure the
processor 1s further configured to compute a transitive
closure of an aflinity matrix of at least one of the first
corpus and the second corpus;

assign a score for a pair of terms in the transitive closure of

the affinity matrix using a composite path probability,
wherein the composite path probability 1s a computation
of a sum of path probabilities for n paths between the
pair of terms, wherein n 1s an mteger greater than 0.

12. The apparatus of claim 11, wherein the processor 1s
further configured to generate an output data structure
indexed by the first term and the second term.

13. The apparatus of claim 11, wherein the bridge term 1s
selected by a user.

14. The apparatus of claim 11, wherein each of the first
allinity measure and the second aifinity measure represents
allinity between pairs of terms 1n its corresponding corpus.

15. The apparatus of claim 11, wherein the processor 1s
turther configured to augment a query comprising the first
term of the first corpus by adding to the query: (1) the bridge
term; and (11) the second term of the second corpus.

16. An article of manufacture for bridging terminology
differences between at least two subject areas, comprising a
non-transitory computer readable storage medium including
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one or more computer programs that when executed by a
computer perform the steps of:
computing a {irst aifinity measure between a first term 1n a
first corpus, corresponding to a first subject area, and a
bridge term; 5

computing a second aifinity measure between a second
term 1 a second corpus, corresponding to a second
subject area, and the bridge term; and

computing a third affinity measure between the first term

and the second term based on the first aflinity measure 10

and the second affinity measure;
wherein the bridge term 1s a term that appears in both the first
corpus and the second corpus, and wherein computing at least
one of the first affinity measure and the second affinity mea-
sure comprises computing a transitive closure of an affinity 15
matrix of at least one of the first corpus and the second corpus;
and

assigning a score for a pair of terms 1n the transitive closure

of the ailinity matrix using a composite path probability,
wherein the composite path probability 1s a computation 20
of a sum of path probabilities for n paths between the
pair of terms, wherein n 1s an mteger greater than 0.

17. The article of claim 16, further comprising the step of
generating an output data structure indexed by the first term
and the second term. 25

18. The article of claim 16, wherein the bridge term 1s
selected by a user.

19. The article of claim 16, further comprising augmenting
a query comprising the first term of the first corpus by adding
to the query: (1) the bridge term; and (11) the second term of the 30
second corpus.

[,




	Front Page
	Drawings
	Specification
	Claims

