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Figure 2A
Filemap Filc X 201
Offset 203 Index 205 Lname 207
OK 0.1 NULL
8K 0.2 NULL
16K 0.3 NULL
Figurc 2B
Datastore Suitcase 271
Data Table 251
Index 253 Data Offset 255 Data Reference Count 257
1 Offset-Data A |
2 Offset-Data B 1
3 Offset-Data C 1
Datastore
Data 261 Last File 263
] Data A File X 201
2 Data B File X 201
3 Data C File X 201




U.S. Patent Aug. 13,2013 Sheet 3 of 8 US 8,510,275 B2
Figure 3A
Filemap File X 301
Offset 303 Index 305 Lname 307
0K 0.1 NULL
8K 0.2 NULL
16K 0.3 NULL
Filemap File Y 311
Offset 313 Index 315 B Lname 317
0K 04 B NULL
8K 0.2 File X 301
16K 03 B File X 301
Figure 3B
Datastore Suitcase 371
Data Table 351
Index 353 Data Offset 355 Data Reference Count 357
1 Offset-Data A 1
2 Offset-Data B 2
3 Offset-Data C 2
Offset-Data D 1
E— =
Data 361 Last File 363
Data A File X 301
o DataB File Y 311
Data C File Y 311
Data D File Y 311
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Figure 4A
Filemap File X 401
Offset 403 Index 405 Lname 407
0K 0.1 NULL
8K 0.2 NULL
16K 0.3 NULL
Filemap File Y 411
Offset 413 Index 415 Lname 417
0K 0.4 NULL
B 8K 0.2 B File X 401
B 16K 0.3 B File X 401
Filemap File Z 421
Offset 423 Index 425 Lname 427
0K 0.4 File Y 411
8K 0.2 File Y 411
16K 0.5 B NULL
Figure 4B
Datastore Suitcase 471
Data Table 451
Index 453 Data Offset 455 Data Reference Count 457
1 Offset-Data A 1
2 Offset-Data B 3
3 Offset-Data C 2
- 4 ~ Offset-DataD - 2
5 Offset-Data E 1
Datastore
Data 461 Last File 463
1 Data A File X 401
2 Data B File Z 421
3 Data C File Y 411
4 Data D File Z 421
5 Data E File Z 421
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FILE AWARE BLOCK LEVEL
DEDUPLICATION

CROSS-REFERENCE TO RELAT
APPLICATION

T
»

The present application claims benefit under 35 U.S.C.
119(e) to U.S. Provisional Application No. 61/244,398 filed

Sep. 21, 2009, and titled “FILE AWARE BLOCK LEVEL
DEDUPLICATION,” all of which 1s incorporated herein by

this reference for all purposes.

TECHNICAL FIELD

The present disclosure relates to incorporating file aware
data compression and deduplication into block based storage
systems.

DESCRIPTION OF RELATED ART

Maintaining vast amounts of data 1s resource intensive not
just 1n terms of the physical hardware costs but also 1in terms
of system administration and infrastructure costs. Some
mechanisms allow compression of data to save on resources.
For example, some file formats such as the Portable Docu-
ment Format (PDF) are compressed. Some other utilities
allow compression on an individual file level 1n a relatively
inefficient manner.

Data deduplication refers to the ability of a system to
climinate data duplication across files to increase storage,
transmission, and/or processing elliciency. A storage system
which incorporates deduplication technology 1nvolves stor-
ing a single istance of a data segment that 1s common across
multiple files and/or users. In some examples, data sent to a
storage system 1s segmented 1n fixed or variable sized seg-
ments. Each segment 1s provided with a segment 1dentifier
(ID), such as a digital signature or the actual data. Once the
segment ID 1s generated, 1t can be used to determine 1f the data
segment already exists 1n the system. If the data segment does
exi1st, 1t need not be stored again. The reference count for the

single instance data segment 1s incremented and some form of

file mapping construct 1s used to associate the deduplicated
segment from a particular file to the single instance stored 1n
the storage system.

However, mechamisms for determining commonality 1n a
deduplicated data set are limited. Consequently, mechanisms
are provided for improving the ability to determine common-
ality 1n a deduplicated data set.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure may best be understood by reference to the
following description taken 1n conjunction with the accom-

panying drawings, which illustrate particular embodiments of

the present invention.

FIG. 1 illustrates a particular example of files and data
segments.

FIG. 2A illustrates a particular example of a filemap.

FIG. 2B illustrates a particular example of a datastore
suitcase.

FIG. 3A 1llustrates a particular example of a filemap.

FIG. 3B illustrates a particular example of a datastore
suitcase.

FI1G. 4 A 1llustrates another example of a filemap.

FI1G. 4B illustrates another example of a datastore suitcase.

FIG. 5 1llustrates a technique for modifying a datastore
suitcase.
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2

FIG. 6 illustrates a technique for identifying files that ref-
erence a particular data segment.

FIG. 7 illustrates a mechanism for identilying files that
share common data with a particular file.

FIG. 8 1llustrates a particular example of a computer sys-
tem.

DESCRIPTION OF PARTICULAR
EMBODIMENTS

Retference will now be made 1n detail to some specific
examples of the invention including the best modes contem-
plated by the inventors for carrying out the invention.
Examples of these specific embodiments are illustrated in the
accompanying drawings. While the imnvention 1s described 1n
conjunction with these specific embodiments, 1t will be
understood that it 1s not intended to limit the invention to the
described embodiments. On the contrary, it 1s intended to
cover alternatives, modifications, and equivalents as may be
included within the spirit and scope of the invention as
defined by the appended claims.

For example, the technmiques and mechanisms of the
present invention will be described in the context of particular
types of data. However, 1t should be noted that the techniques
and mechanisms of the present invention apply to a variety of
different types of data and data formats. In the following
description, numerous specific details are set forth 1n order to
provide a thorough understanding of the present invention.
Particular example embodiments of the present invention
may be implemented without some or all of these specific
details. In other instances, well known process operations
have not been described 1n detail 1n order not to unnecessarily
obscure the present invention.

Various techniques and mechanisms of the present mven-
tion will sometimes be described in singular form for clarity.
However, 1t should be noted that some embodiments include
multiple iterations of a technique or multiple instantiations of
a mechanism unless noted otherwise. For example, a system
uses a processor 1n a variety ol contexts. However, 1t will be
appreciated that a system can use multiple processors while
remaining within the scope of the present invention unless
otherwise noted. Furthermore, the techniques and mecha-
nisms of the present mvention will sometimes describe a
connection between two entities. It should be noted that a
connection between two entities does not necessarily mean a
direct, unimpeded connection, as a variety of other entities
may reside between the two entities. For example, a processor
may be connected to memory, but it will be appreciated that a
variety of bridges and controllers may reside between the
processor and memory. Consequently, a connection does not

necessarily mean a direct, unimpeded connection unless oth-
erwise noted.

Overview

A system provides file aware block level deduplication in a
system having multiple clients connected to a storage sub-
system over a network such as an Internet Protocol (IP) net-
work. The system includes client components and storage
subsystem components. Client components imnclude a walker
that traverses the namespace looking for files that meet the
criteria for optimization, a file system daemon that rehydrates
the files, and a filter driver that watches all operations going to
the file system. Storage subsystem components include an
optimizer resident on the nodes of the storage subsystem. The
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optimizer can use 1dle processor cycles to perform optimiza-
tion. Sub-file compression can be performed at the storage

subsystem.

Example Embodiments

Maintaining, managing, transmitting, and/or processing
large amounts of data can have significant costs. These costs
include not only power and cooling costs but system mainte-
nance, network bandwidth, and hardware costs as well.

Some efforts have been made to reduce the footprint of data
maintained by file servers. A variety of utilities compress files
on an individual basis prior to writing data to file servers.
Although individual file compression can be effective, it often
provides ineificient compression. Decompression 1s also not
particularly efficient. Other mechanisms include data dedu-
plication. In a file server system, deduplication 1s idden from
users and applications. Data deduplication reduces storage
footprints by reducing the amount of redundant data.

According to various embodiments, an optimization tool
can aggressively compress and deduplicate files based on
characteristics of particular files and file types as well as
based on characteristics across multiple files. According to
various embodiments, any processed file that may be smaller,
more efficiently read and transmitted, and/or more effectively
stored than a non-processed file 1s referred to herein as an
optimized file. Any individual file or portion of the individual
file that 1s processed to increase the storage elliciency of the
file 1s referred to herein as a compressed file. Any file asso-
ciated with a group of {iles that are processed to increase the
storage efliciency of the group of files 1s referred to herein as
a deduplicated file. That 1s, 1nstead of simply optimizing a
single file, multiple files can be optimized efficiently. It
should be noted that a deduplicated file 1s not necessarily
compressed and a compressed filed 1s not necessarily dedu-
plicated, but an optimized file can be compressed and/or
deduplicated.

Optimization may involve identifying variable or fixed
s1ized segments. According to various embodiments, each
segment of data 1s processed using a hash algorithm such as
MD35 or SHA-1. This process generates a unique 1D, hash, or
reference for each segment. That 1s, 11 only a few bytes of a
document or presentation are changed, only changed portions
are saved. In some 1nstances, deduplication searches for
matching sequences using a fixed or sliding window and uses
references to matching sequences instead of storing the
matching sequences again.

According to various embodiments, deduplication systems
include dictionaries, filemap suitcases, and datastore suit-
cases. A dictionary 1s a {ile that contains the segment 1denti-
fiers and location pairs. The segment identifiers can be created
by using an MD35, SHA or other mechanism for creating a
unique 1D for a data segment. Since the dictionary can grow
into a large file (>1 TB) 1t must be organized 1n a way that
makes 1t readily searchable. Organizing the identifier location
pairs 1n a binary tree 1s one approach which can be used to
accelerate searches. Each optimizer node 1n the cluster can
have 1ts own dictionary.

In particular embodiments, filemap suitcases are regular
files which hold filemaps for deduplicated files. Filemaps are
used to reference all data segments for the associated file
whether the segments are common to other files or unique. A
datastore suitcase holds the actual data segments for the dedu-
plicated files. Each data segment has a reference count asso-
ciated with 1t. The reference count specifies the number of
filemap entries which are referencing the data segment. When
the reference count 1s zero, a cleaner application can delete
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4

the entry from the suitcase. It should be noted that the meta-
data 1s grouped together betfore the data segments. By group-
ing the metadata together, a single sequential read can bring 1n
all of the metadata. Once all of the metadata 1s memory
resident, parallel reads and decompression of multiple data
segments can be scheduled. Reading and decompressing the
data segments in parallel can significantly increase read per-
formance on multi-core and clustered machines. The Datas-
tore suitcase header includes the length and offset of the
metadata. The header also includes the location of the next
available offset for additional metadata entries.

With the dictionary, filemap suitcases and datastore suit-
cases, a file system independent layout for storing and refer-
encing deduplicated data can be implemented.

Various implementations of data reduction solutions are
deployed on the storage system itself, as an in-band appli-
ance, or as an out of band appliance that sits on the side of the
storage. A solution on the storage system performs block level
deduplication and compression without being file aware. This
solution has no notion of the files that the blocks are associ-
ated with. Consequently, file specific compressors can not be
used and i1deal segment boundaries can not be identified.
Another solution 1s an 1n-band appliance that sits between the
clients and the storage system. In-band appliances are limited
to what can be done quickly in-line and are only done on a file
by file basis without the benefit of a global data view. In-band
appliances also require new hardware to be added to a con-
figuration. Out of band appliances sit on the side of the stor-
age system, read 1n data, optimize 1t, and write out optimized
data. Out of band appliances have the benefit of taking a
global data reduction view and can use more time optimizing
cach file. However, this approach requires new hardware 1n
the configuration and does not take advantage of spare pro-
cessing cycles on the storage sub-system.

Consequently, the techniques and mechanisms of the
present invention provide a file aware block optimization
solution. According to various embodiments, the file aware
block optimization solution includes a walker, a file system
daemon, a filter driver and an optimizer. In particular embodi-
ments, the walker 1s a client component that traverses the
namespace looking for files that meet the criteria for optimi-
zation. The walker uses a file system created on the block
storage that the client has mounted. According to various
embodiments, the file system daemon 1s a client component
that rehydrates files. The filter driver 1s a client component
that will watch all operations which are going to the file
system and take the appropriate action based on whether a file
1s optimized or not. An optimizer 1s a component that 1s
resident on the nodes of the storage subsystem and can use
CPU cycles of an i1dle controller to perform optimization. A
suitcase volume 1s a volume used to keep the suitcase data.
This volume can be implemented as either a raw device or a
file system.

To perform optimization, the walker finds candidate files
by traversing the file system or by recerving file change noti-
fications. After identifying the candidate files, a special inter-
face 1s used between the walker and the storage-sub system to
identify the blocks for the files. According to various embodi-
ments, a scatter gather block list, file list, and volumes are sent
to the storage sub-system for optimization. Special tokens
umque for the instance of each file can also be sent 1n the
message. In particular embodiments, an optimizer runmng
within a storage node takes the block lists, reads 1n the can-
didate blocks, deduplicates and compresses the blocks and
stores the optimized data in a suitcase volume.

According to various embodiments, after the block list has
been optimized, the optimizer via a remote procedure call
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(RPC) will notity the client that the files have been optimized
and are stored within suitcases. The RPC will include the
necessary mformation to find the optimized data in the suit-
case volume and the file tokens. In particular embodiments,
the walker upon receipt of the optimization complete mes-
sage will use the tokens to verily that the files have not
changed. If any file has changed during the optimization
process, the file will not be turned into a stub file. If the file has
not been changed, a stub file which includes the filemap
needed to find the optimized data on reads 1s created. The
walker then sends a message to the storage sub-system speci-
tying the file blocks that can be returned to the free space pool.

To perform a file read, the filter driver recognizes that a file
read operation 1s going to a file stub. According to various
embodiments, the filter driver sends the file request along
with the ﬁlemap to the file system daemon. In particular
embodiments, the file system daemon reads in the optimized
data from the suitcase volume, rehydrates it, and services the
request. The stub file will contain all of the original metadata
included 1n the regular file, so attribute requests can be ser-
viced directly from the stub file without going to the suitcase
for additional information.

To perform a write, the filter driver recognizes that a file
write operation 1s directed at an optimized file. The write
proceeds to a newly allocated region 1n the suitcase. Accord-
ing to various embodiments, the filemap for the stub file 1s
updated to include the new region. The region that holds the
previous data 1s freed.

Files such as an exchange database can be very large and 1t
1s often not feasible to optimize them in a single pass. There-
fore, sections of large files can be optimized and partial file
optimization can be performed. The original file will have a
sparse lllemap. To service a read request, the file server dae-
mon will first check the filemap associated with the file to see
if a section of the file has been optimized. If a section has been
optimized, the file server daemon will obtain the data from a
suitcase. Otherwise, the filter server daemon will obtain the
data directly from the original blocks of the file.

Additionally, since the filter driver sees all 1/O operations
to the file system, 1t can keep track of what regions of a file are
being accessed frequently (hot regions) and only optimize the
regions that have not been accessed over a given time period
(cold regions). Typical mechanisms optimize based on file
attributes such as access or modification time, but these
attributes are for the whole file and not regions of the file. The
techniques and mechanisms of the present invention’s use of
a sparse fillemap and the file server daemon’s ability to use a
sparse map facilitates file region aware optimization. Cold
regions can be efficiently optimized while hot region remain
non-optimized.

A file aware block level deduplication system has a variety
of benefits. For example, 11 the storage sub-system shares a
global pool, the freed blocks are returned to the pool. Thus
Client A can benefit from files being optimized on Client B
because the free blocks are back in the pool and can be
allocated to Client A.

Being file aware also allows the walker to present the block
l1st to the optimizer 1n file read order. Not all files are stored 1n
the order which they are read. Some applications will do
many secks within a file to read the data. When re-storing the
data in optimized suitcases, the data will be stored 1n an
application aware optimal order for read backs.

Direct integration with the storage subsystem also makes it
casy to free blocks since holes can be punched in files and
suitcases. This means that files do not have to be re-written to
reclaim space. Furthermore, architecture 1s distributed and
scales as more storage nodes or clients are added.
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FIG. 1 illustrates examples of files and data segments.
According to various embodiments, file X 101 includes data

A, data B, and data C. File Y 103 includes data D, data B, and
data C. File Z 1035 includes data D, data B, and data E.
Accordmg to various embodiments, each data segment 1s 8K
in s1ze. The three files include five different segments A, B, C,
D, and E. Files X 101,Y 103, and Z 105 can be deduplicated
to remove redundancy 1n storing the different segments. For
example, data B need only be stored once instead of three
times. Data C and data D need only be stored once instead of
twice. The techniques and mechanisms of the present inven-
tion recognize that common segments are determined during
deduplication. Commonality characteristics and information
can be maintained to allow ellicient determination of segment
commonality after deduplication.

FIG. 2A 1illustrates one example of a filemap and FIG. 2B
illustrates a corresponding datastore suitcase created after
optimizing a file X. Filemap file X 201 includes ofiset 203,
index 205, and Iname 207 fields. According to various
embodiments, each segment 1n the filemap for file X 1s 8K 1n
size. In particular embodiments, each data segment has an
index of format <Datastore Suitcase ID>. <Data Table
Index>. For example, 0.1 corresponds to suitcase ID 0 and
datatable index 1. while 2.3 corresponds to suitcase 1D 2 and

database index 3. The segments corresponding to oifsets OK,
8K, and 16K all reside 1n suitcase ID 0 while the data table

indices are 1, 2, and 3. The Iname field 207 1s NULL 1n the
filemap because each segment has not previously been refer-
enced by any file.

FIG. 2B illustrates one example of a datastore suitcase
corresponding to the filemap file X 201. According to various
embodiments, datastore suitcase 271 includes an index por-
tion and a data portion. The index section includes mdices
253, data offsets 255, and data reference counts 257. The data
section includes indices 253, data 261, and last file references
263. According to various embodiments, arranging a data
table 251 1n this manner allows a system to perform a bulk
read of the index portion to obtain offset data to allow parallel
reads of large amounts of data 1n the data section. According
to various embodiments, datastore suitcase 251 includes three
olfset, reference count pairs which map to the data segments
of the filemap file X 201. In the imndex portion, index 1 corre-
sponding to data in ofiset-data A has been referenced once.
Index 2 corresponding to data in off:;

set-data B has been ret-
erenced once. Index 3 corresponding to data 1n offset-data C
has been referenced once. In the data portion, index 1 includes
data A and a reference to File X 201 which was last to place
a reference on the data A. Index 2 includes data B and a
reference to File X 201 which was last to place a reference on
the data B. Index 3 includes data C and a reference to File X
201 which was last to place a reference on the data C.

FIG. 3A 1llustrates file maps for two different files. Filemap
file X 301 includes offset 303, index 305, and lname 307
fields. According to various embodiments, each segment 1n
the filemap for file X 1s 8K 1n size. The segments correspond-
ing to offsets OK, 8K, and 16K all reside 1n suitcase ID O while
the data tableindices 1, 2, and 3. The Iname field 207 1s NULL
in the filemap because each segment has not previously been
referenced by any file.

Filemap file Y 311 includes offset 313, index 315, and
lname 317 fields. According to various embodiments, each
segment 1n the filemap for file X 1s 8K 1n size. The segments
corresponding to offsets OK, 8K, and 16K all reside in suit-

case ID O while the data table indices include 4, 2, and 3. The
Iname field 317 1s NULL 1n the filemap for offset OK corre-
sponding to index 0.4 because the segment has not previously
been referenced by any file. However, the Iname field 317 for
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olffsets 8K and 16K corresponding to indices 0.2 and 0.3 have
been referenced before by file X 301.

FIG. 3B illustrates one example of a datastore suitcase for
file X 301 and file Y 311. According to various embodiments,
datastore suitcase 371 includes an index portion and a data
portion. The index section includes indices 353, data ofisets
355, and data reference counts 357. The data section includes
indices 353, data 361, and last file references 363. According
to various embodiments, arranging a data table 351 1n this
manner allows a system to perform a bulk read of the index
portion to obtain offset data to allow parallel reads of large
amounts of data 1n the data section.

Index 0.1 corresponding to Data A 1s referenced by only
file X 301. The reference count remains set at 1 and the last
file 363 remains file X 301. Index 0.2 corresponding to Data
B 1s referenced by file Y 311. The reference count 1s incre-
mented to two and the last file field 363 1s set to file Y 311.
Index 0.3 corresponding to Data C 1s referenced by file X 301
and by fileY 303. The reference count remains set at 1 and the
last file 363 remains file Y 303. Index 0.4 corresponding to
Data D 1s reference by file’Y 311. The reference count is set to
1 and the last file 363 field 1s set to file Y 311.

According to various embodiments, since only the 1st data
segment 1n file Y 311 1s different from file X 301, only one
additional entry for segment Data D 1s added to the Data Table
351. The reference counts for Data B and Data C are incre-
mented since these data segments are common to file X 301
and file Y 311. Additionally, the Inames in the datastore suit-
case for the last reference of Data C and Data B are changed
to file Y 311. The last file reference for Data A remains file X
301 because Data A 1s not in file Y 311. Prior to overwriting

the Inames 1n the Datastore, they are captured 1n the filemap
of fileY 311.

FIG. 4A illustrates file maps for three different files.
Filemap file X 401 1ncludes ofiset 403, index 403, and lname
407 fields. According to various embodiments, each segment
in the filemap for file X 1s 8K 1n size. The segments corre-
sponding to offsets OK, 8K, and 16K all reside 1n suitcase 1D
0 while the data table indices 1, 2, and 3. The Iname field 207
1s NULL 1n the filemap because each segment has not previ-
ously been referenced by any file.

Filemap file Y 411 includes offset 413, index 415, and
Iname 417 fields. According to various embodiments, each
segment 1n the filemap for file Y 1s 8K 1n size. The segments
corresponding to offsets OK, 8K, and 16K all reside in suit-
case ID 0 while the data table indices include 4, 2, and 3. The
Iname field 417 1s NULL 1n the filemap for oflset OK corre-
sponding to index 0.4 because the segment has not previously
been referenced by any file. However, the Iname field 417 for
offsets 8K and 16K corresponding to indices 0.2 and 0.3 have
been referenced before by file X 401.

Filemap file Z 421 includes offset 423, index 4235, and
lname 427 fields. According to various embodiments, each
segment 1n the filemap for file Z 1s 8K 1n size. The segments

corresponding to offsets OK, 8K, and 16K all reside 1n suit-
case 1D O while the data table indices include 4, 2, and 5. The

Iname field 427 1s NULL 1n the filemap for ofiset 16K corre-
sponding to imndex 0.5 because the segment has not previously
been referenced by any file. However, the Iname field 427 for
offsets OK and 8K corresponding to indices 0.4 and 0.2 have
been referenced before by file Y 411.

FI1G. 4B illustrates one example of a datastore suitcase for
file X 401, file Y 411, and file Z 421. According to various
embodiments, datastore suitcase 471 includes an index por-
tion and a data portion. The index section includes 1ndices
453, data offsets 455, and data reference counts 457. The data
section includes indices 453, data 461, and last file references
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463. According to various embodiments, arranging a data
table 451 1n this manner allows a system to perform a bulk
read of the index portion to obtain oifset data to allow parallel
reads of large amounts of data in the data section.

Index 0.1 corresponding to Data A 1s referenced only by
file X 401. The reference count remains set at 1 and the last
file 463 remains set to file X 401. Index 0.2 corresponding to
Data B 1s referenced by all three files 401, 411, and 421 and
consequently has a reference count incremented to three and
a last file 463 field set to file Z 421. Index 0.3 corresponding
to Data C 1s reference by two {files, file X 401 and file Y 411.

The reterence count remains set at two and the last file 463

field remains set to file Y 411. Index 0.4 corresponding to
Data D 1s reference by two files, file Y 411 and file Z 421. The

reference count 1s incremented to two and the last file 463
field 1s set to file Z 421. Index 0.5 corresponding to Data E 1s
referenced only by file Z 421. The reference count 1s set to one

and the last file 463 field 1s set to file Z 421.

According to various embodiments, since only the 1st data
segment 1n file Z 411 1s different from the segments 1n file X
401 and fileY 411, only one additional entry for segment Data
E 1s added to the Data Table 451. The reference counts for
Data B and Data D are incremented since these data segments
are common to file X 401 and file Y 411. Additionally, the
Inames 1n the datastore suitcase for the last reference of Data
B and Data D are changed to file Z 421. The last file reference
for Data A remains file X 401 because Data A 1s not 1n file Z
421. The last file reference for Data C remains file Y 411
because Data C 1s not 1n file Z 421. Prior to overwriting the
Inames 1n the datastore 471, they are captured in the filemap
of file Z 421.

FIG. 5 illustrates one example of a configuration providing,
clients with access to storage over a network such as an IP
network. According to various embodiments, database server
501 and email server 5303 are connected to a block storage
sub-system 507 over a network such as a gigabit Ethernet,
1SCSI, or storage area network. The block storage sub-system
507 includes virtual volumes 509 maintaining data segments
for database server 501 and email server 503. According to
various embodiments, clients on database server 501 and
email server 503 can file systems on the block storage sub-
system that the clients have mounted.

FIG. 6 illustrates components of a file aware block level
optimization system. According to various embodiments,
database server 601 and email server 603 are connected to a
block storage sub-system 607 over a network such as a Giga-
bit Ethernet, 1ISCSI, or storage area network. The block stor-
age sub-system 607 includes virtual volumes 609 maintain-
ing data segments for database server 601 and email server
603. According to various embodiments, clients on database
server 601 and email server 603 can file systems on the block
storage sub-system that the clients have mounted.

According to various embodiments, a database server 601
includes a walker/file server daemon 611, an application 613,
a filter driver 615, and a file system 617. In particular embodi-
ments, the walker 611 1s a component that traverses the
namespace associated with the file system 617 looking for
files that meet the critenia for optimization. Criteria may
include file type, file size, and file activity frequency. The
walker 611 uses a file system 617 created on the block storage
that the client has mounted. According to various embodi-
ments, the file system daemon portion of the walker 611
rehydrates files. In particular embodiments, the filter driver
615 1s a client component that will watch all operations which
are going to the file system 617 and take the appropnate
action based on whether a file 1s optimized or not.
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According to various embodiments, an email server 603
includes a walker/file server daemon 621, an application 623,
a filter driver 6235, and a file system 627. In particular embodi-
ments, the walker 621 1s a component that traverses the
namespace associated with the file system 627 looking for
files that meet the criternia for optimization. Criteria may
include file type, file size, and file activity frequency. The
walker 621 uses a file system 627 created on the block storage
that the client has mounted. According to various embodi-
ments, the file system daemon portion of the walker 621
rehydrates files. In particular embodiments, the filter driver
625 1s a client component that will watch all operations which
are going to the file system 627 and take the appropriate
action based on whether a file 1s optimized or not.

According to various embodiments, to perform optimiza-
tion, the walker 621 finds candidate files by traversing the file
system 627 or by recerving file change notifications. After
identifying the candidate files, an interface 1s used between
the walker 621 and the storage-sub system 607 to identify the
blocks for the files. According to various embodiments, a
scatter gather block list, file list, and volumes are sent to the
storage sub-system 607 for optimization. Special tokens
unique for the instance of each file can also be sent 1n the
message. In particular embodiments, an optimizer 631 run-
ning within a storage node takes the block lists, reads in the
candidate blocks, deduplicates and compresses the blocks
and stores the optimized data 1n a suitcase volume 641.

FI1G. 7 i1llustrates one example of sub-file optimization. The
techniques of the present invention recogmze that different
portions of a file may be associated with different activity
levels. In particular embodiments, file portions that are fre-
quently accessed or require fast response times are referred to
herein as hot portions of a file. Hot portions of a file are left as
1s without optimization. Although optimization saves
resources 1n a variety of ways, access ol optimized data does
require some overhead, and hot portions based on some
access threshold are left non-optimized to preserve system
elficiency. No filemap lookup or datastore suitcase access and
retrieval 1s necessary. By contrast, there may be other portions
of a file that are infrequently accessed or are non-critical to
system operation. These portions are referred to herein as
cold portions of a file. Cold portions of a file are optimized
using compressions and/or deduplication to save resources.
FIG. 7 shows one example of a file aware optimization.

According to various embodiments, a file includes Range
A 711, Range B 713, Range C 7135, Range D 717, Range E

719, Range F 721, Range (G 723, Range H 725, Range 1 727,
and Range J 729. In particular embodlments a system 1den-
tifies activity levels of various portions of a file and can
subdivide a file based on activity level indices or heat indices.
Whether a portion 1s determined to be hot or cold may depend
on a access frequency threshold. In some examples, 11 a
portion has not been accessed within the last two days, the
portion 1s determined to be cold and suitable for optimization.
According to various embodiments, Range A 711, Range D

717, Range 1 727, and Range ] 729 are determined to be hot
regions 753 while Range B 713, Range C 715, Range E 719,
Range F 721, Range G 723, and Range H 725 are determined
to be cold regions. A sparse file map 701 1s generated to
include only cold portions of a file. The file now has file holes
733, 735, 739, 741, 743, and 745. The sparse filemap 701
includes ranges and suitcase locations. In particular embodi-
ments, Range B 713, Range C 715, Range E 719, Range I
721, Range G 723, and Range H 725 have corresponding
suitcase locations 773 775, 779, 781, 783, and 785. Eifi-

ciency of data access and response times for frequently
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accessed portions can be maintained while allowing
resources savings for portions infrequently accessed.

A variety of devices and applications can implement par-
ticular examples of commonality determination. FI1G. 8 1llus-
trates one example of a computer system. According to par-
ticular example embodiments, a system 800 suitable for
implementing particular embodiments of the present imnven-
tion includes a processor 801, a memory 803, an interface
811, and a bus 8135 (e.g., a PCI bus). When acting under the
control of appropriate soltware or firmware, the processor
801 i1s responsible for such tasks such as optimization. Vari-
ous specially configured devices can also be used 1n place of
a processor 801 or 1n addition to processor 801. The complete
implementation can also be done 1n custom hardware. The
interface 811 1s typically configured to send and receive data
packets or data segments over a network. Particular examples
of interfaces the device supports include Ethernet interfaces,
frame relay iterfaces, cable interfaces, DSL interfaces, token
ring interfaces, and the like.

In addition, various very high-speed interfaces may be
provided such as fast Ethernet interfaces, Gigabit Ethernet
interfaces, ATM interfaces, HSSI interfaces, POS interfaces,
FDDI interfaces and the like. Generally, these interfaces may
include ports appropriate for communication with the appro-
priate media. In some cases, they may also 1include an inde-
pendent processor and, 1n some instances, volatile RAM. The
independent processors may control such communications
intensive tasks as packet switching, media control and man-
agement.

According to particular example embodiments, the system
800 uses memory 803 to store data and program instructions
and maintained a local side cache. The program instructions
may control the operation of an operating system and/or one
or more applications, for example. The memory or memories
may also be configured to store received metadata and batch
requested metadata.

Because such information and program instructions may
be employed to implement the systems/methods described
herein, the present invention relates to tangible, machine
readable media that include program instructions, state infor-
mation, etc. for performing various operations described
herein. Examples of machine-readable media include hard
disks, floppy disks, magnetic tape, optical media such as
CD-ROM disks and DVDs; magneto-optical media such as
optical disks, and hardware devices that are specially config-
ured to store and perform program instructions, such as read-
only memory devices (ROM) and programmable read-only
memory devices (PROMs). Examples of program instruc-
tions include both machine code, such as produced by a
compiler, and files containing higher level code that may be
executed by the computer using an interpreter.

Although many of the components and processes are
described above 1n the singular for convenience, 1t will be
appreciated by one of skill 1n the art that multiple components
and repeated processes can also be used to practice the tech-
niques of the present invention.

While the mvention has been particularly shown and
described with reference to specific embodiments thereof, 1t
will be understood by those skilled 1n the art that changes 1n
the form and details of the disclosed embodiments may be

made without departing from the spirit or scope of the inven-
tion. It 1s therefore intended that the invention be interpreted
to iclude all variations and equivalents that fall within the
true spirit and scope of the present invention.




US 8,510,275 B2

11

What 1s claimed 1s:

1. A method comprising:

selecting candidate files for optimization by traversing a
file system;

identifying a plurality of blocks 1n the plurality of candi-
date files;

sending a block list and a plurality of tokens to a storage
sub-system for optimization, the blocks list correspond-
ing to the plurality of blocks in the plurality of candidate
files and the plurality of tokens corresponding to the
plurality of candidate files, wherein optimization
includes deduplication and compression;

receiving a notification that a file in the plurality of candi-
date files has been optimized, wherein the notification
includes 1nformation on optimized data location,
wherein upon receipt of the notification, a token in the
plurality of tokens 1s used to determine if the file in tile
plurality of candidate files has changed during optimi-
zation;

wherein 11 the file has not changed, a stub file including a
filemap needed to find the optimized data 1s generated.

2. The method of claim 1, wherein the file stub comprises
original metadata including file attributes so file attribute
requests can be serviced directly from the stub file without
accessing optimized data.

3. The method of claim 1, wherein 1f the file has changed,
a stub file 1s noted generated.

4. The method of claim 1, wherein the block list, a file l1st,
and volumes are sent to the storage sub-system for optimiza-
tion.

5. The method of claim 1, wherein candidate files are
selected using a plurality of criteria.

6. The method of claim 5, wherein the plurality of criteria
for optimization includes file type and file size.

7. The method of claim 5, wherein the plurality of critenia
for optimization includes file activity frequency.

8. A system comprising:

a processor operable to select candidate files for optimiza-
tion by traversing a file system, wherein a plurality of
blocks 1n the plurality of candidate files are 1dentified;

an interface operable to send a block list and a plurality” of
tokens to a storage sub-system for optimization, the
blocks list corresponding to the plurality of blocks in the
plurality of candidate files and the plurality of token
corresponding to the plurality of candidate files, wherein
optimization includes deduplication and compression,
the iterface further operable to receive a notification
that a file i the plurality of candidate files has been
optimized;

wherein the notification includes information on optimized
data location, wherein upon receipt of the notification, a
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token 1n the plurality of tokens 1s used to determine 11 the
file 1n the plurality of candidate files has changed during
optimization;

wherein 11 the file has changed, a stub file 1s noted gener-

ated.

9. The system of claam 8, wherein i1f the file has not
changed, a stub file including a filemap needed to find the
optimized data 1s generated.

10. The system of claim 9, wherein the file stub comprises
original metadata including file attributes so file attribute
requests can be serviced directly from the stub file without
accessing optimized data.

11. The system of claim 8, wherein the block list, a file list,
and volumes are sent to the storage sub-system for optimiza-
tion.

12. The system of claim 8, wherein candidate files are
selected using a plurality of criteria.

13. The system of claim 12, wherein the plural of critenia
for optimization 1ncludes file type and file size.

14. The system of claim 12, wherein the plurality of critenia
for optimization 1ncludes file activity frequency.

15. A non-transitory computer readable medium compris-
ng:

computer code for selecting candidate files for optimiza-

tion by traversing a file system;

computer code for 1dentitying a plurality of blocks 1n the

plurality of candidate files;
computer code for sending a block list and a plurality of
tokens to a storage sub-system for optimization, the
blocks list corresponding to the plurality of blocks in the
plurality of candidate files and the plurality of tokens
corresponding to the plurality of candidate files, wherein
optimization includes deduplication and compression;

computer code for recerving a notification that a file 1n the
plurality of candidate files has been optimized, wherein
the notification includes mnformation on optimized data
location, wherein upon receipt of the notification, a
token in the plurality of tokens 1s used to determine 1f the
file 1n the plurality of candidate files has changed during
optimization;

wherein if the file has changed, a stub file 1s noted gener-

ated.

16. The non-transitory computer readable medium of claim
15, wherein 11 the file has not changed, a stub file including a
filemap needed to find the optimized. data 1s generated.

17. The non-transitory computer readable medium of claim
16, wherein the file stub comprises original metadata includ-
ing file attributes so file attribute requests can be serviced
directly from the stub file without accessing optimized data.
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