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SYSTEM AND METHOD FOR SCHEDULING
OVER MULTIPLE HOPS

CLAIM OF PRIORITY UNDER 35 U.S.C. §119

The present Application for Patent claims priority to Pro-
visional Application No. 61/028,489 entitled “SYSTEM

AND METHOD FOR SCHEDULING OVER MULTIPLE
HOPS” filed Feb. 13, 2008, and assigned to the assignee
hereof and hereby expres sly incorporated by reference
herein.

BACKGROUND

1. Field

The present disclosure relates generally to wireless com-
munications, and more specifically but not exclusively to
various techniques for scheduling over multiple hops 1n wire-
less communication networks.

2. Background

Wireless communication systems are widely deployed to
provide various types of communication content such as, for
example, voice, data, and so on. Typical wireless communi-
cation systems may be multiple-access systems capable of
supporting communication with multiple users by sharing
available system resources (e.g., bandwidth, transmuit
power, . . . ). Examples of such multiple-access systems may
include code division multiple access (CDMA) systems, time
division multiple access (TDMA) systems, frequency divi-
sion multiple access (FDMA) systems, orthogonal frequency
division multiple access (OFDMA) systems, and the like.
Additionally, the systems can conform to specifications such
as third generation partnership project (3GPP), 3GPP long
term evolution (LTE), ultra mobile broadband (UMB), and/or
multi-carrier wireless specifications such as evolution data
optimized (EV-DQO), one or more revisions thereod, etc.

Generally, wireless multiple-access communication sys-
tems may simultaneously support communication for mul-
tiple mobile devices. Each mobile device may communicate
with one or more base stations via transmissions on forward
and reverse links. The forward link (or downlink) refers to the
communication link from base stations to mobile devices, and
the reverse link (or uplink) refers to the communication link
from mobile devices to base stations. Further, communica-
tions between mobile devices and base stations may be estab-
lished via single-mnput single-output (SISO) systems, mul-
tiple-input single-output (MISO) systems, multiple-input
multiple-output (MIMO) systems, and so forth. In addition,
mobile devices can communicate with other mobile devices
(and/or base stations with other base stations) 1n peer-to-peer
wireless network configurations.

Currently, ad-hoc wireless networks are being deployed to
provide long range wireless communications for voice, data,
audio, video, messaging, and multimedia (e.g., content). An
ad-hoc wireless network 1s formed by a number of wireless
nodes that jo1n together to provide backhaul services to other
wireless nodes. In an ad-hoc wireless network, content 1s
routed from one wireless node to another until the content
reaches its destination. A continuous connection 1s provided
to the destination through one or more intermediate nodes,
which may be dynamically reconfigured to maintain a con-
nection when one or more wireless nodes 1n the ad-hoc net-
work becomes unavailable.

Ad-hoc wireless networks provide a unique opportunity to
expand the wireless coverage currently offered by existing
infrastructures. By way of example, an ad-hoc wireless net-
work may be used to expand the geographic reach of a cellular
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2

network or a WLAN. An ad-hoc wireless network also pro-
vides an attractive alternative to cable and Digital Subscriber
Lines (DSLs) for broadband access. With the recent advent of
ad-hoc wireless networks and the vast potential for improving
wireless communications, more eificient ways are needed to
support the transmission of content through these networks.

SUMMARY

The following presents a simplified summary of one or
more aspects 1 order to provide a basic understanding of such
aspects. This summary 1s not an extensive overview of all
contemplated aspects, and 1s intended to neither identify key
or critical elements of all aspects nor delineate the scope of
any or all aspects. Its sole purpose 1s to present some concepts
ol one or more aspects 1n a simplified form as a prelude to the
more detailed description that 1s presented later.

In accordance with one or more aspects and corresponding,
disclosure thereol, various aspects are described 1n connec-
tion with facilitating scheduling over multiple hops 1n a wire-
less communication network. According to related aspects, a
method for scheduling over multiple hops 1n wireless net-
works 1s provided. The method includes providing a set of
radio resources for use by one or more nodes. The method
further includes assigning the radio resources for use 1n
downlink and uplink communications in a paired manner.

Another aspect relates to a wireless communications appa-
ratus. The wireless communications apparatus can include at
least one processor configured to schedule over multiple hops
in wireless communication networks. The at least one pro-
cessor 1mcludes a first module for providing a set of radio
resources for use by one or more nodes. The at least one
processor Turther includes a second module for assigning the
radio resources for use 1 downlink and uplink communica-
tions 1n a paired manner, wherein assigning resources in a
paired manner further includes assigning a corresponding
uplink control sub-frame for each set of downlink sub-frames
assigned to a hop, and assigning a corresponding downlink
control sub-frame for each set of reverse link sub-frames
assigned to a hop.

Yet another aspect relates to an apparatus that includes
means for providing a set of radio resources for use by one or
more nodes. The apparatus can additionally include means
for assigning the radio resources for use 1in downlink and
uplink communications 1n a paired manner, wherein assign-
ing resources 1n a paired manner further includes assigning a
corresponding uplink control sub-frame for each set of down-
link sub-frames assigned to a hop, and assigning a corre-
sponding downlink control sub-iframe for each set of reverse
link sub-frames assigned to a hop.

Still another aspect relates to a computer program product,
which can have a computer-readable medium including a first
set of codes for causing a computer to provide a set of radio
resources for use by one or more nodes. The computer read-
able medium can also comprise a second set of codes for
assigning the radio resources for use 1n downlink and uplink
communications in a paired manner, wherein assigning
resources 1 a paired manner further includes assigning a
corresponding uplink control sub-frame for each set of down-
link sub-frames assigned to a hop, and assigning a corre-
sponding downlink control sub-frame for each set of reverse
link sub-frames assigned to a hop.

Moreover, an additional aspect relates to an apparatus. The
apparatus can include a radio component that provides a set of
radio resources for use by one or more nodes. The apparatus
can further include a scheduling component that assigns the
radio resources for use 1n downlink and uplink communica-
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tions 1n a paired manner, wherein assigning resources in a
paired manner includes assigning a corresponding uplink
control sub-frame for each set of downlink sub-frames

assigned to a hop, and assigning a corresponding downlink
control sub-frame for each set of reverse link sub-irames
assigned to a hop.

To the accomplishment of the foregoing and related ends,
the one or more aspects comprise the features heremafter
tully described and particularly pointed out in the claims. The
tollowing description and the annexed drawings set forth 1n
detail certain 1llustrative features of the one or more aspects.
These features are indicative, however, of but a few of the
various ways 1n which the principles of various aspects may
be employed, and this description 1s intended to 1include all
such aspects and their equivalents.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 illustrates an example multiple access wireless com-
munication system in accordance with an aspect of the sub-
ject specification.

FI1G. 2 1llustrates an example generals block diagram of a
communication system 1n accordance with an aspect of the
subject specification.

FI1G. 3 illustrates an example wireless communication sys-
tem 1n accordance with an aspect of the subject specification.

FIG. 4 illustrates an example conceptual diagram of a
wireless communication network in accordance with an
aspect ol the subject specification.

FIG. 5 1llustrates an example conceptual diagram of con-
tent flows associated with transmit and receive timeslots 1n a
single hop communication network in accordance with an
aspect ol the subject specification.

FIG. 6 1llustrates an example conceptual diagram of con-
tent tlow associated with transmit and recerve timeslots in a
multiple hop communication network in accordance with an
aspect of the subject specification.

FIG. 7 1s an example general component block diagram
illustrating a multi-hop wireless communication network 1s
shown 1n accordance with an aspect of the subject specifica-
tion.

FIG. 8 illustrates an example methodology for static radio
resource allocation over multiple hops 1n a wireless commu-
nication network 1n accordance with an aspect of the subject
specification.

FI1G. 9 illustrates an example methodology for dynamically
allocating radio resources over multiple hops 1n a wireless
communication network 1n accordance with an aspect of the
subject specification.

FIG. 10 1s an example downlink timeline illustrating stati-
cally allocated radio resources over multiple hops 1n a wire-
less communication network in accordance with an aspect of
the subject specification.

FIG. 11 1s an example uplink timeline illustrating statically
allocated radio resources over multiple hops 1n a wireless
communication network 1n accordance with an aspect of the
subject specification.

FIG. 12 1s an example downlink timeline illustrating a
dynamic centralized allocation of radio resources over mul-
tiple hops 1 a wireless communication network 1n accor-
dance with an aspect of the subject specification.

FIG. 13 1s an example downlink timeline illustrating a
dynamic distributed allocation of radio resources over mul-
tiple hops 1n a wireless network 1n accordance with an aspect
of the subject specification.
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FIG. 14 1s an example comparison of two uplink timelines
illustrating dynamically allocated radio resources over mul-
tiple hops 1n a wireless network 1n accordance with an aspect
ol the subject specification.

FIG. 15 illustrates a system that employs an artificial intel-
ligence (Al) component that facilitates automating one or
more features 1n accordance with the subject specification.

FIG. 16 1s an 1llustration of an example system that facili-
tates scheduling over multiple hops 1n a wireless communi-
cation network 1n accordance with the subject specification.

DETAILED DESCRIPTION

Various aspects are now described with reference to the
drawings. In the following description, for purposes of expla-
nation, numerous specific details are set forth 1n order to
provide a thorough understanding of one or more aspects. It
may be evident, however, that such aspect(s) may be practiced
without these specific details.

As used 1n this application, the terms “component,” “mod-
ule,” “system” and the like are mtended to include a com-
puter-related entity, such as but not limited to hardware, firm-
ware, a combination of hardware and solftware, software, or
software 1n execution. For example, a component may be, but
1s not limited to being, a process running on a processor, a
processor, an object, an executable, a thread of execution, a
program, and/or a computer. By way of illustration, both an
application running on a computing device and the comput-
ing device can be a component. One or more components can
reside within a process and/or thread of execution and a
component may be localized on one computer and/or distrib-
uted between two or more computers. In addition, these com-
ponents can execute from various computer readable media
having various data structures stored thereon. The compo-
nents may communicate by way of local and/or remote pro-
cesses such as in accordance with a signal having one or more
data packets, such as data from one component interacting
with another component in a local system, distributed system,
and/or across a network such as the Internet with other sys-
tems by way of the signal.

Furthermore, various aspects are described herein 1n con-
nection with a terminal, which can be a wired terminal or a
wireless terminal. A terminal can also be called a system,
device, subscriber unit, subscriber station, mobile station,
mobile, mobile device, remote station, remote terminal,
access terminal, user terminal, terminal, communication
device, user agent, user device, or user equipment (UE). A
wireless terminal may be a cellular telephone, a satellite
phone, a cordless telephone, a Session Initiation Protocol
(SIP) phone, a wireless local loop (WLL) station, a personal
digital assistant (PDA), a handheld device having wireless
connection capability, a computing device, or other process-
ing devices connected to a wireless modem. Moreover, vari-
ous aspects are described herein 1n connection with a base
station. A base station may be utilized for communicating
with wireless terminal(s) and may also be retferred to as an
access point, a Node B, or some other terminology.

Moreover, the term “or” 1s intended to mean an inclusive
“or” rather than an exclusive “or.”” That 1s, unless specified
otherwise, or clear from the context, the phrase “X employs A
or B” 1s intended to mean any of the natural inclusive permu-
tations. That 1s, the phrase “X employs A or B” 1s satisfied by
any of the following instances: X employs A; X employs B; or
X employs both A and B. In addition, the articles “a” and “an”
as used 1n this application and the appended claims should
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generally be construed to mean “one or more” unless speci-
fied otherwise or clear from the context to be directed to a
singular form.

The techniques described herein may be used for various
wireless communication systems such as CDMA, TDMA,
FDMA, OFDMA, SC-FDMA and other systems. The terms
“system” and “network” are often used interchangeably. A

CDMA system may implement a radio technology such as
Universal Terrestrial Radio Access (UTRA), cdma2000, etc.

UTRA 1ncludes Wideband-CDMA (W-CDMA) and other
variants of CDMA. Further, cdma2000 covers IS-2000, IS-95
and IS-856 standards. A TDMA system may implement a
radio technology such as Global System for Mobile Commu-
nications (GSM). An OFDMA system may implement a radio
technology such as Evolved UTRA (E-UTRA), Ultra Mobile
Broadband (UMB), IEEE 802.11 (Wi-F1), IEEE 802.16
(WiMAX), IEEE 802.20, Flash-OFDM[ |, etc. UTRA and
E-UTRA are part of Universal Mobile Telecommunication
System (UMTS). 3GPP Long Term Evolution (LTE) 1s a
release of UMTS that uses E-UTRA, which employs
OFDMA on the downlink and SC-FDMA on the uplink.
UTRA, E-UTRA, UMTS, LTE and GSM are described 1n
documents from an organization named “3rd Generation
Partnership Project” (3GPP). Additionally, cdma2000 and
UMB are described in documents from an orgamization
named “3rd Generation Partnership Project 2 (3GPP2). Fur-
ther, such wireless communication systems may additionally
include peer-to-peer (e.g., mobile-to-mobile) ad hoc network
systems often using unpaired unlicensed spectrums, 802.xx
wireless LAN, BLUETOOTH and any other short- or long-
range, wireless communication techniques.

Various aspects or features will be presented 1n terms of
systems that may include a number of devices, components,
modules, and the like. It 1s to be understood and appreciated
that the various systems may include additional devices, com-
ponents, modules, etc. and/or may not include all of the
devices, components, modules etc. discussed in connection
with the figures. A combination of these approaches may also
be used.

Referring now to FIG. 1, a wireless communication system
100 1s 1llustrated in accordance with various embodiments
presented herein. System 100 comprises a base station 102
that can include multiple antenna groups. For example, one
antenna group can include antennas 104 and 106, another
group can comprise antennas 108 and 110, and an additional
group can include antennas 112 and 114. Two antennas are
illustrated for each antenna group; however, more or fewer
antennas can be utilized for each group. Base station 102 can
additionally 1include a transmitter chain and a recerver chain,
cach of which can 1n turn comprise a plurality of components
associated with signal transmission and reception (e.g., pro-
cessors, modulators, multiplexers, demodulators, demulti-
plexers, antennas, etc.), as will be appreciated by one skilled
in the art.

Base station 102 can communicate with one or more
mobile devices such as mobile device 116 and mobile device
122; however, 1t 1s to be appreciated that base station 102 can
communicate with substantially any number of mobile
devices similar to mobile devices 116 and 122. Mobile
devices 116 and 122 can be, for example, cellular phones,
smart phones, laptops, handheld commumnication devices,
handheld computing devices, satellite radios, global position-
ing systems, PDAs, and/or any other suitable device for com-
municating over wireless communication system 100. As
depicted, mobile device 116 1s 1n communication with anten-
nas 112 and 114, where antennas 112 and 114 transmait infor-
mation to mobile device 116 over a forward link 118 and
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6

receive information from mobile device 116 over a reverse
link 120. Moreover, mobile device 122 1s 1n communication
with antennas 104 and 106, where antennas 104 and 106
transmit information to mobile device 122 over a forward link
124 and receive mnformation from mobile device 122 over a
reverse link 126. In a frequency division duplex (FDD) sys-
tem, forward link 118 can utilize a different frequency band
than that used by reverse link 120, and forward link 124 can
employ a different frequency band than that employed by
reverse link 126, for example. Further, in a time division
duplex (TDD) system, forward link 118 and reverse link 120
can utilize a common frequency band and forward link 124
and reverse link 126 can utilize a common frequency band.

Each group of antennas and/or the area in which they are
designated to communicate can be referred to as a sector of
base station 102. For example, antenna groups can be
designed to communicate to mobile devices 1n a sector of the
areas covered by base station 102. In communication over
forward links 118 and 124, the transmitting antennas of base
station 102 can utilize beam-forming to 1improve signal-to-
noise ratio of forward links 118 and 124 for mobile devices
116 and 122. This can be provided by using a precoder to steer
signals 1n desired directions, for example. Also, while base
station 102 utilizes beam-forming to transmit to mobile
devices 116 and 122 scattered randomly through an associ-
ated coverage, mobile devices 1n neighboring cells can be
subject to less interference as compared to a base station
transmitting through a single antenna to all 1ts mobile devices.
Moreover, mobile devices 116 and 122 can communicate
directly with one another using a peer-to-peer or ad hoc
technology 1n one example.

According to an example, system 100 can be a multiple-
input multiple-output (MIMO) communication system. Fur-
ther, system 100 can utilize substantially any type of duplex-
ing technique to divide communication channels (e.g.,
forward link, reverse link, etc.) such as FDD, TDD, and the
like. Moreover, the system 100 can be a multiple-bearer sys-
tem. A bearer can be an information path of defined capacity,
delay, bit error rate, etc. Mobile devices 116 and 122 can each
serve one or more radio bearers. The mobile devices 116 and
122 can employ uplink rate control mechanisms to manage
and/or share uplink resources across the one or more radio
bearers. In one example, the mobile devices 116 and 122 can
utilize token bucket mechanisms to serve the radio bearers

and to enforce uplink rate limitations.

Pursuant to an 1llustration, each bearer can have an associ-
ated prioritized bit rate (PBR), maximum bit rate (MBR) and
guaranteed bit rate (GBR). The mobile devices 116 and 122
can serve the radio bearers based, at least 1n part, on the
associated bit rate values. The bit rate values can also be
employed to calculate queue sizes that account for PBR and
MBR for each bearer. The queue sizes can be included 1n
uplink resource requests transmitted by the mobile devices
116 and 122 to the base station 102. The base station 102 can
schedule uplink resources for mobile device 116 and 122
based upon respective uplink requests and included queue
S1ZES.

FIG. 2 1s a block diagram of a transmitter system 210 (also
known as the access point) and a receiver system 2350 (also
known as access terminal) 1n a MIMO system 200. At the
transmitter system 210, traffic data for a number of data
streams 1s provided from a data source 212 to a transmitter
(TX) data processor 214.

In an embodiment, each data stream 1s transmitted over a
respective transmit antenna. TX data processor 214 formats,




US 8,509,162 B2

7

codes, and interleaves the traffic data for each data stream
based on a particular coding scheme selected for that data
stream to provide coded data.

The coded data for each data stream may be multiplexed
with pilot data using OFDM techniques. The pilot data 1s
typically a known data pattern that i1s processed 1n a known
manner and may be used at the recerver system to estimate the
channel response. The multiplexed pilot and coded data for
cach data stream i1s then modulated (1.e., symbol mapped)
based on a particular modulation scheme (e.g., BPSK, QSPK,
M-PSK, or M-QAM) selected for that data stream to provide
modulation symbols. The data rate, coding, and modulation
for each data stream may be determined by instructions per-
tormed by processor 230.

The modulation symbols for all data streams are then pro-

vided to a TX MIMO processor 220, which may further
process the modulation symbols (e.g., for OFDM). TX

MIMO processor 220 then provides NT modulation symbol
streams to NT transmitters (ITMTR) 222a through 2227 In
certain embodiments, TX MIMO processor 220 applies
beam-forming weights to the symbols of the data streams and
to the antenna from which the symbol 1s being transmitted.

Each transmitter 222 receives and processes a respective
symbol stream to provide one or more analog signals, and
turther conditions (e.g., amplifies, filters, and upconverts) the
analog signals to provide a modulated signal suitable for
transmission over the MIMO channel. NT modulated signals
from transmitters 222a through 222¢ are then transmitted
from N'T antennas 224a through 224¢, respectively.

At recerver system 250, the transmitted modulated signals
are recetved by NR antennas 252a through 2527 and the
received signal from each antenna 252 1s provided to arespec-
tive recerver (RCVR) 2544 through 254r. Each receiver 2354
conditions (e.g., filters, amplifies, and downconverts) a
respective received signal, digitizes the conditioned signal to
provide samples, and further processes the samples to provide
a corresponding “recerved” symbol stream.

An RX data processor 260 then recerves and processes the
NR received symbol streams from NR recetvers 254 based on
a particular receiver processing technmique to provide NT
“detected” symbol streams. The RX data processor 260 then
demodulates, deinterleaves, and decodes each detected sym-
bol stream to recover the traflic data for the data stream. The
processing by RX data processor 260 1s complementary to
that performed by TX MIMO processor 220 and TX data
processor 214 at transmaitter system 210.

A processor 270 periodically determines which pre-coding
matrix to use (discussed below). Processor 270 formulates a
reverse link message comprising a matrix index portion and a
rank value portion.

The reverse link message may comprise various types of
information regarding the communication link and/or the
received data stream. The reverse link message 1s then pro-
cessed by a'TX data processor 238, which also receives trailic
data for a number of data streams from a data source 236,
modulated by a modulator 280, conditioned by transmitters
254a through 2547, and transmitted back to transmitter sys-
tem 210.

At transmitter system 210, the modulated signals from
receiver system 250 are recerved by antennas 224, condi-
tioned by recervers 222, demodulated by a demodulator 240,
and processed by a RX data processor 242 to extract the
reserve link message transmitted by the receiver system 2350.
Processor 230 then determines which pre-coding matrix to
use for determining the beam-forming weights then processes
the extracted message.
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FIG. 3 illustrates an example wireless communication sys-
tem 300 configured to support a number of users, 1n which
various disclosed embodiments and aspects may be 1imple-
mented. As shown 1n FIG. 3, by way of example, system 300
provides communication for multiple cells 302, such as, for
example, macro cells 302a-302¢g, with each cell being ser-
viced by a corresponding access point (AP) 304 (such as APs
304a-304¢). Each cell may be further divided into one or
more sectors (e.g. to serve one or more frequencies). Various
access terminals (AT's) 306, including Als 306a-306%, also
known interchangeably as user equipment (UE) or mobile
stations, are dispersed throughout the system. Each AT 306
may communicate with one or more APs 304 on a forward
link (FL) and/or a reverse link (RL) at a given moment,
depending upon whether the AT 1s active and whether 1t 1s 1n
soit handoll, for example. The wireless communication sys-
tem 300 may provide service over a large geographic region,
for example, macro cells 302a-302¢ may cover a few blocks
in a neighborhood.

In accordance with an embodiment of the present innova-
tion, the system 300 can include one or more relay stations
(RS), such as RS 308a. In operation, the RS can have a
connection to bothan AP 304 and an AT 306. For example, the
RS 308a may be in the middle, between, or otherwise com-
municatively connecting the AP 304f and the AT 306z. The
RS 308a can be a forward and decode relay that interprets,
deciphers, or otherwise decodes a signal received from the AP
304/, and transmits the signal to the AT 306z. It 1s to be
appreciated that the system 300 1s shown as having a single
RS 308a for simplicity and brevity of explanation, however
the system 300 can include most any number of RSs. Addi-
tionally or alternatively, one or more of the ATs 306 can
function as a RS.

The functionality of the RS 308a can be a mix or combi-
nation of the functionality of a AP 304 and an AT 306. For

instance, the RS 3084 can function similar to a AP 304 when
communicating to adownstream node (e.g., AT 306), wherein
the RS 308q transmits on the downlink (DL) and receives on
the uplink (UL). Additionally, the RS 308a can function simi-
lar to an AT 306 when communicating to an upstream node
(c.g., AP 304), wherein the RS 3084 transmits on the UL and
receives on the DL. The AP 304 can control the manner in
which the RS 308 1s oriented 1n each slot. For instance, the AP
304 can determine when the RS 308 1s oriented as a BS (e.g.,
downstream) or an AT (e.g., upstream), and can schedule the
network resources 1n order to facilitate multi-hop communi-
cation. Furthermore, the AP 304 can determine which of a
plurality of RS 308 that each UT 306 can connect with, and
maintain independent control for each RS 308.

A device having the combined functionality of both an
access terminal and an access point (e.g., base station) can be
relatively costly. One way that the cost can be kept down, for
example, 1s by not enabling the device to listen to the AP 304,
and transmuit to the AT 306 at the same time. As an alternative,
synchronizing, coordinating or otherwise scheduling (dis-
cussed 1nira) the use of network resources over multiple hops
can be employed for efficient operation. For example, 1n a
static partitioning arrangement the APs 304 can determine
which nodes have access to various network resources at
different times (e.g., slots). Additionally or alternatively, the
network resources can be dynamically partitioned based at
least 1n part on necessity. For instance, the RSs 308 can listen
(e.g., recerve data) on any FL slot (e.g., listen to the AP 304),
unless the RSs 308 have decoded data to forward to one or
more Al's 306.

There are three primary considerations 1n determinming how
downstream hops are managed, wherein a downstream hop 1s
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any hop not involving the AP 304. First, whether the alloca-
tion of resources 1s static or dynamic. As discussed above,
static allocation 1s a fixed partitioning in time of resources on
DL and UL between hops, while dynamic allocation involves
assigning the resources 1n time as needed on DL and UL for
cach hop. Second, whether the allocation of resources is
going to be centralized or distributed. The allocation 1s cen-
tralized 11 the transmission and/or reception for downstream

hops are scheduled by the AP 304. The allocation 1s distrib-

uted 1s the transmission/reception for downstream hops are
scheduled by the parent RS 308. Third, whether the allocation

will be transparent or explicit. In the transparent case, the UE
listens directly to the AP 304, and the RS 308 does not
transmit control information, such as DL or UL assignments.
Conversely, when the allocation of resources 1s explicit the
RS 308 does transmit control information. For example, the
RS 308 can transmit assignments on the packet data control
channel (PDCCH) 1in an LTE system, when the allocation of
resources 1s explicit. It 1s to be appreciated that this 1s but one
example, and a plurality of examples are possible within the
scope and spirit of the subject innovation.

FIG. 4 illustrates an example conceptual diagram of a
wireless communication network in accordance with an
aspect of the present innovation. The wireless network 400 1s
shown 1n communication with several wireless nodes, gener-
ally designated as wireless nodes 402-406 and access termi-
nals 408-414. A wireless node may receive, transmit, or most
any combination of the foregoing. For simplicity of explana-
tion, the term “receiving node” may be used to refer to a
wireless node that 1s recewving, and the term “transmitting
node” may be used to refer to a wireless node that 1s trans-
mitting. These designations do not imply that the wireless
node 1s mcapable of performing both transmit and receive
functions.

A wireless node may function as an access point, a relay
point (e.g., relay station), an access terminal, or most any
combination thereof. For example, a cluster of the wireless
nodes 402-406 function together to provide backhaul services
to anumber of access terminals 408-414. The cluster includes
a wireless node 402 that functions as an access point by
providing a backhaul connection to the network 400 (e.g., a
WWAN such as a cellular network, a WLAN, an ISP, the
Internet, etc.). In addition, the wireless node 402 can function
as a relay point for other access points not shown in the
example FIG. 4, or provide a relay function in response to a
dynamic reconfiguration of the wireless network 400. The
cluster also includes two wireless nodes 404 and 406 that
function as relay points to connect the access terminals 410-
414 to the access point 402. Although not shown, the wireless
nodes 404 and 406 can also provide connectivity to other
access points and relay points. The same wireless nodes 404
and 406 may function as access points for other clusters of
wireless nodes 1n the network 400.

Four access terminals 408-414 are shown 1n FIG. 4. In this
example, two access terminals 410 and 412 are connected to
the access point 402 through the relay point 404, one access
terminal 414 1s connected to the access point 402 through the
relay point 406, and the remaining access terminal 418 1s
connected directly to the access point 402. The access termi-
nals 408-414 can be most any mobile user device capable of
supporting radio communications with a wireless node 402
including, by way of example, a mobile or cellular phone, a
personal digital assistant (PDA), a laptop computer, a digital
audio device (e.g., an MP3 player), a game console, a digital
camera, or other voice, data, audio, video, messaging, or
multimedia device. In some applications, the access terminals
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408-414 can also function as an access point and/or relay
point for other wireless nodes 1n the network 400.

The air interface specification used or adopted to support
the wireless network 400 can be based on most any suitable
multiple access technology that enables mobile subscribers to
share the available radio resources. Examples of such mul-
tiple access technologies include Time Division Multiple
Access (TDMA), Frequency Division Multiple Access
(FDMA), CDMA, Wideband CDMA (W-CDMA), Orthogo-
nal Frequency Division Multiple Access (OFDMA), or some
combination thereof.

Each wireless node 1n the network 400 may have multiple
downlink connections. In this configuration, each wireless
node with multiple downlink connections may need to coor-
dinate the sharing of radio resources between the downstream
wireless nodes (e.g., frequency bands, spreading codes, etc.).
By way of example, the access point 402 allocates available
radio resources between the access terminal 408 and the two
relay points 404 and 406, and the relay point 404 allocates
available radio resources between the two access terminals
410 and 412. In this example, the access point 402 and the
relay point 404 may employ a scheduling algorithm to allo-
cate radio resources. The scheduling algorithm may be as
simple as a first-come first-serve process. Alternatively, a
channel-dependent algorithm may be used to take advantage
of favorable channel conditions. A simpler best effort sched-
uling algorithm may be used based on a fairness, whereby the
wireless node for each downlink connection 1s given equal
bandwidth, or 1n the case where there are a large number of
wireless nodes with a downlink connection, a round-robin
process 1n which the bandwidth 1s cycled between the wire-
less nodes 1n a fair way. Those skilled 1n the art will be readily
able to determine a scheduling algorithm for any particular
application of a wireless network.

FIG. 5 1llustrates an example conceptual diagram of con-
tent flows associated with transmit and receive timeslots 1n a
single hop communication 1n accordance with an aspect of
the subject innovation. For example, Referring to FIG. 5§,
content 1s transmitted from a wireless node A 502 to a wire-
less node B 504. The wireless nodes A 502 and B 504 are
allowed to transmit and receive during certain timeslots. For
example, the wireless node A 502 can transmit during
Timeslot 1 506 and/or Timeslot 3 508 (e.g., odd numbered
timeslots, odd frames, or odd interlaces) and the wireless
node B may transmit during Timeslot 2 510 and/or Timeslot
4 512 (e.g., even numbered timeslots, even frames, or even
interlaces). Conversely, the wireless node A may recerve dur-
ing the even numbered timeslots/frames and the wireless
node B may recetve during odd numbered timeslots/frames.

In some implementations, multiple channels may be estab-
lished 1n each timeslot. For instance, in a hybrid TDMA/
FDMA scheme, several frequency bands may be used within
cach timeslot to support simultaneous communications with
multiple wireless nodes. In another example, several spread-
ing codes may be used 1n a hybrid TDMA/CDMA scheme,
thus enabling simultaneous communications during a single
timeslot with the content for each communication being
spread with a different code. It 1s to be appreciated that this 1s
but one example, and those skilled in the art will readily
understand how to best divide up the radio resources using
various multiple access technologies suitable for any particu-
lar application.

FIG. 6 1llustrates an example conceptual diagram of con-
tent flow associated with transmit and receive timeslots in a
multiple hop communication 1n accordance with an aspect of
the present innovation. As an example, content 1s transmitted
from a wireless node A 602 to a wireless node B 604 and then
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to a wireless node C 606. As discussed previously, 1n connec-
tion with a single hop communication, the wireless nodes
602-606 arc allowed to transmit and recerve during certain
timeslots 608-614. For example, the wireless nodes A 602 and
C 606 can transmit during timeslot 1 608 or timeslot 3 612
(e.g., odd numbered timeslots, odd frames, or odd interlaces)
and the wireless node B 604 can transmit during timeslot 2
610 and timeslot 4 614 (e.g., even numbered timeslots, even
frames, or even 1nterlaces). Conversely, the wireless nodes A
602 and C 606 can recerve during even numbered timeslots/
frames and the wireless node B 604 can receive during odd
numbered timeslots/frames.

Turning to FIG. 7, an example general component block
diagram illustrating a multi-hop wireless communication net-
work 1s shown 1n accordance with an aspect of the present
innovation. For simplicity and ease of explanation the follow-
ing descriptive 1s informative 1n nature and broadly defines
the functionality of each block. Only the pertinent function-
ality to various concepts described throughout this disclosure
will be described. It 1s to be appreciated that those skilled 1n
the art will recognize that these functional blocks can provide
other functionality that 1s not described herein and/or can be
combined with other components (e.g., functional blocks).

In this example, a system 700 includes a base station 702,
a relay station 704, and an access terminal 706. The base
station 702 can provide a set of radio resources (e.g., via a
radio component 710) to be used by one or more nodes. For
example, the nodes can include relay stations 704 or access
terminals 706 such as a mobile or cellular phone, a personal
digital assistant (PDA), a laptop computer, a digital audio
device (e.g., an MP3 player), a game console, a digital cam-
era, or other voice, data, audio, video, messaging, or multi-
media devices. In addition, the access terminals 706 can also
function as relay stations 704.

The base station 702 includes a scheduling component 708
that can assign the radio resources for use 1n downlink and
uplink communications over multiple hops 1n a paired man-
ner. For example, 1n an LTE system, 1f the downlink data 1s
transmitted on the sub-framek, then the acknowledgment can
be scheduled in sub-frame k+4, where k 1s an integer. Simi-
larly, 1f an uplink assignment 1s transmitted in sub-frame Kk,
uplink data for that assignment can be transmitted 1n sub-
frame k+4, an acknowledgement can be transmitted 1n sub-
frame k+8, and a retransmission, 1f desired/necessary, can be
transmitted in sub-irame k+12. In other words, the scheduling
component can assign downlink resources for a relay station
704 to access terminal 706 hop on sub-frame k, and simulta-
neously assign uplink resources on the access terminal 706 to
relay station 704 hop on the paired sub-frame (e.g., sub-frame
k+4).

The scheduling component 708 can assign the radio
resources using a plurality of schemes. For example, the
scheduling component can employ, execute, or otherwise use
a distributed scheduling scheme for allocation of the radio
resources, wherein the scheduling component 708 deter-
mines the resources that the relay station 704 can use for
scheduling the access terminal 706, and the relay station 704
autonomously schedules the access terminal 706 on the
resources. Additionally or alternatively, the scheduling com-
ponent 708 can employ a centralized scheduling scheme for
the allocation of the radio resources, wherein the scheduling,
component 708 determines the scheduling of resources for
the access terminal 706 associated with the relay station 704.
Furthermore, the scheduling component can statically or
dynamically assign the radio resources as discussed previ-
ously.
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FIG. 8 illustrates an example methodology for static radio
resource allocation over multiple hops 1n a wireless network
in accordance with an aspect of the present innovation. While,
for purposes of simplicity of explanation, the methodologies
are shown and described as a series or number of acts, it 1s to
be understood and appreciated that the subject innovation 1s
not limited by the order of acts, as some acts may, 1n accor-
dance with the subject innovation, occur in different orders
and/or concurrently with other acts from that shown and
described herein. For example, those skilled in the art will
understand and appreciate that a methodology could alterna-
tively be represented as a series of interrelated states or
events, such as in a state diagram. Moreover, not all illustrated
acts may be required to implement a methodology in accor-
dance with the subject innovation.

At 802, a downlink wireless connection 1s enabled that
allows a first node to communicate with a second node. As
discussed previously, the first node can be a relay station
(RS), and the second node can be an access terminal (AT).
The RS can decode and forward data received from a base
station (BS) to the AT, wherein the RS may have a better
connection to the BS than the AT. For instance, the RS can be
physically located between the BS and the AT.

At 804, the BS transmits a set of data (e.g., content) to the
RS ultimately intended for one or more Al's. For instance, the
BS can transmit content to the RS intended for a plurality of
ATs serviced by the RS, as discussed previously. At 806 the
BS can assign a set of radio resources to be used by the AT to
forward the data to the ATs. For example, the BS can assign
even frames on the uplink (UL) and/or downlink (DL) for
communication between the BS and RS, and the BS can
assign the odd frames for communication between the RS and
AT. For each of the UL and DL transmissions, the BS assigns
the corresponding control slots as well. For example, 1 the BS
assigns a DL slot to a downstream transmission from the RS
to AT, then the BS will also assign the corresponding UL slot
to the RS to recerve the acknowledgement message (ACK).

At 808, a determination 1s made whether the RS 1s forward-
ing the data from the BS to the AT or to another RS. At 810, 1f
the RS 1s forwarding the data to the AT, then the RS forwards
the data 1n the slots assigned by the BS. However, at 812, if the
RS 1s forwarding the data to one or more downstream RSs and
there 1s distributed management of downstream hops, then
the RS acts as a BS and forwards the data to the downstream
RSs. In addition, at 814 the RS assigns the radio resources to
be used by the downstream RSs from the resources available
to the RS. For example, the RS can partition the slots assigned
to 1t by the BS for use by the downstream RSs. In addition, the
static allocation of radio resources can be reassigned at a later
time based on the loading on each hop and/or throughput
imbalance.

FIG. 91llustrates an example methodology for dynamically
allocating radio resources over multiple hops 1n a wireless
network 1n accordance with an aspect of the present imnnova-
tion. At 902, a downlink wireless connection 1s enabled that
allows a first node to communicate with a second node. As
discussed previously, the first node can be a relay station
(RS), and the second node can be an access terminal (AT).
The RS can decode and forward data received from a base
station (BS) to the AT, wherein the RS may have a better
connection to the BS than the AT. For instance, the RS can be
physically located between the BS and the AT.

At 904, the BS transmits a set of data (e.g., content) to the
RS ultimately intended for one or more Al's. For instance, the
BS can transmit content to the RS intended for a plurality of
ATs serviced by the RS, as discussed previously. At 906, a
determination 1s made whether the RS or BS 1s determining
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the radio resources that will be used to forward the data
downstream. If the BS 1s determining how the radio resources
will be scheduled for downstream hops then the management
ol the radio resources 1s centralized (discussed supra). It the
RS 1s going to schedule the resources for the downstream
hops then the management of the radio resources 1s distrib-
uted.

At 908, 1f the RS 1s determiming the radio resources that
will be used to forward the data downstream (e.g., distributed
management), then the acknowledgement message (ACK)
sent to the BS confirming receipt of the data can include
information regarding when the RS will transmit the data to
the AT, the number of slots required, and/or a delay 11 the BS
to RS link 1s slower than the RS to AT link. In order to account

for any latency, the BS may require a buifer time to decode the

ACK betore the RS forwards the data to the AT.

At 910, 11 the BS 15 determiming the radio resources that
will be used to forward the data downstream (e.g., centralized
management), then the acknowledgement message (ACK)
sent to the BS confirming receipt of the data can include a
request resources. The request can include the number of slots
required, and/or a delay 11 the BS to RS link 1s slower than the
RS to AT link. At912, the BS assigns the radio resources to the
RS for transmitting the data downstream. At 914, the RS
transmits the data downstream in the assigned slots For
example, the RS can forward the data obtained from the BS to
one or more AT's in the slots assigned by the BS (e.g., distrib-
uted management), or indicated to the BS by the RS (e.g.,
centralized management).

In view of the exemplary systems and methodologies
described supra, one or more embodiments of the current
innovation that may be implemented 1n accordance with the
disclosed subject matter will be better appreciated with ret-
erence to the timeline diagrams of FIGS. 10-13. While for
purposes of simplicity of explanation, the timeline diagrams
are shown and described as a series of slots, 1t 1s to be under-
stood and appreciated that the claimed subject matter 1s not
limited by the order and/or number of the slots. Moreover, the
1llustrated slots do not represent all possible implementations
ol the subject innovation, and the examples illustrated are not
intended to be optimized or exhaustive of the configurations
within the scope and spirit of the subject innovation.

FIG. 10 1s an example downlink timeline 1llustrating stati-
cally allocated radio resources over multiple hops 1n a wire-
less network in accordance with an aspect of the present
innovation. The timeline 1000 includes sixteen individual
frames 1002 (e.g., 0-15). As discussed previously, 1n a static
centralized implementation a base station can assign the sub-
frames that one or more relay stations (RS) can use to send
and/or recerve data. For example, the sets of even sub-irames
can be assigned to BS and RS communication (e.g. first hop)
1004, while the sets of odd sub-frames are assigned to BS and
AT communication (e.g., second hop) 1006.

In operation, the BS transmits data to the one or more RSs
beginning in sub-frame 0. The RS will send an acknowledge-
ment (ACK) message 1n sub-frame 4 11 the data 1s recerved
and decoded correctly, or a negative acknowledgement
(NACK) message 1f the data 1s not recerved correctly. It the
BS recerves a NACK then the data 1s retransmitted to the RS
beginning in the next interlace (e.g., sub-frame 8). If the RS
successiully recerved the data then the RS can transmit the
data downstream to one or more access terminals (AT) 1n the
next available slot (e.g., slot 9). As discussed previously, the
corresponding control sub-frame (e.g., sub-frame 13) will
also be assigned to the RS so that 1t can receive an ACK from

the AT.
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Additionally or alternatively, 1n the current example the BS
can use a split from 3:1 to 1:3 (for example) 1t the throughput
on the links between the BS and RS or RS and AT are not
evenly matched.

FIG. 11 1s an example uplink timeline 1llustrating statically
distributed radio resources over multiple hops 1n a wireless
network 1n accordance with an aspect of the present innova-
tion. The timeline 1100 includes twenty four individual
frames 1102 (e.g., 0-23). As discussed previously, 1n a static
centralized implementation a base station (BS) can assign the
sub-frames that one or more relay stations (RS) can send
and/or recerve data. For example, the even sets of sub-frames
can be assigned to BS and RS communication (e.g. first hop)
1104, while the odd sets of sub-frames are assigned to RS and
AT communication (e.g., second hop) 1106.

In operation, the example illustrates a scenario 1n which a
RS 1s granting a prior request by an AT to transmit data on the
UL at slot 1. The grant request 1s transmitted by the RS 1n slot
1, because the odd sets of sub-frames are assigned to RS and
AT communication. The AT can begin transmaitting the data at
the next available sub-frame (e.g., sub-frame 5). At sub-frame
9 the RS can send an ACK 1f the data 1s successtully recerved
and decoded or a NAK 11 the data 1s not successiully recerved.
If the data 1s not successtully received then the AT will trans-
mit the data in the first available assigned sub-iframe (e.g.,
sub-frame 13) following receipt of the NAK. If the data 1s
successiully received then the RS can transmit a request to
use the radio resources to the BS at sub-frame 12 (e.g., even
sub-frame). The BS can send a grant to the RS’s request 1n
sub-frame 16, and the RS can begin transmitting the data in
sub-frame 20. It 1s to be appreciated that the foregoing
example 1s illustrated for simplicity and clarity of explana-
tion, 1t 1s not intended to be exhaustive or optimized or the
coniigurations within the scope and spirit of the subject inno-
vation.

FIG. 12 1s an example downlink timeline illustrating
dynamic centralized allocation of radio resources over mul-
tiple hops 1n a wireless network 1n accordance with an aspect
of the current innovation. The timeline 1200 includes sixteen
individual frames 1202 (e.g., 0-135). In the current example,
the BS transmits data to the RS in sub-frame 0. The RS will
send an ACK at sub-frame 4, wherein the ACK 1ncludes a
forward link (FL) resource request. The FL request can

specily the number of frames required, and can also indicate
a delay 1if, for example, the BS and RS link 1s slower than the
RS and AT link.

At sub-frame 8, the BS assigns all or a portion of the
requested DL resources (e.g., centralized management) that
can be used by the RS to transmit the data downstream (e.g.,
to the AT), and the RS transmits the data downstream at the
next available sub-frame (e.g., slot 10). The DL resources
assigned by the BS can be based on a plurality of factors,
including but not limited to a channel quality indicator (CQI),
signal-to-noise ratio (SNR), signal-to-interference plus noise
ratio (SINR), amount of data, available bandwidth, and so
forth. At sub-frame 12, the AT can send an ACK to the RS 1f
the data 1s correctly received and decoded.

FIG. 13 1s an example downlink timeline illustrating
dynamic distributed allocation of radio resources over mul-
tiple hops 1n a wireless network 1n accordance with an aspect
of the present innovation. The timeline 1300 includes sixteen
individual timeslots 1302 (e.g., 0-15). In the current example,
the BS transmits data to one or more RSs 1n sub-frame 0,
along with a forward link assignment (FLLA) that indicates
when the RS will forward the data to one or more Al's. The
FLA can specily the number of frames required, and can also

indicate a delay i, for example, the BS and RS link 1s slower
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than the RS and AT link. The RS sends an ACK at sub-frame
4, and begins transmitting the data downstream to the AT, at
sub-frame 8. The BS can require an amount of time to decode
the ACK (e.g., latency), so that the BS 1s aware of whenthe RS
1s transmitting.

As previously mentioned, the DL resources assigned by the
BS can be based on a plurality of factors, including but not
limited to a channel quality indicator (CQI), signal-to-noise
ratio (SNR), signal-to-interference plus noise ratio (SINR),
amount of data, available bandwidth, and so forth. At sub-
frame 14, the AT can send an ACK to the RS 1f the data 1s
correctly recerved and decoded.

Turning now to FIG. 14, an example comparison of two
uplink timelines 1llustrating dynamically allocated radio
resources over multiple hops 1n a wireless network 1n accor-
dance with an aspect of the present mnnovation. The 1llustra-
tion 1400 includes a first timeline 1402 and a second timeline
1404. The first timeline 1402 1llustrates a centralized dynamic
assignment of UL radio resources by aBS. Insub-frame -4 an
AT transmuits a request for resources to a RS. The RS forwards
the request to the BS in sub-frame -2, and in sub-frame 0 the
BS transmits an assignment of resources to the RS. The RS
torwards the Reverse Link Assignment (RLA) to the AT, at
sub-frame 2.

Additionally or alternatively, the radio resources can be
assigned by the RS 1n a dynamic distributed allocation of
resources as illustrated on the second timeline 1404. At sub-
frame -4, the AT transmits a request for resources to the RS.
The RS, at sub-frame -2, transmits an RL request to the BS
and AT that indicates when the RS will be receiving data from
the AT. The BS may require an amount of time X to account
for any latency, and to decode the RL request and 1dentify
when the RS 1s receiving data. The RL request can also
include a number of frames required, and/or a delay 11 the
links are mismatched.

FI1G. 15 1llustrates a system 1500 that employs an artificial
intelligence (Al) component 1502 that facilitates automating
one or more features 1n accordance with the present imnnova-
tion. The subject invention (e.g., in connection with inferring)
can employ various Al-based schemes for carrying out vari-
ous aspects thereof. For example, a process for dynamically
allocating radio resources can be facilitated via an automatic
classifier system and process.

A classifier 1s a function that maps an 1nput attribute vector,
x=(x1, x2, x3, x7, xn), to a confidence that the input belongs
to a class, that 1s, f(x)=confidence(class). Such classification
can employ a probabilistic and/or statistical-based analysis
(e.g., factoring into the analysis utilities and costs) to prog-
nose or inier an action that a user desires to be automatically
performed.

A support vector machine (SVM) 1s an example of a clas-
sifier that can be employed. The SVM operates by finding a
hypersurface in the space of possible inputs, which hypersur-
face attempts to split the triggering criteria from the non-
triggering events. Intuitively, this makes the classification
correct for testing data that 1s near, but not identical to training
data. Other directed and undirected model classification
approaches include, e.g., naive Bayes, Bayesian networks,
decision trees, neural networks, fuzzy logic models, and
probabilistic classification models providing different pat-
terns ol independence can be employed. Classification as
used herein also 1s inclusive of statistical regression that 1s
utilized to develop models of priornty.

As will be readily appreciated from the subject specifica-
tion, the subject mvention can employ classifiers that are
explicitly trained (e.g., via a generic training data) as well as
implicitly trained (e.g., via observing user behavior, receiving

10

15

20

25

30

35

40

45

50

55

60

65

16

extrinsic information). For example, SVM’s are configured
via a learning or traiming phase within a classifier constructor
and feature selection module. Thus, the classifier(s) can be
used to automatically learn and perform a number of func-
tions, mncluding but not limited to determining according to a
predetermined criteria when to update or refine the previously
inferred schema, tighten the criteria on the inferring algo-
rithm based upon the kind of data being processed (e.g.,
financial versus non-financial, personal versus non-
personal, . . . ), and at what time of day to implement tighter
criteria controls (e.g., in the evening when system perfor-
mance would be less impacted).

With reference to FIG. 16, illustrated 1s a system 1600 that
facilitates scheduling over multiple hops 1n a wireless com-
munication network. For example, system 1600 can reside at
least partially within a base station, mobile device, etc. It1s to
be appreciated that system 1600 1s represented as including
functional blocks, which can be functional blocks that repre-
sent functions implemented by a processor, software, or com-
bination thereol (e.g., firmware). System 1600 includes a
logical grouping 1602 of electrical components that can act 1n
conjunction. For mstance, logical grouping 1602 can include
an electrical component for providing a set of radio resources
for use by one or more nodes 1604. Further, logical grouping
1602 can comprise an electrical component for portionming the
set of radio resources into sets of frames. Moreover, the
logical grouping 1602 can include an electrical component
for at least one of statically or dynamically assigning frames
to each hope, wherein adjacent hopes are assigned orthogonal
resources 1608. If the frames are statically assigned then
adjacent hops are assigned orthogonal resources, and
dynamic assignment of frames 1s based at least in part on
traffic or channel conditions. Additionally, system 1600 can
include a memory 1610 that retains instructions for executing
functions associated with electrical components 1604, 1606,
and 1608. While shown as being external to memory 1610, 1t
1s to be understood that one or more of electrical components
1604, 1606, and 1608 can exist within memory 1610.

The various illustrative logics, logical blocks, modules,
and circuits described 1n connection with the embodiments
disclosed herein may be implemented or performed with a
general purpose processor, a digital signal processor (DSP),
an application specific integrated circuit (ASIC), a field pro-
grammable gate array (FPGA) or other programmable logic
device, discrete gate or transistor logic, discrete hardware
components, or any combination thereof designed to perform
the fTunctions described herein. A general-purpose processor
may be a microprocessor, but, in the alternative, the processor
may be any conventional processor, controller, microcontrol-
ler, or state machine. A processor may also be implemented as
a combination of computing devices, e.g., a combination of a
DSP and a microprocessor, a plurality of microprocessors,
OnNe Or more microprocessors in conjunction with a DSP core,
or any other such configuration. Additionally, at least one
processor may comprise one or more modules operable to
perform one or more of the steps and/or actions described
above.

Further, the steps and/or actions of a method or algorithm
described in connection with the aspects disclosed herein
may be embodied directly 1n hardware, in a software module
executed by a processor, or 1n a combination of the two. A
soltware module may reside in RAM memory, flash memory,
ROM memory, EPROM memory, EEPROM memory, regis-
ters, a hard disk, a removable disk, a CD-ROM, or any other
form of storage medium known in the art. An exemplary
storage medium may be coupled to the processor, such that
the processor can read information from, and write informa-
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tion to, the storage medium. In the alternative, the storage
medium may be integral to the processor. Further, in some
aspects, the processor and the storage medium may reside 1n
an ASIC. Additionally, the ASIC may reside 1n a user termi-
nal. In the alternative, the processor and the storage medium
may reside as discrete components 1n a user terminal. Addi-
tionally, in some aspects, the steps and/or actions of a method
or algorithm may reside as one or any combination or set of
codes and/or instructions on a machine readable medium
and/or computer readable medium, which may be mcorpo-
rated 1nto a computer program product.

In one or more aspects, the functions described may be
implemented 1n hardware, software, firmware, or any combi-
nation thereof. IT implemented 1n software, the functions may
be stored or transmitted as one or more mstructions or code on
a computer-readable medium. Computer-readable media
includes both computer storage media and communication
media including any medium that facilitates transfer of a
computer program from one place to another. A storage
medium may be any available media that can be accessed by
a computer. By way of example, and not limitation, such

computer-readable media can comprise RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic

disk storage or other magnetic storage devices, or any other
medium that can be used to carry or store desired program
code 1n the form of instructions or data structures and that can
be accessed by a computer. Also, any connection may be
termed a computer-readable medium. For example, 11 soft-
ware 1s transmitted from a website, server, or other remote
source using a coaxial cable, fiber optic cable, twisted patrr,
digital subscriber line (DSL), or wireless technologies such as
infrared, radio, and microwave, then the coaxial cable, fiber
optic cable, twisted pair, DSL, or wireless technologies such
as infrared, radio, and microwave are included 1n the defini-
tion of medium. Disk and disc, as used herein, includes com-
pact disc (CD), laser disc, optical disc, digital versatile disc
(DVD), floppy disk and blu-ray disc where disks usually
reproduce data magnetically, while discs usually reproduce

data optically with lasers. Combinations of the above should
also be included within the scope of computer-readable
media.

While the foregoing disclosure discusses illustrative

aspects and/or embodiments, 1t should be noted that various
changes and modifications could be made heremn without
departing from the scope of the described aspects and/or
embodiments as defined by the appended claims. Further-
more, although elements of the described aspects and/or
embodiments may be described or claimed 1n the singular, the
plural 1s contemplated unless limitation to the singular 1s
explicitly stated. Additionally, all or a portion of any aspect
and/or embodiment may be utilized with all or a portion of
any other aspect and/or embodiment, unless stated otherwise.
Furthermore, to the extent that the term “includes” 1s used 1n
cither the detailed description or the claims, such term 1is
intended to be inclusive in a manner similar to the term
“comprising” as “comprising’ 1s mterpreted when employed
as a transitional word 1n a claim. Furthermore, although ele-
ments of the described aspects and/or aspects may be
described or claimed in the singular, the plural 1s contem-
plated unless limitation to the singular 1s explicitly stated.
Additionally, all or a portion of any aspect and/or embodi-
ment may be utilized with all or a portion of any other aspect
and/or embodiment, unless stated otherwise.
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What 1s claimed 1s:

1. A method for scheduling over multiple hops 1n wireless
communication networks, comprising:

providing, by an apparatus, a set of radio resources for use
by one or more nodes;

requesting, by the apparatus, a number of frames from a
serving base station before using them at a relay station,
wherein the request 1s included 1n an acknowledgment;
and

assigning, by the apparatus, the radio resources for use in
downlink and uplink communications 1n a paired man-
ner, wherein assigning resources 1 a paired manner
further includes assigning a corresponding uplink con-
trol sub-frame for each set of downlink sub-frames
assigned to a hop simultaneous with the assignment of
the downlink sub-frames, and assigning a corresponding
downlink control sub-frame for each set of uplink sub-
frames assigned to a hop simultaneous with the assign-
ment of the uplink sub-frames.

2. The method of claim 1, further comprising employing a
distributed scheduling scheme to assign the resources,
wherein a base station determines the resources that a relay
station can use for scheduling a set of access terminals asso-
ciated with the relay station, and the relay station autono-
mously schedules the access terminals on the resources.

3. The method of claim 1, further comprising employing a
centralized scheduling scheme to assign the resources,
wherein a base station determines the scheduling of resources
for a set of access terminals associated with a relay station.

4. The method of claim 1, further comprising statically
assigning resources to each hop, wherein adjacent hops are
assigned orthogonal resources.

5. The method of claim 4, further comprising reassigning,
the resources over time based on at least one of loading on
cach hop or throughput imbalance.

6. The method of claim 3, further comprising switching a
static allocation of the radio resources by at least one of: using
a set of sub-frames solely for control signaling, at least one of
not sending or recerving a control signal, or delaying the
sending of at least one control signal.

7. The method of claim 6, further comprising switching the
static allocation based at least in part on at least one of a
frequency of the static allocation changes, or 1f more flexible
allocations are desired.

8. The method of claim 1, further comprising dynamically
assigning resources to each hop based at least in part on at
least one of traific or channel conditions.

9. The method of claim 8, wherein the scheduling 1s
dynamic at the relay station.

10. The method of claim 9, wherein the acknowledgement
1s sent by a relay station in response to a packet obtained from
the base station for a downstream access terminal.

11. The method of claim 10, wherein the request includes
at least one of a latency period or a number of frames needed.

12. The method of claim 11, wherein the relay station
cannot use the resources until an acknowledgement of the
request 1s obtained.

13. At least one processor configured to schedule over
multiple hops 1n wireless communication networks, compris-
ng:

a first module for providing a set of radio resources for use

by one or more nodes;

a second module for recerving a request for a number of
sub-frames from a relay station, wherein the request
includes an acknowledgement; and

a third module for assigning the radio resources for use 1n
downlink and uplink communications 1n a paired man-
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ner, wherein assigning resources 1 a paired manner
further 1includes assigning a corresponding uplink con-
trol sub-frame for each set of downlink sub-frames
assigned to a hop simultaneous with the assignment of
the downlink sub-frames, and assigning a corresponding
downlink control sub-frame for each set of uplink sub-
frames assigned to a hop simultaneous with the assign-
ment of the uplink sub-frames.

14. A computer program product, comprising:

a non-transitory computer-readable medium comprising:

a first set of codes for causing a computer to provide a set
of radio resources for use by one or more nodes;

a second set of codes for causing the computer to receive a
request for a number of sub-frames from a relay station,
wherein the request includes an acknowledgement; and

a third set of codes for assigning the radio resources for use
in downlink and uplink communications 1 a paired
manner, wherein assigning resources in a paired manner
further 1includes assigning a corresponding uplink con-
trol sub-frame for each set of downlink sub-frames
assigned to a hop simultaneous with the assignment of
the downlink sub-frames, and assigning a corresponding,
downlink control sub-frame for each set of uplink sub-
frames assigned to a hop simultaneous with the assign-
ment of the uplink sub-frames.

15. An apparatus, comprising:

means for providing a set of radio resources for use by one
or more nodes;

means for recerving a request for a number of sub-frames
from a relay station, wherein the request includes an
acknowledgement; and

means for assigning the radio resources for use in downlink
and uplink communications in a paired manner, wherein
assigning resources in a paired manner further includes
assigning a corresponding uplink control sub-frame for
cach set of downlink sub-frames assigned to a hop
simultaneous with the assignment of the downlink sub-
frames, and assigning a corresponding downlink control
sub-frame for each set of uplink sub-frames assigned to

a hop simultaneous with the assignment of the uplink
sub-{rames.

16. The apparatus of claim 13, further comprising means
for distributing scheduling of the radio resources, wherein a
base station determines the resources that a relay station can
use for scheduling a set of access terminals associated with
the relay station, and the relay station autonomously sched-
ules the access terminals on the resources.

17. The apparatus of claim 135, further comprising means
for centralizing scheduling of the radio resources, wherein a
base station determines the scheduling of resources for a set
of access terminals associated with a relay station.

18. The apparatus of claim 135, further comprising means
for statically assigning the resources to each hop, wherein
adjacent hops are assigned orthogonal resources.

19. The apparatus of claim 13, further comprising means
for reassigning the resources over time based on at least one
of loading on each hop or throughput imbalance.

20. The apparatus of claim 15, further comprising means
for switching a static allocation of the radio resources by at
least one of: using a set of sub-frames solely for control
signaling, at least one of not sending or receiving a control
signal, or delaying the sending of at least one control signal.

21. The apparatus of claim 20, further comprising means
tor switching the static allocation based at least 1n part on at
least one of a frequency of the static allocation changes, or 1f
more flexible allocations are desired.
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22. The apparatus of claim 15, further comprising means
for dynamically assigning frames to each hop based atleast 1in
part on at least one of trailic or channel conditions.

23. The apparatus of claim 22, wherein scheduling 1s
dynamic at the relay station.

24. The apparatus of claim 23, wherein the acknowledge-
ment 1s sent by the relay station in response to a packet
obtained from a base station for a downstream access termi-
nal

25. The apparatus of claim 23, further comprising means
for including at least one of a latency period or a number of
sub-frames needed 1n the request.

26. The apparatus of claim 23, wherein the relay station
cannot use the resources until an acknowledgement of the
request 1s obtained.

277. An apparatus comprising,

a radio component that provides a set of radio resources for

use by one or more nodes; and

a scheduling component that receives a request for a num-

ber of sub-frames from a relay station, wherein the
request 1ncludes an acknowledgement and assigns the
radio resources for use 1n downlink and uplink commu-
nications 1 a paired manner, wherein assigning
resources in a paired manner includes assigning a cor-
responding uplink control sub-frame for each set of
downlink sub-frames assigned to a hop simultaneous
with the assignment of the downlink sub-frames, and
assigning a corresponding downlink control sub-frame
for each set of uplink sub-frames assigned to a hop
simultaneous with the assignment of the uplink sub-
frames.

28. The apparatus of claim 27, the scheduling component
employs a distributed scheduling scheme for allocation of the
radio resources, wherein a base station determines resources
that a relay station can use for scheduling a set of access
terminals associated with the relay station, and the relay
station autonomously schedules the access terminals on the
resources.

29. The apparatus of claim 27, the scheduling component
employs a centralized scheduling scheme for allocation of the
radio resources, wherein a base station determines scheduling
ol resources for a set of access terminals associated with a
relay station.

30. The apparatus of claim 27, the scheduling component
statically assigns the resources to each hop, wherein adjacent
hops are assigned orthogonal resources.

31. The apparatus of claim 27, the scheduling component
reassigns the resources over time based on at least one of
loading on each hop or throughput imbalance.

32. The apparatus of claim 31, the scheduling component
switches a static allocation of the radio resources by at least
one of: using a plurality of frames solely for control signaling,
at least one of not sending or receiving a control signal, or
delaying the sending of at least one control signal.

33. The apparatus of claim 32, wherein the scheduling
component switches the static allocation based at least 1n part
on at least one of a frequency of the static allocation changes,
or 1 more flexible allocations are desired.

34. The apparatus of claim 27, the scheduling component
dynamically assigns resources to each hop based at least 1n
part on at least one of traflic or channel conditions.

35. The apparatus of claim 34, the scheduling component
wherein the scheduling 1s dynamic at the relay station.

36. The apparatus of claim 35, wherein the acknowledge-
ment 1s sent by the relay station in response to a packet
obtained for a downstream access terminal.
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37. The apparatus of claim 35, wherein the request includes
at least one of a latency period or a number of sub-frames.

38. The apparatus of claim 35, wherein the relay station
cannot use the resources until an acknowledgement of the
request 1s obtained.

39. The apparatus of claim 27, wherein the scheduling
component employs at least one of: transparent scheduling,
wherein an access terminal listens directly to a base station
and a relay station does not transmit control information, or
explicit scheduling, wherein the relay station does transmuit
control information.

40. The apparatus of claim 27, further comprising an arti-
ficial intelligence component that facilitates automating one
or more aspects of the apparatus.

x x * Cx x
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