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RAID-BASED STORAGE CONTROL BOARD

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s related 1n some aspects to commonly-

owned and co-pending U.S. patent application Ser. No.
12/763,688, entitled “RAID CONTROLLER FOR A SEMI-

CONDUCTOR STORAGE DEVICE”, filed Apr. 20, 2010,
the entire contents of which are herein incorporated by refer-
ence. This application i1s related 1n some aspects to com-
monly-owned and co-pending U.S. patent application Ser.
No. 12/848,281, entitled “HYBRID RAID CONTROLLER”,
filed Aug. 2, 2010, the entire contents of which are herein
incorporated by reference. This application 1s also related 1n

some aspects to commonly-owned and co-pending U.S.
patent application Ser. No. 12/848,348, entitled “RAID

CONTROLLER HAVING MULTIPCIBUS SWITCHING”,
filed Aug. 2, 2010, the entire contents of which are herein
incorporated by reference. This application 1s also related 1n
some aspects to commonly-owned and co-pending U.S.
patent application Ser. No. 12/885,318, entitled “HYBRID
RAID CONTROLLER HAVING MULITI PCI BUS
SWITCHING”, filed Sep. 19, 2010, the entire contents of
which are herein incorporated by reference. This application
1s also related 1n some aspects to commonly-owned and co-

pending application U.S. patent application Ser. No. 13/018,
504, entitled “RAID-BASED STORAGE CONTROL
BOARD HAVING A FIBRE CHANNEL INTERFACE

CONTROL BOARD”, which was filed on Feb. 1, 2011, the
entire contents ol which are herein incorporated by reference

FIELD OF THE INVENTION

The present invention relates to a (e.g., hybrid) redundant
array ol independent disks (RAID)-based storage control
board. Specifically, the present invention relates to a storage
control board having a hybrid RAID controller with a periph-
eral component interconnect express (PCI-e) mterface.

BACKGROUND OF THE INVENTION

As the need for more computer storage grows, more eili-
cient solutions are being sought. As 1s known, there are vari-
ous hard disk solutions that store/read data in a mechanical
manner as a data storage medium. Unfortunately, data pro-
cessing speed associated with hard disks 1s often slow. More-
over, existing solutions still use interfaces that cannot catch
up with the data processing speed of memory disks having
high-speed data input/output performance as an interface
between the data storage medium and the host. Therefore,
there 1s a problem 1n the existing area in that the performance
of the memory disk cannot be property utilized.

SUMMARY OF THE INVENTION

In general, embodiments of the present invention relate to
a (e.g., hybrid) redundant array of independent disks (RAID)-
based storage control board. Specifically, the present inven-
tion relates to a storage control board having a RAID control-
ler with a peripheral component interconnect express (PCI-¢)
interface. In one embodiment, the RAID controller 1s coupled
to an mput/output (I/0) hub and a set (at least one) of PCI-¢
slots, which themselves can receirve cards such as a fibre
channel (FC) add-on card, a serial attached small component
system interface (SAS)add-on card, or a PCI-e bridge add-on
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card. The I/O hub can be coupled to a set (at least one) of
processors, each of which can be coupled to a main memory
module or the like.

A first aspect of the present invention provides a redundant
array of independent disks (RAID)-based storage control
board, comprising: a RAID controller having a peripheral
component 1mterconnect express (PCI-¢) iterface; an mput/
output (I/O) hub coupled to the raid controller; and a set of
PCl-e slots coupled to the raid controller.

A second aspect of the present invention provides a redun-
dant array of independent disks (RAID)-based storage con-
trol board, comprising: a RAID controller having a peripheral
component interconnect express (PCI-¢e) interface, the RAID
controller comprising: a set of disk mounts coupled to a set of
SSD memory disk units, the set of SSD memory disk units
comprising a set of volatile semiconductor memories; a set of
disk monitoring units coupled to the set of disk mounts for
monitoring the set of SSD memory disk units; a set of disk
plug and play controllers coupled to the set of disk monitoring
units and the set of disk mounts for controlling the set of disk
mounts; a set of high speed host interfaces coupled to the set
of disk monitoring units and the set of disk mounts for pro-
viding high-speed host interface capabilities; an input/output
(I/0) hub coupled to the raid controller; and a set of PCl-¢
slots coupled to the raid controller.

A third aspect of the present invention provides a method
for producing a redundant array of independent disks
(RAID)-based storage control board, comprising: providing a
RAID controller having a peripheral component interconnect
express (PCI-e) interface; coupling an input/output (1/0) hub

to the raid controller; and coupling a set of PCI-¢ slots to the

raid controller.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other features of this mvention will be more
readlly understood from the following detailed description of
the various aspects of the invention taken 1n conjunction with
the accompanying drawings in which:

FIG. 1 1s a diagram schematically 1llustrating a configura-
tion of a RAID controlled storage device of a PCI-Express
(PCI-e) type according to an embodiment of the present
invention.

FIG. 2 1s a more specific diagram of a RAID controller
coupled to a set of SSDs according to an embodiment of the
present 1nvention.

FIG. 3 1s a hybrnid RAID-based storage control board
according to an embodiment of the present invention.

FIG. 4A 1s a diagram of the RAID controller of FIGS. 1-3
according to an embodiment of the present invention.

FIG. 4B 1s an alternate diagram of the RAID controller of
FIGS. 1-3 according to an embodiment of the present inven-
tion.

FIG. 4C 1s another alternate diagram of the RAID control-
ler of FIGS. 1-3 according to an embodiment of the present
invention.

FIG. 5 1s a diagram schematically 1llustrating a configura-
tion of the high speed SSD of FIG. 1 according to an embodi-
ment of the present invention.

FIG. 6 1s a diagram schematically 1llustrating a configura-
tion of a controller unit 1n FIG. 1 according to an embodiment
of the present invention.

The drawings are not necessarily to scale. The drawings are
merely schematic representations, not intended to portray
specific parameters of the mmvention. The drawings are
intended to depict only typical embodiments of the invention,
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and therefore should not be considered as limiting the scope
of the mvention. In the drawings, like numbering represents
like elements.

DETAILED DESCRIPTION OF THE INVENTION

Exemplary embodiments will be described more fully
herein with reference to the accompanying drawings, in
which exemplary embodiments are shown. This disclosure
may, however, be embodied 1n many different forms and
should not be construed as limited to the exemplary embodi-
ments set forth therein. Rather, these exemplary embodi-
ments are provided so that this disclosure will be thorough
and complete and will fully convey the scope of this disclo-
sure to those skilled 1n the art. In the description, details of
well-known features and techniques may be omitted to avoid
unnecessarily obscuring the presented embodiments.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not mtended to be
limited to this disclosure. As used herein, the singular forms
“a”, “an”, and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. Further-
more, the use of the terms “a”, “an”, etc., do not denote a
limitation of quantity, but rather denote the presence of at
least one of the referenced items. It will be further understood
that the terms “comprises” and/or “‘comprising’, or
“includes™ and/or “including”, when used 1n this specifica-
tion, specily the presence of stated features, regions, integers,
steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other fea-
tures, regions, integers, steps, operations, elements, compo-
nents, and/or groups thereol. Moreover, as used herein, the
term RAID means redundant array of independent disks
(originally redundant array of inexpensive disks). In general,
RAID technology 1s a way of storing the same data 1n differ-
ent places (thus, redundantly) on multiple hard disks. By
placing data on multiple disks, I/O (input/output) operations
can overlap 1n a balanced way, improving performance. Since
multiple disks increase the mean time between failures
(MTBF), storing data redundantly also increases fault toler-
ance.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art. It
will be further understood that terms such as those defined in
commonly used dictionaries should be interpreted as having a
meaning that is consistent with their meaning in the context of
the relevant art and the present disclosure, and will not be
interpreted 1 an 1dealized or overly formal sense unless
expressly so defined herein.

Hereinafter, a hybrid RAID-based storage control board of
a PCI-Express (PCI-e) type according to an embodiment of
the present invention will be described 1n detail with refer-
ence to the accompanying drawings.

As indicated above, embodiments of the invention relate to
a (e.g., hybrid) redundant array of independent disks (RAID)-
based storage control board. Specifically, the present inven-
tion relates to a storage control board having a RAID control-
ler with a peripheral component interconnect express (PCI-¢)
interface. In one embodiment, the RAID controller 1s coupled
to an mput/output (I/O) hub and a set (at least one) of PCI-¢
slots, which themselves can receive cards such as a fibre
channel (FC) add-on card, a serial attached small component
system interface (SAS)add-on card, or a PCI-e bridge add-on
card. The I/O hub can be coupled to a set (at least one) of
processors, each of which can be coupled to a main memory
module or the like.
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Provided 1s a hybrid RAID-based storage control board of
a PCI-Express (PCI-e) type, which provides data storage/
reading services through a PCI-Express mterface. The RAID
controller typically includes a disk mount coupled to a set (at
least one) of PCI-Express SSD memory disk units, the set of
PCI-Express SSD memory disk units comprising a set of
volatile semiconductor memories; a disk monitoring unit
coupled to the disk mount for monitoring the set of PCI-
Express memory disk units; a disk plug and play controller
coupled to the disk monitoring unit and the disk mount for
controlling the disk mount; a high speed host interface
coupled to the disk monitoring unit and the disk mount for
providing high-speed host interface capabilities; a disk con-
troller coupled to the high speed host interface and the disk
monitoring unit; and a host interface coupled to the disk
controller.

The storage device of a PCI-Express (PCI-¢) type supports
a low-speed data processing speed for a host by adjusting
synchronization of a data signal transmitted/received
between the host and a memory disk during data communi-
cations between the host and the memory disk through a
PCI-Express interface, and simultaneously supports a high-
speed data processing speed for the memory disk, thereby
supporting the performance of the memory to enable high-
speed data processing 1n an existing interface environment at
the maximum. It 1s understood 1n advance that although PCI-
Express technology will be utilized 1n a typical embodiment,
other alternatives are possible. For example, the present
invention could utilize SAS/SATA technology in which a
SAS/SATA type storage device 1s provided that utilizes a
SAS/SATA 1nterface.

Referring now to FIG. 1, a diagram schematically 1llustrat-
ing a configuration of a PCI-Express type, RAID controlled
storage device (e.g., for providing storage for a PCI-Express
(PCI-e) type 1s shown. As depicted, FIG. 1 shows a RAID
controlled PCI-Express type storage device according to an
embodiment of the mnvention which includes a memory disk
unit 100 comprising: a plurality of memory disks having a
plurality of volatile semiconductor memories (also referred to
herein as high speed SSDs 100); a RAID controller 800
coupled to SSDs 100; an interface unit 200 (e.g., PCI-Express
host) which interfaces between the memory disk unit and a
host; a controller unit 300; an auxiliary power source unit 400
that 1s charged to maintain a predetermined power using the
power transterred from the host through the PCI-Express host
interface unit; a power source control umt 500 that supplies
the power transierred from the host through the PCI-Express
host interface unit to the controller unit, the memory disk unat,
the backup storage unit, and the backup control unit which,
when the power transierred from the host through the PCI-
Express host interface unit 1s blocked or an error occurs 1n the
power transferred from the host, recerves power from the
auxiliary power source unit and supplies the power to the
memory disk unit through the controller unit; a backup stor-
age unit(s) 600A-B that stores data of the memory disk unit;
and a backup control unit 700 that backs up data stored 1n the
memory disk unit in the backup storage unit, according to an
instruction from the host or when an error occurs 1in the power
transmitted from the host.

The memory disk unit 100 includes a plurality of memory
disks provided with a plurality of volatile semiconductor
memories for high-speed data input/output (for example,
DDR, DDR2, DDR3, SDRAM, and the like), and iputs and
outputs data according to the control of the controller 300.
The memory disk unit 100 may have a configuration in which
the memory disks are arrayed in parallel.
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The PCI-Express host interface unit 200 interfaces
between a host and the memory disk unit 100. The host may
be a computer system or the like, which 1s provided with a
PCI-Express interface and a power source supply device.

The controller unit 300 adjusts synchronization of data
signals transmitted/recerved between the PCI-Express host
interface unit 200 and the memory disk unit 100 to control a
data transmission/reception speed between the PCI-Express
host mtertace unit 200 and the memory disk umt 100.

Referring now to FIG. 2, a more detailed diagram of a
RAID controlled SSD 810 1s shown. As depicted, a PCl-¢
type RAID controller 800 can be directly coupled to any
quantity ol SSDs 100. Among other things, this allows for
optimum control of SSDs 100. The use of a RAID controller
800:

1. Supports the current backup/restore operations.

2. Provides additional and improved backup function by

performing the following;

a) the mternal backup controller determines the backup
(user’s request order or the status monitor detects
power supply problems);

b) the Internal backup controller requests a data backup
to SSDs;

¢) the iternal backup controller requests internal
backup device to backup data immediately;

d) monitors the status of the backup for the SSDs and
internal backup controller; and

¢) reports the internal backup controller’s status and
end-op.

3. Provides additional and improved restore function by

performing the following;

a) the internal backup controller determines the restore
(user’s request order or the status monitor detects
power supply problems);

b) the mternal backup controller requests a data restore
to the SSDs;

c¢) the iternal backup controller requests internal
backup device to restore data immediately;

d) monitors the status of the restore for the SSDs and
internal backup controller; and

¢) reports the internal backup controller status and end-
op.

Referring now to FIG. 3, a storage control board (board
801) according to an embodiment of the present invention 1s
shown. As depicted, board 801 comprises a RAID controller
with PCI-e interface (RAID controller 800), which 1s coupled
to a set of PCI-¢ slots 816A-N as well as an input/output (I/O)
hub 810. Coupled to I/O hub 810 1s a set of processors 814 A-
N, which themselves are coupled to main memory modules
812A-N. Coupled to PCI-e slots 816A-N are fibre channel
(FC) add-on card 818, serial attached small component sys-
tem interface (SAS) RAID add-on card 822, and PCI-e bridge
add-on card 824.

Referring now to FI1G. 4A, a diagram of the RAID control-
ler 800 of FIGS. 1 and 2 as coupled to a set (at least one) of
SSDs 100 1s shown 1n greater detail. The coupling to SSDs
100 to RAID controller 800 can be 1n addition to the coupling
to I/0 hub 810 and PCI-¢ slots 816A-N shown in FIG. 3. As
depicted, the RAID controller generally comprises: a host
interface 820; a disk controller 830 coupled to host interface
820; and a high-speed host interface 840. Also coupled to disk
controller 830 1s a disk monitoring unit 860, which 1s coupled
to the disk mount 850. In general, SSDs 100 are mounted on
disk mount 850 and are detected by disk monitoring unit 860.
In addition, disk plug and play (PnP controller) controls the
functions and/or detection functions related to disk mount
850. In general, RAID controller 100 controls the operation
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of SSDs 100. This includes the detection of SSDs 100, the
storage and retrieval of data therefrom, etc.

It 1s understood that RAID controller 800 can have any of
the configurations set forth 1n any of the above-incorporated
patent applications. This can include the presence of multiple
instances of any of the components shown 1n FIG. 4A, load
balancers, etc. For example, as shown 1n FIG. 4B, RAID
controller 800 could 1nclude an additional disk monitoring
unit 8608 coupled to disk controller 830, an additional disk
mount 8508 coupled to the additional disk monitoring unit,
and a set of memory units such as SSDs or High Density Drive
(HDD)/Flash memory units 110 coupled to the addition disk
mount 850B. Still yet, as that shown 1n FIG. 4C two or more
sets of components (e.g., 820A-B, 830A-B, 840A-B, 850A-
B, 860A-B, etc.) could be provided. The two or more sets of
similar components sets can be iterconnected via a load
balancer(s) 805A-B and PCI bus 803.

Referring now to FIG. 5, a diagram schematically 1llustrat-
ing a configuration of the high speed SSD 100 1s shown. As
depicted, SSD/memory disk unit 100 comprises: a host inter-
tace 202 (e.g., PCI-Express host) (which can be interface 200
of F1G. 1, or a separate interface as shown); a DMA controller
302 mterfacing with a backup control module 700; an ECC
controller 304; and a memory controller 306 for controlling
one or more blocks 604 of memory 602 that are used as high
speed storage.

FIG. 6 1s a diagram schematically 1llustrating a configura-
tion of the controller unit provided in the PCI-Express type
storage device according to the embodiment. Referring to
FIG. 6, the controller unit 300 according to one embodiment
includes: a memory control module 310 which controls data
input/output of the memory disk unit 100; a DMA (Direct
Memory Access) control module 320 which controls the
memory control module 310 to store the data 1n the memory
disk unmit 100, or reads data from the memory disk unit 100 to
provide the data to the host, according to an instruction from
the host recerved through the PCI-Express host interface unit
200; a buffer 330 which buifers data according to the control
of the DMA control module 320; a synchronization control
module 340 which, when receiving a data signal correspond-
ing to the data read from the memory disk unit 100 by the
control of the DMA control module 320 through the DMA
control module 320 and the memory control module 310,
adjusts synchronization of a data signal so as to have a com-
munication speed corresponding to a PCI-Express commu-
nications protocol to transmit the synchronized data signal to
the PCI-Express host interface unit 200, and, when recerving
a data signal from the host through the PCI-Express host
interface unit 200, adjusts synchronization of the data signal
so as to have a transmission speed corresponding to a com-
munications protocol (for example, PCI, PCI-x, or PCI-¢, and
the like) used by the memory disk unit 100 to transmit the
synchronized data signal to the memory disk unit 100 through
the DMA control module 320 and the memory control mod-
ule 310; and a high-speed mterface module 350 which pro-
cesses the data transmitted/received between the synchroni-
zation control module 340 and the DMA control module 320
at high speed. Here, the high-speed interface module 350
includes a buifer having a double butfer structure and a butifer
having a circular queue structure and processes the data trans-
mitted/recerved between the synchromzation control module
340 and the DMA control module 320 without loss at high
speed by butlering the data transmitted/received between the
synchronization control module 340 and the DMA control
module 320 using the buffers and adjusting data clocks.

The auxiliary power source unit 400 in FIG. 1 may be
configured as a rechargeable battery or the like, so that 1t 1s
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normally charged to maintain a predetermined power using
power transierred from the host through the PCI-Express host
interface unit 200, and supplies the charged power to the
power source control unit 500 according to the control of the
power source control unit 500.

The power source control unit 500 1n FIG. 1 supplies the
power transierred from the host through the PCI-Express host
interface unit 200 to the controller unit 300, the memory disk
unit 100, the backup storage unit(s) 600A-B, and the backup
control unit 700.

In addition, when an error occurs 1n a power source of the
host because the power transmitted from the host through the
PCI-Express host interface unit 200 1s blocked, or the power
transmitted from the host deviates from a threshold value, the
power source control unit 500 receives power from the aux-
iliary power source unit 400 and supplies the power to the
memory disk unit 100 through the controller unit 300.

The backup storage unit(s) 600A-B 1s configured as a low-
speed non-volatile storage device such as a hard disk and
stores data of the memory disk umt 100.

The backup control unit 700 backs up data stored in the
memory disk unit 100 1n the backup storage unit(s) 600A-B
by controlling the data mput/output of the backup storage
unit(s) 600A-B and backs up the data stored in the memory
disk unit 100 1n the backup storage unit(s) 600A-B according
to an 1nstruction from the host, or when an error occurs 1n the
power source of the host due to a deviation of the power
transmitted from the host deviates from the threshold value.

While the exemplary embodiments have been shown and
described, 1t will be understood by those skilled 1n the art that
various changes 1n form and details may be made thereto
without departing from the spirit and scope of this disclosure
as defined by the appended claims. In addition, many modi-
fications can be made to adapt a particular situation or mate-
rial to the teachings of this disclosure without departing from
the essential scope thereol. Therefore, 1t 1s intended that this
disclosure not be limited to the particular exemplary embodi-
ments disclosed as the best mode contemplated for carrying,
out this disclosure, but that this disclosure will include all
embodiments falling within the scope of the appended claims.

The RAID-controlled storage device of a PCI-Express
(PCI-e) type supports a low-speed data processing speed for
a host by adjusting synchronization of a data signal transmiut-
ted/recerved between the host and a memory disk during data
communications between the host and the memory disk
through a PCI-Express interface and simultaneously supports
a high-speed data processing speed for the memory disk,
thereby supporting the performance of the memory to enable
high-speed data processing 1n an existing interface environ-
ment at the maximum.

The foregoing description of various aspects of the mven-
tion has been presented for purposes of illustration and
description. It 1s not intended to be exhaustive or to limait the
invention to the precise form disclosed and, obviously, many
modifications and variations are possible. Such modifications
and variations that may be apparent to a person skilled in the
art are intended to be included within the scope of the mven-
tion as defined by the accompanying claims.

What 1s claimed 1s:
1. A redundant array of independent disks (RAID)-based
storage control board, comprising:

a RAID controller having a peripheral component inter-
connect express (PCI-¢) interface;

an input/output (I/0) hub coupled to the raid controller;
and

a set ol PCl-e slots coupled to the raid controller,
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wherein the RAID controller comprises:

a disk mount coupled to a set of SSD memory disk units,
the set of SSD memory disk units comprising a set of
volatile semiconductor memories;

a disk monitoring unit coupled to the disk mount for
monitoring the set of SSD memory disk units;

a disk plug and play controller coupled to the disk moni-
toring unit and the disk mount for controlling the disk
mount; and

a high speed host interface coupled to the disk momitoring,
unit and the disk mount for providing high-speed host
intertace capabilities.

2. The RAID-based storage control board of claim 1, fur-

ther comprising:

a set of processors coupled to the I/O hub; and

a main memory module coupled to each of the set of
Processors.

3. The RAID-based storage control board of claim 1, fur-

ther comprising a set of cards coupled to the set of PCI-e slots.
4. The RAID-based storage control board of claim 3, the set
of cards comprising at least one of the following: an FC

add-on card, a serial attached small component system 1nter-
face (SAS) add on card, or a PCI-e bridge add on card.

5. The RAID-based storage control board of claim 1, fur-
ther comprising a disk controller coupled to the high speed

host mterface and the disk monitoring unait.
6. The RAID-based storage control board of claim S, fur-
ther comprising a host intertace coupled to the disk controller.
7. A redundant array of independent disks (RAID)-based

storage control board, comprising:

a RAID controller having a peripheral component inter-
connect express (PCI-e) interface, the RAID controller
comprising:

a set of disk mounts coupled to a set of SSD memory disk
units, the set of SSD memory disk units comprising a
set of volatile semiconductor memories:

a set of disk monitoring units coupled to the set of disk
mounts for monitoring the set of SSD memory disk
units;

a set of disk plug and play controllers coupled to the set

of disk monitoring units and the set of disk mounts for
controlling the set of disk mounts;

a set of high speed host interfaces coupled to the set of
disk monitoring units and the set of disk mounts for
providing high-speed host interface capabilities;

an mput/output (I/0) hub coupled to the raid controller;

and

a set of PCl-e slots coupled to the raid controller.

8. The RAID-based storage control board of claim 7, fur-
ther comprising:

a set of processors coupled to the I/O hub; and

a main memory module coupled to each of the set of

Processors.

9. The RAID-based storage control board of claim 7, fur-
ther comprising a set of cards coupled to the set of PCI-e slots,
the set of cards comprising at least one of the following: an FC
add-on card, a serial attached small component system 1nter-
face (SAS) add-on card, or a PCI-e bridge add-on card.

10. The RAID-based storage control board of claim 7,
turther comprising a set of disk controllers coupled to the set
of high speed host interfaces and the set of disk monitoring
units.

11. The RAID-based storage control board of claim 10,
turther comprising a set ol host interfaces coupled to the set of
disk controllers.
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12. A method for producing a redundant array of indepen-
dent disks (RAID)-based storage control board, comprising:

providing a RAID controller having a peripheral compo-
nent iterconnect express (PCI-¢) interface;

coupling an input/output (I/O) hub to the raid controller;
and

coupling a set of PCI-¢ slots to the raid controller,

wherein providing the RAID controller comprises:

coupling a disk mount to a set of SSD memory disk
units, the set of SSD memory disk units comprising a
set of volatile semiconductor memories;

coupling a disk monitoring unit to the disk mount for
monitoring the set of SSD memory disk units;

coupling a disk plug and play controller to the disk
monitoring unit and the disk mount for controlling the
disk mount; and

coupling a high speed host interface to the disk moni-
toring unit and the disk mount for providing high-
speed host interface capabilities.
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13. The method of claim 12, further comprising;:

coupling a set of processors to the I/O hub; and

coupling a main memory module to each of the set of
Processors.

14. The method of claim 12, further comprising coupling a

set of cards to the set of PCI-¢ slots.
15. The method of claim 14, the set of cards comprising at

least one of the following: an FC add-on card, a serial attached
small component system interface (SAS) add-on card, or a
PCI-e bridge add-on card.

16. The method of claim 12, further comprising coupling a
disk controller to the high speed host interface and the disk
monitoring unit.

17. The method of claim 16, further comprising coupling a
host mterface to the disk controller.

18. The method of claim 12, further comprising producing
the RAID-based storage control board according to the
method of claim 12.
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