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DSL SYSTEM

RELATED APPLICATIONS

This application claims priority to U.S. Provisional Patent

Application No. 60/811,355, entitled “Improved DSL sys-
tem”, filed Jun. 6, 2006.

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a U.S. National Phase application under
35 U.S.C. 371 of International Application No. PCT/US2007/
013393, filed Jun. 6, 2007, entitled DSL. SYSTEM, which
claims priority to U.S. provisional application No. 60/811,

355, filed Jun. 6, 2006.
This application 1s related to U.S. patent application Ser.

No. 11/367,930, entitled “Nesting of Vectored DSLs”, filed 3
Mar. 2006.

This application 1s related to U.S. patent application Ser.
No. 11/267,623, entitled “Phantom Use 1mn DSL Systems”,
filed 4 Nov. 2005.

This application 1s related to U.S. patent application Ser.
No. 11/284,692, entitled ““Tonal Rotors™, filed 22 Nov. 2005.

This application 1s related to U.S. patent application Ser.
No. 11/336,666, entitled “Tonal Precoding”, filed 20 Jan.
2006.

This application 1s related to U.S. patent application Ser.
No. 11/336,113, entitled “Adaptive GDFE”, filed 20 Jan.
2006.

This application 1s related to U.S. patent application Ser.
No. 11/345,215, entitled “DSL System Training”, filed 1 Feb.
2006.

This application 1s related to U.S. patent application Ser.
No. 11/342,028, entitled “‘Binder Identification™, filed 28 Jan.
2006.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This mvention relates generally to methods, systems and
apparatus for managing digital communication systems.
More specifically, this invention relates to managing a DSL
system or the like, especially distributed and/or bonded vec-
tored DSL systems.

2. Description of Related Art

Digital subscriber line (DSL) technologies provide poten-
tially large bandwidth for digital communication over exist-
ing telephone subscriber lines (referred to as loops and/or the
copper plant). Telephone subscriber lines can provide this
bandwidth despite their original design for only voice-band
analog communication. In particular, asymmetric DSL
(ADSL) and very-high-speed DSL (VDSL) can adjust to the
characteristics of the subscriber line by using a discrete mul-
titone (DMT) line code that assigns a number of bits to each
tone (or sub-carrier), which can be adjusted to channel con-
ditions as determined during training and initialization of the
modems (typically transceivers that function as both trans-
mitters and receivers) at each end of the subscriber line. DSL
systems can use vectoring technologies, where joint transmit-
ter and/or joint recerver signal processing can be performed
among multiple pairs to mitigate the effects of crosstalk inter-
ference, and thus to improve performance. DSL vectoring
technologies typically have significantly higher complexity
compared to non-vectored DSL technologies.

Systems, methods and techniques that improve operation
in communication systems such as vectored DSL systems
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2

would represent a significant advancement in the art. In par-
ticular, systems, methods and techniques to reduce computa-
tional complexity, to meet quality of service requirements and
to reduce operational expenses would represent a significant
advancement in the art. Furthermore, improving the level and
types of data available and controllable 1n such communica-
tion systems to achieve the alore-mentioned objectives would
represent a considerable advancement 1n the field.

SUMMARY

An embodiment of the invention comprises at least one
vectoring engine coupled to a cross-connect. The cross-con-
nect can be coupled to a number of customer premises equip-

ment (CPE) devices via a respective DSL loop. The embodi-
ment further includes an interface to receive 1nstructions for
the cross-connect to couple each vectoring engine to a non-
overlapping subset of the CPE devices via the respective DSL
loops. The 1nterface also 1s to receive 1structions for one of
the vectoring engines to apply vectoring to the DSL loop via
which to couple one of the CPE devices to the cross-connect.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention are illustrated by way of
example and not by way of limitation 1n the figures of the
accompanying drawings in which like references indicate
similar elements. It should be noted that references to “an” or
“one” embodiment 1n this disclosure are not necessarily to the
same embodiment, and such references mean “at least one.”

FIG. 1 shows the reference model diagram for a DSL
system from the I'TU-T G.997.1 standard.

FIG. 1A 1illustrates an extension of the diagram of FIG. 1
for the case of DSL vectoring.

FIG. 2 shows a positioning diagram from the DSL Forum
TR-069 technical report.

FIG. 2A 1llustrates an extension of the diagram of FIG. 2
for the case of DSL vectoring.

FIGS. 3 and 3 A illustrate augmented DSL systems using,
the reference models of FIGS. 1 and 1A as bases; each 1llus-
trates DSL management tools and a DSL management entity
coupled to the DSL system.

FIGS. 4 and 4A illustrate augmented DSL systems using,
the positioning diagram from the DSL Forum TR-069 report
as a basis, and include one or more CPE side devices that may
be coupled to a CPE modem or other DSL device by a LAN.

FIG. § 1illustrates a general schematic diagram of a DSL
system, showing the layout and operation of the system.

FIG. 6 A illustrates a DSL optimizer coupled 1n communi-
cation with a DSL system 1n accordance with an embodiment
of the mvention.

FIG. 6B illustrates a DSL optimizer that operates 1n con-
nection with a Vectored DSLAM 1n accordance with an
embodiment of the invention.

FIG. 7A1llustrates an embodiment of the invention relating
to interfaces between a DSL management entity and a Vec-
tored DSLAM, and/or between a DSL management entity
and a DSL CPE modem.

FIG. 7B illustrates a DSL Management Entity 742 avail-

able to a CPE modem or a Vectored DSLAM via separate
interfaces 1 accordance with an embodiment of the mven-
tion.

FIG. 8 A 1llustrates a timestamp 1s associated with the “CPE
parameters” of TR-069 and/or the “MIB elements” of
G.997.1.
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FIG. 8B 1illustrates grouping together data and/or control
parameters associated with an identical timestamp in a single

packet to be transierred over a DSL Management interface.

FI1G. 8C illustrates a timestamp associated with time mark-
ers.

FIG. 9 1llustrates a lab DSL configuration as may be uti-
lized by an embodiment of the invention.

FIG. 10 1llustrates a method of operating a DSL system,
including timestamping used 1n connection with one or more
operational parameters.

FIG. 11 illustrates a method for adaptive data collection in
a DSL loop according to one or more embodiments of the
invention.

FI1G. 12 1llustrates a method for adaptive data collection in
a DSL loop according to one or more embodiments of the
invention.

FI1G. 13 1llustrates a method for operating a DSL system in
accordance with an embodiment of the invention.

FI1G. 14 1llustrates a method for operating a DSL system 1n
accordance with an embodiment of the invention.

FI1G. 15 illustrates a DSL management entity or DSL opti-
mizer coupled to vectoring engines in accordance with an
embodiment of the invention.

FIG. 16 1llustrates an implementation for showtime signal
processing related to vectoring to be performed externally to
a receiver chipset 1 order to reduce the computational
requirements within the chipset 1 accordance with an
embodiment of the invention.

FIG. 17 illustrates a computer system for use by a user
and/or controller 1n accordance with one or more embodi-
ments of the invention.

DETAILED DESCRIPTION OF THE INVENTION

The following detailed description of the mvention waill
refer to one or more embodiments of the invention, but 1s not
limited to such embodiments. Rather, the detailed description
1s intended only to be 1llustrative. Those skilled 1n the art will
readily appreciate that the detailed description given herein
with respect to the Figures 1s provided for explanatory pur-
poses as the mvention extends beyond these limited embodi-
ments.

The methods, systems and apparatus described 1n this
invention are of particular interest for vectored DSL systems,
in which joint transmuitter and/or joint receiver signal process-
ing operations can be performed on signals of multiple DSL
lines. Moreover, the usual complexity of vectored DSL trans-
ceivers can be reduced using embodiments of the invention by
transierring some of the vectoring computational burden to a
system external to the vectored DSL transcervers, or by con-
trolling the vectored DSL systems to achieve the best trade-
offs between performance and complexity. DSL systems can
use vectoring technologies, where joint transmitter or joint
receiver signal processing 1s performed among multiple pairs
to mitigate the effects of crosstalk mterference, and thus to
improve performance. DSL vectoring technologies have sig-
nificantly higher complexity compared to non-vectored DSL
technologies. For this reason, DSL vectored systems would
benefit from interfaces that allow improved data reporting
and parameter controlling. Such interfaces can help better
manage the trade-oils between complexity and performance,
such that the advantages of vectoring can be realized at the
minimum cost.

The term “vectoring” and the like, as used herein, may
mean “distributed vectoring™ in which signals from multiple
users’ modems are jointly processed, “bonded vectoring” in
which signals from multiple loops of a single user are jointly
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processed, hybrids of distributed and bonded vectoring and
other modes of vectoring known to those skilled in the art.
Hybrid methods for distributed and bonded vectoring are
described 1in the above referenced U.S. patent application Ser.
No. 11/367,930.

As described 1n more detail below, a controller, such as a
DSL management entity, DSL optimizer, spectrum manage-
ment center (SMC), dynamic spectrum management center
(DSM Center, or simply, DSMC), a “smart” modem, control
soltware/hardware and/or computer system can be used to
collect and analyze the operational data and/or performance
parameter values as described 1n connection with the various
embodiments of the invention. The controller and/or other
components can be a computer-implemented device or com-
bination of devices. In some embodiments, the controller 1s in
a location remote from the modems. In other cases, the con-
troller may be collocated with one of or both of the modems
as equipment directly connected to a modem, Digital Sub-
scriber Line Access Multiplexer (DSLAM) or other commu-
nication system device, thus creating a “smart” modem. The
phrases “coupled to” and “connected to”” and the like are used
herein to describe a connection between two elements and/or
components and are intended to mean coupled either directly
together, or indirectly, for example via one or more interven-
ing elements or via a wireless connection, where appropriate.

Embodiments of the invention can be used in vectored DSL
systems, as described herein and/or as suggested to those
skilled 1n the art by the disclosure herein. Two well known
systems 1n which various embodiments of the invention can
be used are shown in FIGS. 1 and 2. Because these systems
are well known and understood 1n the art, no detailed expla-
nation of FIGS. 1 and 2 1s provided, except in connection with
the explanation of the invention.

FIG. 1A 1s an extension of the reference model diagram
from the ITU-T G.997.1 standard for the case of vectoring,
showing bonded loops 130-2 and a single loop 130-1 that can
be combined with one or more loops, including loops 130-2,
using distributed vectoring. The Customer Premises Equip-
ment (CPE)-side modem (or other DSL device) 1s referred to
as an XxDSL Transmission Umt-Remote (xXTU-R) to cover
ADSL, VDSL and/or other types of DSL service. Similarly,
the upstream end device(s) 1s/are referred to as xXIDSL Trans-
mission Unmt-Central (xTU-C) for the same reasons.

Further, FIG. 2A 1s an extension of the positioning diagram
from the DSL Forum TR-069 technical report, also for the
case of vectoring, where again multiple users’ loops 213-1,
231-2 and/or 213-3 can be combined using distributed vec-
toring, and/or a single user’s loops 213-3 can be combined
using bonded vectoring.

FIG. 1A shows the reference model for a vectored system
extending the single pair system of the G.997.1 standard
(sometimes also called “G.ploam™), in which embodiments
of the mvention can be implemented. This model can be
applied to all ADSL systems meeting the various standards

that may or may not include splitters, such as ADSLI
(G.992.1), ADSL-Lite (G.992.2), ADSL2 (G.992.3),

ADSL2-Lite (G.992.4), ADSL2+ (G.992.5), VDSLI
(G.993.1) and the G.993.2 VDSL2 standards, as well as the
(7.991.1 and 5.991.2 SHDSL standards, all with and without
bonding.

The G.9977.1 standard specifies the physical-layer manage-
ment for DSL transmission systems based on the clear
embedded operation channel (EOC) defined 1n G.997.1 and
use of idicator bits and EOC messages defined 1n G.99x
standards. Moreover, (G.997.1 specifies network-manage-
ment-elements content for configuration, fault and perfor-
mance management. In performing these functions, the sys-
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tem utilizes a variety of operational data that are available at
and can be collected from a Vectored Access Node (AN) or
from a network termination (NT). The ADSL Forum’s
TR-069 report also lists a Management Information Base
(MIB) and how 1t might be accessed.

In FIGS. 1 and 1A, customers’ terminal equipment 110 1s
coupled to a home network 112, which 1n turn 1s coupled to a
network termination unit (NT) 120. In the case of a DSL
system, NT 120 includes an xTU-R 122 (for example, a
modern, also referred to as a transceiver 1n some cases,
defined by one of the DSL standards) or any other suitable
network termination modem, transceiver or other communi-
cation unit. Each modem can be identified, for example, by
manufacturer and model number. As will be appreciated by
those skilled 1n the art and as described herein, each modem
interacts with the communication system to which 1t 1s con-
nected and may generate operational data as a result of the

modem’s performance in the communication system.

NT 120 also includes a management entity (ME) 124. M.
124 can be any suitable hardware device, such as a micropro-
cessor, microcontroller, or circuit state machine in firmware
or hardware, capable of performing as required by any appli-
cable standards and/or other criteria. ME 124 collects and
stores performance data 1n 1ts MIB, which 1s a database of
information maintained by each ME, and which can be
accessed via network management protocols such as SNMP
(Sumple Network Management Protocol), an administration
protocol used to gather information from a network device to
provide to an administrator console/program or via Transac-
tion Language 1 (TL1) commands, TL1 being a long-estab-
lished command language used to program responses and
commands between telecommunication network elements.

Each xTU-R 1n a system 1s coupled to an xTU-C 1n a
Central Office (CO) or other central location. In FIG. 1,
xTU-C 142 1s located at a Vectored Access Node (AN) 140 in
a CO 146. Vectored AN 140 may be a Vectored DSL system
component, such as a Vectored DSLAM or the like, as will be
appreciated by those skilled 1n the art. An ME 144 likewise
maintains an MIB of performance data pertaining to xTU-C
142. The Vectored AN 140 may be coupled to a broadband
network 170 or other network, as will be appreciated by those
skilled 1n the art. xXTU-R 122 and xTU-C 142 are coupled
together by a loop 130, which 1n the case of DSL typically 1s
a telephone twisted pair that also carries other communica-
tion services.

Several of the mterfaces shown 1n FIGS. 1 and 1A can be
used for determining and collecting performance data. The
Q-1nterface 153 provides the interface between the Network
Management System (NMS) 150 of the operator and ME 144
in AN 140. AU the parameters specified in the G.997.1 stan-
dard apply at the Q-interface 155. The near-end parameters
supported in ME 144 are dertved from xTU-C 142, while the
far-end parameters from xTU-R 122 can be derived by either
ol two interfaces over the U-interface. Indicator bits and EOC
messages, which are sent using one of the embedded channels
132 and are provided at the Physical Medium Dependent
(PMD) layer, can be used to generate the required xXTU-R 122
parameters in ME 144. Channels 132 are part of the manage-
ment interface o1 G.997.1. Alternately, the OAM (Operations,
Administrations and Management) channel and a suitable
protocol can be used to retrieve the parameters from xTU-R
122 when requested by ME 144. Similarly, the far-end param-
cters from xTU-C 142 can be derived by either of two 1nter-
taces over the U-interface. Indicator bits and EOC messages,
which are provided at the PMD layer, can be used to generate

the required xTU-C 142 parameters in ME 124 of NT 120.
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Alternately, the OAM channel and a suitable protocol can be
used to retrieve the parameters from xTU-C 142 when
requested by ME 124.

At the U-interface (which 1s essentially one or more loops
130), there are two management interfaces, one at xTU-C 142
(the U-C interface 157) and one at xTU-R 122 (the U-R
interface 138). Interface 157 provides xTU-C near-end
parameters for xXTU-R 122 to retrieve over the U-interface
130. Similarly, iterface 158 provides xTU-R near-end
parameters for xTU-C 142 to retrieve over the U-interface
130. The parameters that apply may be dependent upon the
transcerver standard being used (for example, G.992.1 or
(G.992.2).

The G.9977.1 standard specifies an optional OAM commu-
nication channel across the U-interface. If this channel 1s
implemented, XTU-C and xTU-R pairs may use 1t for trans-
porting physical layer OAM messages. Thus, the transceivers
122, 142 of such a system share various operational and
performance data maintained in their respective MIBs.

More information can be found regarding ADSL NMSs 1n
DSL Forum Technical Report TR-003, entitled “ADSL Net-
work Flement Management” from the ADSL Forum, dated
March 1998, which 1s well known to those skilled in the art.
Also, as noted above, DSL Forum Technical Report TR-069,
entitled “CPE WAN Management Protocol” dated May 2004
1s well known to those skilled 1n the art. Finally, DSL Forum
Technical Report TR-064, entitled “LLAN-Side DSL CPE
Configuration Specification” dated May 2004 1s well known
to those skilled 1n the art. These documents address different
situations for CPE side management. More information about
VDSL can be found 1n the I'TU standard (G.993.1 (sometimes
called “VDSL1”) and the ITU standard (G.993.2 (sometimes
called “VDSL2”), as well as several DSL Forum working
texts 1n progress, all of which are known to those skilled 1n the
art. Additional information 1s available 1n the DSL Forum’s

Technical Report TR-057 (Formerly WT-068v5), entitled
“VDSL Network Flement Management” (February 2003)
and Technical Report TR-063, entitled “FS-VDSL EMS to
NMS Interface Functional Requirements™ (March 2004) and
Technical Report TR-106 entitled “Data Model Template for
TR-069 Enabled Devices,” as well as 1n the revisions of [TU
standard (G.997.1 for VDSL2 MIB elements, or in the ATIS
Dynamic Spectrum Management Report, ATIS-0600007.
Further information may be found in DSL Forum draft work-
ing texts WT-105 entitled “Testing & Interoperability:
ADSL2/ADSL2plus Functionality Test Plan” and WT-115
entitled “Testing & Interoperability: VDSU2 Functionality
Test Plan” and WT-121 enfitled “DSL Home Technical:
TR-069 Implementation Guidelines.”

As will be appreciated by those skilled in the art, at least
some ol the operational data and/or parameters described 1n
these documents can be used 1n connection with embodi-
ments of the invention. Moreover, at least some of the system
descriptions are likewise applicable to embodiments of the
invention. Various types of operational data and/or informa-
tion available from a DSL NMS can be found therein; others
are known to those skilled 1n the art.

FIGS. 2 and 2A include one or more CPE side devices 205
that may be coupled to a CPE modem or other DSL device
210 by a LAN 208. Modem 210 1s coupled to a Vectored
DSLAM or other upstream DSL device 2135 by one or more
loops 213. Vectored DSLAM 215 can be coupled to aregional
or other broadband network that includes a broadband remote
access server (BRAS) or the like, as will be appreciated by
those skilled 1n the art. An auto-configuration server (ACS)
220 can be part of and/or coupled to a network such as the

Internet or the like. ACS 220 1s coupled to Vectored DSLAM
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215 through a regional broadband network. ACS 220 may
have a “northbound” or upstream interface 222 to a controller
225 (for example, a DSL management entity, a DSL opti-
mizer, a DSM Center, spectrum management center (SMC),
control software (which also may be inside ACS rather than
coupled to 1t externally), etc.) and one or more “southbound”
or downstream interfaces. In FIGS. 2 and 2A, southbound
interfaces 231, 232 couple the ACS 220 to the CPE DSL
device 210 and a CPE side device 205. Other interfaces
according to embodiments of the invention are possible, as
discussed in more detail below.

FIGS. 3 and 3A are augmented DSL systems using the
reference models of FIGS. 1 and 1A as bases. Unlike the
systems of FIGS. 1 and 1A, the augmented systems of FIGS.
3 and 3A each have DSL management tools and a DSL
management entity coupled to the Vectored DSL system. As
seen 1n FIGS. 3 and 3A, a DSL management entity 190 (for
example, housed 1n a server 197 coupled to the broadband
network 170) permits communication with various system
components, such as one or more DSL devices 122, 142; one
or more MEs 124, 144 1n the system; the NMS 150; and/or the
DSL management tools 195. The DSL management tools 1935
are available to various system components as well. In FIGS.
3 and 3A, DSL management tools 195 are coupled to the
NMS 150, ME 144 and the DSL management entity 190.

FIGS. 4 and 4 A, similar to FIGS. 2 and 2A, are augmented
DSL systems using the po sitioning diagram from the TR-069
report as a basis. Each system in FIGS. 4 and 4A 1includes one
or more CPE side devices 405 that may be coupled to a CPE
modem or other DSL device 410 by a LAN 408. Modem 410
1s coupled to a Vectored DSLAM or other upstream DSL
device 415 by one or more loops 413. A Vectored DSL Man-
ager 440 (for example, a controller, DSL management entity,
a DSL optimizer, a DSM Center, spectrum management cen-
ter (SMC), control software, etc.) 1s coupled to the Vectored
DSLAM 415, for example through the Regional Broadband
Network. The Vectored DSL Manager 440 may 1nclude as its
components an ACS and a Service Configuration Manager,
and may have one or more “southbound” or downstream
interfaces. In FIG. 4, however, the southbound interfaces 431,
434 couple the Vectored DSL Manager 440 to the CPE DSL
device 410 and the Vectored DSLAM 415. Other interfaces
according to embodiments of the imvention are possible, as
discussed 1n more detail below.

FIG. 5 1llustrates a general schematic diagram of a DSL
system, showing the layout and operation of the system. Such
a layout and any other layouts wherein users communicate via
CPE modems with DSLAMSs and the like over actual copper
plant will be referred to as a “field” system herein (as opposed
to “lab” systems in which artificial topological configurations
are used). In a typical topology of a DSL plant, in which a
number of transceiver pairs are operating and/or available,
part of each subscriber loop 1s collocated with the loops of
other users within a multi-pair binder (or bundle). Although
not shown 1n FIG. 5, the loop takes the form of a drop wire and
exi1ts the bundle at a point very close to the Customer Premises
Equipment (CPE), at what 1s called a wiring pedestal (also
known as a distribution terminal). Therefore, the subscriber
loop traverses two different environments. Part of the loop
may be located inside a binder, where the loop 1s sometimes
shielded from external electromagnetic interference, but 1s
subject to crosstalk. After the pedestal, the drop wire 1s often
unaffected by crosstalk when this pair 1s far from other pairs
for most of the drop, but transmission can also be more
significantly 1mpaired by electromagnetic interference
because the drop wires are unshielded. Many drops have 2 to
8 twisted-pairs within them and in situations of multiple
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services to a home or bonding (multiplexing and demultiplex-
ing of a single service) of those lines, additional substantial
crosstalk can occur between these lines in the drop segment.

A generic, exemplary DSL deployment scenario 1s shown
in FIG. 5. All the subscriber loops of a total of (L+M) users

591, 592 pass through at least one common binder 540. Each
user 1s connected to a Central Office (CO) 510, 520 through a
dedicated line. However, each subscriber loop may be passing
through different environments and mediums. In FIG. 5, L
customers or users 391 are connected to CO 510 using a
combination of optical fiber 513 and twisted copper pairs 517,
which 1s commonly referred to as Fiber to the Cabinet (F'1T-
Cab) or Fiber to the Curb. Signals from transcetvers 511 1n
CO 510 have their signals converted by optical line terminal
512 1n CO 510 and optical network terminal 515 1n optical
network umt (ONU) 318. Modems 516 in ONU 518 act as
transcervers for signals between the ONU 518 and users 591.
A subset of modems 516 may comprise a vectored group.
Alternately, more than one non-overlapping subsets of
modems 516 may comprise corresponding vectored groups.
Similarly, a subset of modems 521 may comprise a vectored
group. Alternately, more than one non-overlapping subsets of
moderns 521 may comprise corresponding vectored groups.

The loops 527 of the remaining M users 592 are copper
twisted pairs only, a scenario referred to as Fiber to the
Exchange (FITEx). Whenever possible and economically
teasible, F'1'TCab 1s preferable to FTTEX, since this reduces
the length of the copper part of the subscriber loop, and
consequently increases the achievable rates. The existence of
FTTCab loops can create problems for FT'TEX loops. More-
over, FTTCab 1s expected to become an increasingly popular
topology 1n the future. This type of topology can lead to
substantial crosstalk interference and may mean that the lines
of the various users have different data carrying and perfor-
mance capabilities caused by the specific environment in
which they operate. The topology can be such that fiber-fed
“cabinet” lines and exchange lines can be mixed in the same
binder.

Ascanbeseenin FIG. 5, the lines from CO 520 to users 592
share binder 522, which 1s not used by the lines between CO

510 and users 591. Moreover, another binder 540 1s common
to all the lines to/from CO 510 and CO 520 and their respec-

tive users 591, 592.

According to one embodiment of the invention shown 1n
FIG. 6 A, a control unit 600 may be part of an independent
entity coupled to a DSL system, such as a controller 610 (for
example, a DSL management entity, DSL optimizer, DSM
server, DSM Center, or spectrum management center) assist-
ing users and/or one or more system operators or providers 1n
optimizing their use of the system. (A DSL optimizer may
also be referred to as a dynamic spectrum manager, Dynamic
Spectrum Management Center, DSM Center, Spectrum Man-
agement Center (SMC) and include and/or have access to
DSL management tools.) In some embodiments, the control-
ler 610 may be an Independent Local Exchange Carrier
(ILEC) or Competitive Local Exchange Carrier (CLEC)
operating a number of DSL lines from a CO or other location.
As seen from the dashed line 646 1n FI1G. 6A, the controller
610 may be 1n the CO 146 or may be external and independent
of CO 146 and any company operating within the system.
Moreover, controller 610 may be coupled to and/or control-
ling DSL and/or other communication lines in multiple COs.

The control unit 600 includes collecting means 620 and

analyzing means 640. As seen in FIG. 6A, the collecting
means 620 may be coupled to NMS 150, ME 144 at Vectored
AN 140, the MIB 148 maintained by ME 144 and/or the DSL

Management Tools 195 (which also may be coupled to or
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otherwise in communication with ME 144). Data also may be
collected through the broadband network 170 (for example,
via the TCP/IP protocol or other protocol or means outside the
normal internal data communication within a given DSL sys-
tem ). One or more of these connections allows the control unit
to collect operational data from the system, including cus-
tomized data collection and collection of data parameters in
accordance with an embodiment of the invention. Data may
be collected once or over time. In some cases, the collecting,
means 620 will collect on a periodic basis, though it also can
collect data on-demand or any other non-periodic basis (for
example, when a DSLAM or other component sends data to
the control unit), thus allowing the control unit 600 to update
its information, rules, sub-rules, etc., 1f desired. Data col-
lected by means 620 1s provided to the analyzing means 640
for analysis and any decision regarding further operation of
the DSL system and/or any of 1ts components.

In the exemplary system of FIG. 6A, the analyzing means
640 1s coupled to a modem and/or system operating signal
generating means 650 1n the controller 610. This signal gen-
erator 650 1s configured to generate and send instruction
signals to modems and/or other components of the commu-
nication system (for example, DSL transcervers and/or other
equipment, components, etc. i the system). These struc-
tions may 1include instructions regarding acceptable data
rates, transmit power levels, coding and latency requirements,
ctc. The instructions also may include control parameters and
time-related information concerning timestamped param-
cters used 1n the mnstructions. The instructions may be gener-
ated after the controller 610 determines the need and/or desir-
ability of wvarious parameters and processes 1n the
communication system, including embodiments of the mnven-
tion. In some cases, for example, the mnstruction signals can
assist 1n 1improving performance for one or more customers
and/or operators using the system by allowing the controller
610 to have better and/or more control over the operation of
the communication system.

Embodiments of the invention can utilize a database,
library or other collection of data pertaiming to the data col-
lected, decisions made regarding relevant parameters, past
decisions regarding such parameters, etc. This collection of
reference data may be stored, for example, as a library 648 in
the controller 610 of FIG. 6A and used by the analyzing
means 640 and/or collecting means 620.

In some embodiments of the invention, the control unit 600
may be implemented 1n one or more computers such as PCs,
workstations or the like. The collecting means 620, analyzing,
means 640 and signal generator 650 may be one or more
software modules, hardware modules/devices 1700 (for
example, computer, processor, IC, computer module, etc. of
the type generally known) or a combination of both, as will be
appreciated by those skilled 1n the art. When working with a
large numbers of modems, databases may be introduced and
used to manage the volume of data collected.

Another embodiment of the invention 1s shown 1n FIG. 6B.
A DSL optimizer 665 operates on and/or 1n connection with
a Vectored DSLAM 685 or other DSL system component,
either or both of which may be on the premises 6935 of a
telecommunication company (a “telco”). The DSL optimizer
665 includes a data collection and analysis module 680,
which can collect, assemble, condition, manipulate and sup-
ply operational data for and to the DSL optimizer 665 (where,
as with any embodiments of the ivention, the operational
data can include performance data as well). Module 680 can
be implemented 1n one or more computers such as PCs or the
like. Data from module 680 1s supplied to a DSM server
module 670 for analysis. Information also may be available
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from a library or database 675 that may be related or unrelated
to the telco. A profile selector 690 may be used to select and
implement profiles such as data and/or control parameters
and/or values. Profiles and any other instructions may be
selected under the control of the DSM server 670 or by any
other suitable manner, as will be appreciated by those skilled
in the art. Profiles selected by selector 690 are implemented 1n
the Vectored DSLAM 685 and/or any other appropriate DSL
system component equipment. Such equipment may be
coupled to DSL equipment such as customer premises equip-
ment 699, which may provide signals for distributed vector-
ing and/or bonded vectoring, as seen 1n FIG. 6B. The system
of FIG. 6B can operate 1n ways analogous to the system of
FIG. 6A, as will be appreciated by those skilled 1n the art,
though differences are achievable while still implementing
embodiments of the invention.

Embodiments of the invention, used in connection with
DSL Management interfaces, can significantly improve the
management capabilities of a DSL network when vectored
DSL systems are deployed and/or improve testing relating to
DSL equipment and services. They also aim to reduce the
computational burden that 1s imposed on the DSL transceiv-
ers located at the DSLAM or the CPE by enabling the DSMC
to perform some of the related computations. Also, they
enable the DSMC to manage vectored DSL systems to meet
quality of service and prioritization requirements among DSL
customers. These benefits 1n turn create opportunities for
DSL providers to offer equipment and services with higher
performance and at a lower total cost.

Embodiments of the methods, techniques, computer pro-
gram products, apparatus, devices, etc. to permit better con-
trol and operation of a vectored DSL system or similar digital
communication system, both in the case of field systems and
in the case of lab systems, as further explained and defined
below. Various embodiments include the implementation of a
digital cross-connect or of a switch to enable the best routing
of DSL loops to vectoring engines to maximize the benefits of
vectoring and to minimize the implementation costs of vec-
toring. Also, various embodiments include the implementa-
tion of timestamping (that permits more accurate measure-
ment, monitoring, control, etc. of a system), customized data
collection techniques, extended parameter definitions for
data and/or control parameters, and implementation of these
in both field and lab settings.

Various embodiments of the invention also utilize meth-
ods, techniques, computer program products, apparatus,
devices, etc. to reduce the complexity of vectored DSL trans-
ceivers located at the DSLAM or the CPE. Various embodi-
ments 1nclude the implementation of commumnication
between a DSL transcetver and a DSL optimizer to allow
vectoring operations to be performed by a DSL manager,
DSL optimizer, DSM server, controller, or the like. These
vectoring operations may relate to general vectoring controls,
tone and line selection, line grouping, initiation functions,
showtime operations, data-rates, orders and user priorities or
service quality, updating operations and operations related to
starting up and shutting down a vectored DSL line.

Embodiments of the invention relate to interfaces between
a DSL Management Entity or a DSL optimizer and a Vectored
DSLAM, and interfaces between the DSL Management
Entity and a digital cross connect. The Vectored DSLAM
contains one or more vectoring engines. The network ports of
the digital cross-connect are coupled to the CPE modems via
DSL loops. The DSLAM ports of the cross-connect are
coupled to the DSL ports of the vectoring engines. These are
illustrated 1n FIG. 15. In system 1500 of FIG. 15, a DSL

management entity or DSL optimizer 1503 1s coupled to the
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vectoring engines 1511 and 1512 via respective interfaces
1506 and 1508. The Vectored DSLAM (or other upstream

DSL device) 1507 contains the vectoring engines 1511 and

1512. The vectoring engines 1511 and 1512 are connected to
the digital cross-connect (also referred to herein as switch)
1520°s DSLAM ports 1516 and 1517. The networking ports
1522 and 1524 of the digital cross-connect 1520 are coupled
to CPE modem 1541, 1542, 1543, 1544 via DSL loops 1531,
1532, 1533 and 1534. Embodiments of the invention define
new and improved ways in which the interfaces 1506 and
1508 can be used.

While digital cross-connect 1520 1s depicted in the
embodiment illustrated in FIG. 15 as an element within Vec-
tored DSLAM 1507, the digital cross-connect can, in alter-
native embodiments, be located outside the Vectored
DSLAM. Furthermore, in the embodiment in which the digi-
tal cross-connect 1520 1s located inside the Vectored
DSLAM, the digital cross-connect may be implemented on a
linecard of the Vectored DSLAM, or on an integrated circuit
(IC) 1n the Vectored DSLAM.

In yet another embodiment of the invention, multiple Vec-
tored DSLAMs may be controlled by DSL management

entity 1505, 1n which embodiment, each Vectored DSLAM
comprises one or more of the vectoring engines. Digital
cross-connect 1520 1 such an embodiment 1s located outside
the Vectored DSLAMSs, and the DSLAM ports of the cross-
connect are coupled to the DSL ports of the vectoring engines

in each Vectored DSLAM.

An example showing the importance of a DSM center or
spectrum management center (SMC) 1n making the decisions
about enabling vectoring can be explained 1n connection with

FIG. 15. FIG. 15 depicts a system 1500 1n which there are 2
vectoring engines 1511 and 1512, each serving 2 DSL lines

(for example, engine 1511 serves lines 1531 and 1532 and
engine 1512 serves lines 1533 and 1534. This means that a
vectoring engine can apply vectoring techniques to only 2
lines at a time. This equipment restriction makes 1t important
to choose the lines on which vectoring 1s applied. A digital
cross connect, or switch, 1520 1s implemented 1n the embodi-
ment of FIG. 15 to properly route the 4 lines to the 2 vectoring,
engines, which allows a selection of those lines that shall
benelit from vectoring. In this example it 1s assumed that the
line corresponding to CPE 1543 experiences strong crosstalk,

as denoted by line 1550, from the line corresponding to CPE
1541. This information may be available to the DSMC 1505

through a variety of ways: Binder identification may have
previously revealed this, or wiring information about binder
groupings may be available, or 1t may be known that the DSL
services deployed on these lines cause strong crosstalk. Tech-
niques for binder identification can be found 1n above refer-

enced U.S. patent application Ser. No. 11/342,028.

In this example, the DSMC 15035 may choose to route the
lines of CPE 1541 and CPE 1343 to vectoring engine 1511,
and to enable Far-end Crosstalk (FEXT) cancellation in the
downstream direction for vectoring engine 1511. In such
case, DSMC 1505 also chooses to route the lines of CPE 1542
and CPE 1544 to vectoring engine 1512, and may enable
FEXT cancellation in the downstream direction for vectoring
engine 1512. Alternatively, the DSMC may obtain opera-
tional information and provide output to an administrator
suificient to manually control and configure the digital cross
connect to properly route lines of particular CPEs to a par-
ticular vectoring engine.

Vectoring involves the following steps during initializa-
tion:

Vectoring synchronization

Vectored channel 1dentification

Noise correlation 1dentification
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Vectoring synchronization can be performed by the vec-
tored DSL system using methods similar to those found 1n the
VDSL1 and VDSL2 recommendations for “synchronous
mode” operation. Such synchronization 1s required to achieve
proper alignment of the DMT frames corresponding to the
DSL lines of the vectored system.

During the vectored channel and noise correlation 1denti-
fication steps, the SMC 1dentifies the lines and tones with the
strongest crosstalk coupling or the strongest noise coupling;
and sends 1nstruction signals or control parameters to the
digital cross-connect to assign the lines with the strongest
crosstalk coupling to a common vectoring engine. The SMC
also sends 1nstruction signals and control parameters to the
vectoring engines to apply vectoring operations on the 1den-
tified tones. The vectoring operations could be performed on
a subset of the lines of the vectored system, or on a subset of
the tones of the vectored system.

During binder identification, the SMC uses the Xlog
parameters of the lines obtained from the DSLAM to identify
the cross-talk between the lines. Based on the obtained infor-
mation the SMC sends 1nstructions to place the lines that have
high cross-talk on each other 1n the same group, and sends
instructions to place the lines that have low cross-talk on each
other 1nto different groups. For the upstream direction, noise
correlation information can also be incorporated for grouping
the lines. Based on the obtained information, the SMC sends
instructions to place the lines that have high cross-talk on
cach other or have highly correlated noise signals 1n the same
group, and places the lines that have low cross-talk on each
other and have nearly uncorrelated noise signals into different
groups.

Once grouping 1s performed, the SMC collects a quality-
of-service requirement about the customers served by the
lines coupled to each vectoring engine. Based on the quality
of service requirement the SMC computes the ordering of the
lines coupled to each vectoring engine for decoding (up-
stream) or encoding (downstream). The SMC then sends an
instruction signal to each vectoring engine through the vec-
tored DSL interface to apply the computed line ordering. The
quality of service requirement could be based on customer
data rates, customer delay requirements, customer priorities,
or customer class of service. One method for computing the
ordering of the lines comprises computing a rate region and
selecting a point 1n the rate region that meets the quality of
service requirement. The SMC 1nstruction signal could be
instructions relating to an ordering for receiver vectoring
operations (upstream operation) or an ordering for transmaitter
vectoring operations (downstream operation).

Once the ordering of the lines 1s specified, the required
latency for decoding the lines coupled to each vectoring
engine 1s computed at the SMC based on the decoding order
configuration. In some implementations, the latency for
decoding of a line 1s affected by the latency for decoding of
those lines that are decoded earlier. Thus, computing the
decoding latency of a line may require first computing the
decoding latency of those lines with a higher decoding order.
The required latency 1s compared against a maximum latency
allowed for each vectoring engine. For each vectoring engine,
if the required latency does not exceed the maximum latency,
an nstruction signal 1s sent from the SMC to the vectoring
engine to apply the specified decoding order configuration.

The mstruction signal or control parameters sent by the
SMC to the vectoring engines may include the following
parameters: maximum decoding delay; minimum impulse
noise protection; decoding ordering; tones for applying vec-
toring; lines for applying vectoring; carrier mask; spectrum
mask; data rate; margin; or trailing sequences.
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The above steps compute the settings/coetlicients for per-
forming vectoring. One possible implementation approach 1s
for a SMC to aid with the computations of these coellicients.
Some general bandwidth requirements are discussed below.

The outputs of vectored channel 1dentification and noise 5
correlation 1dentification are complex quantities equal to the
number of tones over which vectoring 1s applied. A set of
1000 tones can be used as an exemplary tone set that requires
16 bits for each of the real and 1imaginary part. Further, this
example can assume that only significantly large elements of 10
the channel and noise correlation matrices need to be trans-
mitted. The assumption 1s that for each row of these matrices,
at most 3 elements are significant. For 2 vectored lines, 32
Kbytes of data needs to be exchanged. For 4 vectored lines
that data amount goes up to 96 Kbytes. Finally, for 8 vectored 15
lines, 192 Kbytes of data needs to be exchanged. For 4 vec-
tored lines 1n more detail, there are 2 tables each with 4 rows,
where from each row only 3 elements need to be transmitted,
and where each elements contains 32 bits. There are 2 such
tables for each of the 1000 tones, which results 1n (2)x(4)x 20
(3)x(32)x(1000)=768000 bits=96 Kbytes. This exchange
should be completed within a time-period 1n the order of 1
second. Thus, the vectored line estimates above give crude
estimates of the requirements of such an interface in the
direction from the modem to the DSMC. 25

The requirements 1n the direction from the DSMC to the
modem are mainly dominated by the need to set the feedior-
ward and feedback filters for vectoring (either for down-
stream or for upstream). These again represent 2 matrices,
which are either sparse (for example, only 3 significant 30
entries per row), or can be represented with fewer parameters
(for example, rotors). This observation suggests that the
bandwidth requirements in the direction from the DSMC to
the modem are within the same order of magnitude as those
tor the direction from the modem to the DSMC. Note that the 35
DSMC can also perform computations such as bit loading, or
initial determination of Time Domain Equalizer (1Q) filter-
ing, or initial determination of Frequency Domain Equalizer
(FEQ) taps, to alleviate the imitialization burden. A DSMC
can perform such computations using techniques such as 40
those disclosed 1n the above referenced U.S. patent applica-
tion Ser. No. 11/344,873.

Typical DSL transcervers are implemented using at least
one ntegrated circuit and one or more discrete components
external to the integrated circuit. The at least one 1integrated 45
circuit (also known as a chipset) and one or more discrete
components are placed on circuit boards. In DSLAM equip-
ment, a circuit board may include integrated circuits and
discrete components to support operation of multiple DSL
lines. A plurality of such circuit boards (sometimes also 50
known as line-cards) may be included 1n a DSLAM, thus
potentially supporting large number of DSL lines.

A potential implementation approach for a vectored DSL
system 1s for some showtime signal processing related to
vectoring (such as FEX'T cancellation or noise decorrelation) 55
to be performed externally to the chipset that implements the
main functions of the DSL transceiver. Such an approach
allows a reduction of the computational requirements within
the chipset. This externally implemented vectoring 1s
depicted 1 FIG. 16 for a receiver implementation. Those 60
skilled in the art will recognize for similar externally imple-
mented vectoring 1s possible for a transmitter implementa-
tion. The recerved signal on a DSL line 1s first processed
through the Analog Front End 1605 of DSL chupset1601. The
analog signal 1s then converted into digital form by the Ana- 65
log-to-Digital Converter (ADC) of 1610. The digital signal

may undergo decimation and digital filtering by 1615. In
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some embodiments, a Time-domain Equalizer (TEQ) 1s
applied on the signal to reduce Inter-Symbol Interference
(ISI). The resulting signal samples then are grouped into
DMT symbols, the cyclic extension 1s removed, and a
receiver windowing operation may be applied. The DMT
symbols are then provided as input to an FF'T operation.

For vectored DSL systems, feedforward vector filtering
1635 1s applied and consequently feedback vector filtering
1640 1s applied. The feedforward vector filtering 1635 has as
an 1put the outputs produced by the FFT modules 1630 of the
vectored lines. The output of the feedback filtering 1640 1s
provided as mput to the Trellis Decoder/Slicer modules 1645
of the vectored lines. The feedback vector filtering may
optionally accept additional mnput from the Trellis Decoder/
Slicer modules 1645 of the vectored lines in the form of
decoder error metrics. The output of the Trellis Decoder/
Slicer module 1645 1s provided to the Deinterleaver 1650, and
finally the RS Decoder 1655 performs the Reed-Solomon

decoding of the data stream. For such processing, the vector-
ing operations 1635 and 1640 may be performed by an exter-
nal module 1602, 1n order to reduce the load for processing on
the chipset 1601.

As above, some nterface examples can be evaluated.
Again, 1000 active tones can be used, which need to be
decoded and on which vectoring 1s applied. Each complex
sample again can be represented by 16 bits per dimension. A
DMT symbol rate of 4 kHz also can be used. This translates to
a need to exchange 32 bits/tonex1000 tones/framesx4000
frames/sec=128 Mbps 1n each direction. The resulting bidi-
rectional bandwidth requirements for multiple users can then
be determined. For 2 vectored lines, 512 Mbps 1s required;
1024 Mbps 1s needed for 4 vectored lines; and 2048 Mbps 1s
needed for 8 vectored lines. It 1s evident that the interface
speed requirements are high for this case.

There are a number of updating operations that are needed
for vectoring, and a SMC may provide assistance. First, 1n
addition to the usual bits and gains updating, vectoring may
also require updating of the ordering of the users. Updating
may also be required to the vectoring module settings, for
example the coelficients of the feediorward and feedback
filters. The computation of the updated settings may be per-
formed by a SMC. The transmitter precoding may require a
teedback channel of considerable bandwidth between the
receivers and the corresponding transmitters. It also requires
either blind channel/noise identification during showtime, or
the existence of a periodic reference symbol such as the
synchronization frame of VDSL2. Such updating can include
techniques disclosed 1n the above referenced U.S. patent
application Ser. No. 11/344,873.

If such updating 1s assumed by a SMC, then channel and
noise information (or equivalent immformation for updating
such as error metrics) 1s communicated to the SMC. The
expected interface requirements are similar to those
described previously with regard to mmitialization. One poten-
tial advantage here 1s that only a small subset of tones may
need to be updated at each time, such updates being per-
formed at considerably slower rates than the DMT symbol
rate. Additionally, the determination of order/priority of users
based on service provider product offerings and the binder
crosstalk and dynamics 1s a complex function and is best
performed by a SMC where the computational power can be
shared over many customers/lines.

Modem on/ofl switching i1s an important 1ssue with regard
to vectoring updating. The role of interfaces between the
vectoring engine and the SMC 1n this regard 1s 1llustrated by
the following examples:
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EXAMPLE 1

If a modem belonging to a vectored system shuts down,
then the effects are minimal for vectoring operations at the
transmitter. For vectoring operations at the receiver, however,
such a modem shutdown has significant effects. Noise deco-
rrelation (and/or other operations requiring feedback) may
lose effectiveness 1f a line 1s lost. One potential recerver
solution 1s for the decoding operation of the line to continue 1n
a state where the noise samples are detected and provided to
the other recerver paths for noise decorrelation. With such an
orderly modem shutdown, the SMC may send instructions to
coordinate the shutdown and prepare vectoring modules for
the change. Thus the DSMC plays an important role in such a
shutdown.

EXAMPLE 2

If a new line needs to enter a vectored system, a series of
steps are taken to permit operation without disruption. If a
SMC has information about the crosstalk coupling and opera-
tion status of other lines, then the DSMC can control the
introduction of the new line, minimizing crosstalk effects.
One way to achieve this 1s to restrict the transmitted power of
the new line to low levels mitially, and to increase the power
only gradually. The imterface requirements for the above
tunctions of the DSMC are modest. If the SMC does not have
information about the new line’s crosstalk coupling, noise
correlation and/or operation status, the SMC 1nstructs the new
DSL line to provide 1ts operational data, and collects the new
line’s operational data from the vectored DSL system. The
DSMC 1nstructs the digital cross-connect to assign the new
line to one of available vectoring engines.

EXAMPLE 3

A Tunction of the SMC 1n non-vectored as well as vectored
operation 1s the determination of the maximum safe data rate
at which the line can operate with acceptably low probability
of service disruption or loss (or customer complaint). This
vectoring function 1s strongly related to other lines 1n the
binder and the selected data rates and crosstalking priority
choices. A SMC can calculate the best data rates, including
not only the binder crosstalk imnformation and consequent
canceller coefficients, but also the history of the line and
binder 1n terms of use patterns, noise occurrences, instances
of 1mpulse noise or other non-stationary behavior. Such cal-
culations also can incorporate the service providers’ products
(that 1s, data rates and quality of service requirements at those
data rates, which are also a function of the customer service
selection and willingness to pay), billing management, and
general provisioning practice and coordination with opera-
tions. The SMC then supplies the profile (for example, com-
prising one or more of the following—data rate, margins,
power levels, and PSD) along with any vectoring information
to the DSL line for implementation (usually through the
DSLAM or element management system MIB). This function
makes use of statistical information from observations over a
wide range of lines as well as inputs from the service provider
and 1s not economically implemented in each DSLAM. There
1s an order of cancellation used 1n a well-designed vectored
system (linear-only systems can see significant performance
loss 1f evaluated correctly) that 1s also supplied and not eifi-
ciently computed locally at the DSLAM.

Embodiments of the invention relate to interfaces between
a DSL Management Entity and a DSLAM, and/or between a
DSL Management Entity and a DSL CPE modem. These are
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illustrated in FIG. 7A. In system 710 of FIG. 7A, a DSL
management entity 712 1s coupled to a Vectored DSLAM (or
other upstream DSL device) 714 and/or to one or more CPE
modems (or other downstream DSL devices) 716. Vectored
DSLAM 714 and modems 716 are coupled to each other via
DSL loops 715. DSL management entity 712 communicates

with Vectored DSLAM 714 using an interface 722. DSL
management entity 712 communicates with modems 716
using an interface 724. Embodiments of the invention define
new and improved ways 1n which these interfaces 722,724
can be used. Moreover, embodiments of the invention can be
used with a “field” or a “lab” communication system.

There are various current DSL management interfaces.
Three published standards known to those skilled 1n the art
relate to mterfaces for DSL management:

ITU-T standard G.997.1, “Physical layer management for

digital subscriber line transcervers,” and

DSL Forum TR-069, “CPE WAN Management Protocol;”

ATIS Technical Report, “Dynamic Spectrum Manage-
ment”, ATIS-0600007

(5.997.1 specifies the physical layer management for DSL
transmission systems based on the usage of indicator bits and
EOC messages defined 1n the (5.992.x and (.993.x series of
ITU-T Recommendations and the clear embedded operation
channel defined 1n G.997.1. It also specifies Network Man-
agement elements content for configuration, fault and pertor-
mance management.

(5.997.1 defines the QQ mterface (shown, for example, 1n
FIGS.1,1A,3,3A and 6A) between an Access Node (referred
to at some points 1n the present disclosure as a DSLAM or
other DSL device) and any Network Management Systems,
which may be considered part of the DSL Management Entity
in embodiments of the invention. TR-069 describes the CPE
WAN Management Protocol, intended for communication
between a CPE and an Auto-Configuration Server (ACS),
which may be considered part of the DSL Management Entity
in embodiments of the invention. These are shown in FIG. 7B,

in which DSL Management Entity 742 1s available to:
CPE modem 746 via interface 754; and/or

Vectored DSLAM 744 via interface 752.

The Vectored DSLAM 744 and modem 746 are coupled to
one another by DSL loop 745.

Neither G.997.1 nor TR-069 was designed to support vec-
tored DSL systems. Interfaces bypassing the TCP/IP network
stack and/or providing higher speed and lower latency have
particular advantages for the management of vectored DSL

systems. Embodiments of the invention overcome at least
some of the limitations of the interfaces defined 1n G.997.1
and TR-069, such as:
No dating or time 1dentification capability for data or con-
trol parameters;
No customizable data collection for each DSL line;
Very slow data reporting and controlling (time frame of
minutes);
Insutificient control parameters for vectored DSL systems;
Insutficient reported data parameters for vectored DSL
systems; and
Inability to specily and/or arbitrate the importance of users
within a
crosstalk-canceling system by controlling or specitying
their order placement during initialization or show-
time operation.
TR-069 defines a “CPE parameters” list in 1ts Appendix B.
These parameters can be accessed for reading or (for a subset
of them) for writing using the Remote Procedure Call (RPC)

methods defined in Appendix A of TR-069. Examples of
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embodiments of the invention focus mainly on the parameters
under the following “branches™ of Table 61 of TR-069:

InternetGatewayDevice. WANDevice.{i} . WAN-DSLInte-

faceConfig, and

InternetGatewayDevice. WANDevice.{i}. WAN-DSLDi-

agnostics.
Several of the parameters under the first of the above branches
are defined as holding “current” values. For example:

UpstreamAttenuation

DownstreamAttenuation

Upstream Power

Downstream Power

However, the definition of “current” 1s elusive, because
multiple operations (each with considerable processing
delay) are required to complete the update of these param-
cters. In some cases, 1t may be impossible for DSL equipment
to update these parameters continuously. Thus, the exact
length of time since the last update of these parameters has
been really unknown 1n earlier systems. Particularly for vec-
tored DSL, the accuracy required for knowing the time at
which parameters were last updated may be as small as the
length of a DMT symbol.

The parameters defined under the second of the above
branches are intended to be used only after a diagnostics
operation has been completed. However, most of these
parameters also can be computed without a diagnostics
operation. They can be derived during normal modem 1nitial-
1zation, or they can even be updated during showtime. But the
problem of not knowing exactly when these parameters were
last computed/updated has remained. Particularly for vec-
tored DSL, 1t 1s important to know the exact time at which
parameters were obtained, as the eflectiveness of vectoring
operations relies on timely information about the vectored
channel and the noise correlation. It 1s important to be able to
identily parameter values that are not current, because use of
such non-current parameter values when performing vector-
ing operations may actually degrade the DSL performance.

Finally, there has been a problem in earlier systems in
accessing these parameters to write to them. With existing
schemes, there 1s no way to schedule a write operation with a
known and/or specified delay. This may be desirable, for
example, when multiple write parameters need to be written
in a specific order. Again, this 1s important for vectored DSL,
because write operations to specific vectoring modules must
take effect at exactly defined times (within an accuracy on the
order of a DMT symbol). Failure to apply write operations at
the proper times may lead to system instability and/or loss of
connection.

Section 7 of G.997.1 defines Management Information
Base (MIB) elements, and explains which of them can be read
and written through the Q interface. Like the situation with
TR-069, there are such elements for which a last update time
1s unknown. Specifically, most of the elements under the
“Line Test, Diagnostic and Status Parameters” group (per
(5.997.1 Tables 7-23 and 7-24) are such that 1t 1s unclear when
they were computed. Such computation may have taken place
during any of the following times:

Diagnostics execution

Normal 1mitialization of modem

Normal operation of modem (showtime)

Periods where some modems may be initializing while

others are already operating in showtime

On the other hand, writing to MIB elements does not
include any capability for scheduling or otherwise identitying
when a control parameter might be enforced and/or 1mple-
mented. There 1s no way to distinguish between performing a
write operation and forcing an immediate re-initialization of
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a modem or other DSL device, and a write operation expect-
ing the modem to adapt gracefully without exiting showtime
or otherwise interrupting normal operation. Examples of ele-
ments requiring such a feature can be found under the “Line
configuration profile” and “Channel configuration profile”
groups (per (G.997.1 Tables 7-9 to 7-12).

In some embodiments of the invention, a timestamp 1s
associated with the “CPE parameters” of TR-069 and/or the
“MIB elements™ of G.997.1, providing a time indication of
when they were last updated (for read-only parameters), or a
time 1ndication of when they should be enforced (for write
parameters). One example of this 1s shown 1n FIG. 8 A, where
a packet 810 includes a timestamp 816 that 1s associated with
the name 812 and value 814 of the operational parameter. For
read-only (data) parameters, the timestamp could include one
or more of the following types of information:

Was the update performed during a particular phase and/or
1n a specific operating mode such as diagnostics, normal
initialization, or showtime?

When was update performed relative to a time reference?
(for example, relative to start of most recent re-1nitial-
1zation, or relative to absolute time)

For write (control) parameters, the timestamp could include
one or more of the following types of information:

Will the update force an mitialization?

Will the update be enforced immediately, with a certain
delay, or with the next mitialization?

What 1s the delay of the update relative to a known time
reference?

The general concept can be implemented with any of mul-
tiple approaches, as will be appreciated by those skilled 1n the
art. Note that for vectored DSL, time references need to be
accurate within a time period on the order of a DMT symbol.
In one approach, illustrated in FIG. 8B, data and/or control
parameters 822, 824 associated with an i1dentical timestamp
826 can be grouped together 1n a single packet 820 to be
transferred over a DSL Management interface. A single
timestamp thus 1s associated with all the parameters, as 1llus-
trated 1n FI1G. 8C.

Alternatively, time markers can be defined and used to
provide the timing information for the parameters. For
example, 1n FIG. 8C an operational parameter 832 1s associ-
ated with a time marker 834 1n a packet 830. A number of time
markers can be defined as shown 1n the exemplary table of
FIG. 8C. Each operational parameter can then be associated
with one of the pre-defined time markers. As will be appre-
ciated by those skilled in the art, lines x1, x2, x3 and x4
referenced 1n the table of FIG. 8C may be the same DSL line
or multiple lines used to establish the time markers. More-
over, using time markers can be implemented as an extension
of the TR-069 RPC methods using the following steps:

1. Introducing a new set of CPE parameters to store Time

Markers.

2. Extending the ParameterValueStruct structure definition
(per Table 11 m A.3.2.1 1n TR-069) to include Time-
Marker as one of the structure members, thus creating
the new structure ParameterValueTimeStruct.

3. Enhancing the GetParameterValues method (per A.3.2.2
in TR-069) to allow for ParameterValueTimeStruct ele-
ments 1in the ParameterList array. Whenever GetParam-
eterValues 1s called to read the values of time-critical
CPE parameters, the Time Markers should also be
included in the ParameterList.

4. Enhancing the SetParameterValues method (per A.3.2.1
in TR-069) to allow for ParameterValueTimeStruct ele-
ments 1n the ParameterList array. Whenever SetParam-
eterValues 1s called to write to time-critical CPE param-




US 8,483,369 B2

19

eters, the corresponding Time Markers should also be
included in the ParameterList.

Therefore, according to some embodiments of the mven-
tion, one or more of which are shown 1n FIG. 10, a method
1000 of operating a DSL lab and/or field system (and/or a
computer program product implementing such methods) can
include timestamping used in connection with one or more
operational-parameters (for example, data, control, opera-
tional, etc. parameters). Generally, one or more operational
parameters of a vectored DSL system are provided at 1020
and a timestamp 1s appended to that/those operational param-
cter(s) at 1050. (“Appending” as used herein may mean
physically attaching a timestamp or timestamp data to other
data or may mean associating the timestamp with the relevant
data in some other way, as will be appreciated by those skilled
in the art.) The operational parameter then can be used at 1060
in operating the DSL system (for example, as a data parameter
or a control parameter) or can otherwise be used to assist 1n
operating the DSL system (which can be a field DSL system,
a lab DSL system, etc.). As noted above, appending the times-
tamp can be implemented by associating the timestamp with
the name and value of the operational parameter or in other
ways described herein and otherwise apparent to those skilled
in the art. The DSL devices with which the invention can be
used include (but are not limited to) modems, DSLAMSs, line
cards, remote terminals, line terminals, Auto-Configuration
Servers, various implementations or components ol Network
Management Systems (sometimes also known as Element
Management Systems) and the like. Embodiments of the
invention can be implemented 1n DSL systems such as those
shown and discussed herein and others known to those skilled
in the art.

Where a data parameter (that 1s, a parameter that 1s read-
only) 1s involved, the timestamp can be a phase 1dentification
and/or a time reference. A phase 1dentification can i1dentily
the operating mode a DSL or other system was 1n when the
data parameter was last updated or any other temporal
description regarding phase of operation. Examples of oper-
ating modes include diagnostics, normal initialization, show-
time, etc. For vectored DSL, phase of operation may be
accompanied by a specification of the line of interest, and 1t
may refer to events such as vectoring coelificient updates. A
time reference can be a point 1n time defined by absolute time,
a point relative to one or more phase transitions (for example,
from 1nitialization to showtime), a point in time defined rela-
tive to one or more phase-defined events (for example, 30
seconds after entering showtime, 564 seconds after last 1ni1-
tialization, etc.), etc. For vectored DSL, a time reference may
be defined 1n terms of DMT superiframes (or DMT sync
symbols), or even more finely 1n terms of DMT symbols (for
example, 6354 DMT superirames aiter line 3 enters show-
time, or 78764 DMT superirames plus 67 DMT frames after
the last update of the vectoring coetficients of line 1).

Where a control parameter (that 1s, a parameter that 1s
written) 1s involved, the timestamp can be, for example, 1nfor-
mation regarding whether the update will force nitialization,
information regarding when the update will be enforced and/
or implemented, information regarding any delay between a
known time reference and the enforcement and/or implemen-
tation of the update, etc. Other useful and implementable
timestamps are known to those skilled in the art.

When a number of operational parameters are to be
assigned or have the same timestamp, grouping of the opera-
tional parameters can be used, as noted above. For example, a
number of operational parameters can be grouped together
and then have a single timestamp appended to the group. In
other cases, a group of timestamps can be defined and 1den-
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tified by time markers. Appending the timestamp to an opera-
tional parameter then can be accomplished by associating one
of the defined time markers with the operational parameter.

As will be appreciated by those skilled 1n the art, computer

program products using embodiments of the mvention can
include a machine-readable medium and program instruc-
tions contained in the machine-readable medium. The pro-
gram 1nstructions specily a method of operating a Vectored
DSL system according to one or more of the methods
described herein.

In TR-069, the data collection for the DSL Physical Layer

parameters 1s performed 1n exactly the same way for all CPEs:

InternetGatewayDevice. WANDevice.{i} . WAN-
DSLInterfaceConfig. parameters should hold current
values (e.g. DownstreamNoiseMargin).

InternetGatewayDevice. WANDevice.{i}. WAN-DSLDi-
agnostics. parameters should hold values from the last
diagnostics session (e.g. SNRpsds).

IntenetGatewayDevice. WANDevice.{i}. WAN-DSLInter-
faceConfg.Stats. Total. parameters hold total statistics
(e.g. FECErrors since the beginning of data collection).

InternetGatewayDevice. WANDevice.{i} . WAN-
DSLInterfaceConfig.Stats.Showtime. parameters hold
statistics accumulated since the most recent showtime.

InternetGatewayDevice. WANDevice.{i}. WAN-
DSLInterfaceConfig.Stats.LastShowtime. parameters
hold statistics accumulated since the second most recent
showtime.

InternetGatewayDevice. WANDevice.{i} . WAN-
DSLInterfaceConfig.Stats.CurrentDay. parameters hold
statistics accumulated during the current day.

InternetGatewayDevice. WANDevice.{i}. WAN-

DSLInterfaceConfig.Stats.QuarterHour.  parameters
hold statistics accumulated during the current quarter
hour.

There also are parameters indicating the number of seconds
since the beginning of data collection, since the most recent
showtime, etc.

This approach misses the capability to adjust the data col-

lection independently for each line. For example, for prob-

lematic or other lines, it may be desirable to be able to collect
data more frequently compared to stable lines. Vectored lines
may also require closer monitoring to determine whether
updates are needed, or to detect situations when modems are
turned on or off, etc. The additional data can be used to
diagnose problems and suggest solutions. On the other hand,
requiring all lines to collect data very frequently typically 1s
impractical, because 1t leads to much higher memory and
communication bandwidth needs that are not justifiable for
all lines 1mvolved.

In G.997.1, there are MIB elements for:
Line performance monitoring parameters (e.g., Errored

Seconds)

Channel performance monitoring parameters (e.g., FEC
corrections)

ATM data path performance monitoring parameters (e.g.,
HEC violations)

For these elements, counters are defined over periods of 15
minutes and 24 hours. For Errored Seconds, Severely Errored
Seconds, and Unavailable Seconds, counters also are stored
for the past 16 intervals of 15 minute duration (see G.997.1,
section 7.2.7.9).

There also are MIB elements for (1) line test, diagnostics
and status parameters (e.g., SNR margin downstream), and
(2) channel test, diagnostics and status parameters (e.g.,
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actual interleaving delay). These elements store only “cur-
rent” values, as the term “current” has been applied to earlier
systems and the like.

Finally, there are MIB elements storing threshold values
for monitoring parameters. When the threshold values (de-
fined over periods of 15 minutes and 24 hours) are exceeded,

then a “threshold report™ 1s generated and transmitted over the
Q-1nterface.
[ike TR-069, the definition of the MIB elements 1n

(5.997.1 does not allow customized data collection for each
line. It therefore 1s impossible under those guidelines to col-
lect certain parameters at a faster rate (or to collect more data
points within a given time period), so that more information
can be collected for problematic lines.

Embodiments of the mnvention permit customized and/or
adaptive data collection to define the data collection proce-
dure individually for each CPE, DSLAM or other DSL
device. Multiple values are stored for each parameter, each
corresponding to different instants 1n time. The times at which
the parameter values are stored are programmable for each
DSL device individually.

An example 1llustrates benefits and implementation of one
embodiment of the invention. Assume that CPE “A” 1s a stable
line, which needs only occasional monitoring. Parameters
(such as the SNR margin) then can be collected infrequently
or on a “normal” basis (for example, every hour), simply to
make sure that the line remains stable, as shown 1n the fol-
lowing table:

TABL.

L1l

1

Example of Adaptive Data Collection for stable line
CPE A (stable line)

Value of SNR Margin at 2:00 pm
Value of SNR Margin at 3:00 pm
Value of SNR Margin at 4:00 pm
Value of SNR Margin at 5:00 pm

However, 11 CPE “B” 1s a problematic line, closer monitoring
can be used to determine the cause(s) of istability. It 1s
desirable to collect parameters such as the SNR margin more
frequently (Tor example, every quarter hour) 1n order to better
pinpoint the time at which the problem arises, as shown 1n the
following table:

TABLE 2

Example of Adaptive Data Collection for problematic line
CPE B (problematic line)

Value of SNR Margin at 4:00 pm
Value of SNR Margin at 4:15 pm
Value of SNR Margin at 4:30 pm
Value of SNR Margin at 4:45 pm
Value of SNR Margin at 5:00 pm

Generally, customized data collection according to the
invention may require that each parameter (or group of
parameters) be associated with one or more of the following
variables:

Data collection start time

Data collection period

Data collection end time, or total number of data collection

points
The first and third variables can be omitted 1n some embodi-
ments.

Customized data collection according to the invention can
be integrated with TR-069 or with G.997.1, as will be appre-
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ciated by those skilled in the art. For TR-069 the following
steps can be used to augment TR-069 operation:

Creating new CPE parameters (or MIB elements) for speci-
tying customized data collection.

Extending CPE parameters (or MIB elements) with cus-
tomized data collection capability to vector types.
Whenever data collection fills up a vector, either stop
data collection, or write new values over the oldest val-
ues.

Finally, “threshold reporting” can enhance data collection
with TR-069. One way to achieve this 1s by moditying the
SetParameter Attributes method (per A.3.2.4 in'TR-069). Cur-
rently, setting the Notification field in the SetParameterAt-
tributesStruct structure allows the CPE to notity the DSL
Management Entity of a parameter that has changed value.
By including an additional field to the SetParametetAttribut-
esstruct structure, the notification can be triggered by events
such as a parameter exceeding a certain threshold (for
example, an error metric exceeding a certain value 1n a vec-
tored DSL system, where the notification serves to indicate
that an update to the vectoring coellicients 1s needed). Alter-
natively, a notification may be sent when a parameter value
talls below a threshold value. The “trigger field” may have the
tollowing allowed values:

A special value indicating that the triggering event 1s any

change of the value.

A range of threshold values for triggering a notification.

Methods for adaptive data collection 1n a DSL loop accord-
ing to one or more embodiments of the invention are shown 1n
FIGS. 11 and 12. The method 1100 of FIG. 11 begins with the
selection of one or more data parameters of a vectored DSL
system for customized collection at 1110, which may include
evaluating performance of the DSL loop while the DSL loop
1s using a first data collection procedure, such as anormal data
collection operation pet TR-069 or G.997.1. A second data
collection procedure for the DSL loop based on the evaluation
of the DSL loop performance can then be determined (for
example, collecting data more or less often, or collecting
more or fewer data points for evaluating the loop’s perfor-
mance) at 1120. Once a different data collection procedure
has been determined and/or defined at 1120, the attributes can
be sent from a controller (for example, a DSL management
entity) to a DSL device (Tor example, a CPE modem) at 1130
and thereaiter operation of the DSL loop can be adapted at
1140 to use the second data collection procedure by sending
the value/vector of values for each data parameter to the
controller from the DSL device. Thus 1t may be the data
collection frequency that 1s adjusted during performance of
such methods.

Where threshold reporting 1s used, as shown by method
1200 1n FIG. 12, the data parameter of a vectored DSL system
1s chosen at 1210 and assigned one or more attributes at 1220.
Again, the attributes are sent at 1230 from the controller to the
DSL device, atter which the data parameter value(s) are sent
from the DSL device back to the controller at 1240 when the
threshold conditions are met.

As will be appreciated by those skilled 1n the art, such
methods can be applied to all the loops 1n a DSL binder, to a
group ol vectored DSL lines or to any other suitable group so
that data collection can be appropriate on a loop-by-loop
basis. Such methods can be performed by computer program
products (for example, soltware) or a controller of some sort,
such as a DSL optimizer, SMC or the like. Moreover, these
methods can be extended so that one or more operational
parameters may be considered and evaluated, as appropriate.
For each such operational parameter, a data collection start
time, collection period and end time can be designated. In
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some cases, as noted above, 1t may only be necessary to
designate a data collection period for each operational param-
cter. The loops with which such methods are used also can be
programmed and/or otherwise configured to notity a control-
ler or the like whenever an operational parameter threshold
value or range 1s achieved or lost, such as a maximum value,
a minimum value, a suflicient change in the operational
parameter value or where the operational parameter’s value
talls outside or within a specified range. As noted above, one

or more of these methods can be implemented as an extension
of TR-069 and/or (G.997.1, as will be appreciated by those

skilled 1n the art.

In TR-069, the DSL Physical Layer parameters are defined
under the following branches:

InternetGatewayDevice. WANDevice.{i} . WAN-
DSLInteraceConfig.
InternetGatewayDevice. WANDevice.{i}. WAN-DSLDi-

agnostics.
None of these parameters can be written by a DSL Manage-
ment  Enfity, except for  InteneGatewayDevice.
WANDevice.{i}. WAN-DSLDiagnostics.LoopDiagnostic-
sStale, which 1s used to trigger DSL diagnostics.

This limitation of TR-069 implies that the only path for
configuring the DSL Physical Layer of the CPE 1s through the
means provided by G.997.1, or through the message
exchange performed between a DSLAM and CPE during
initialization. However, this earlier solution 1s problematic 1n
a variety of circumstances:

Broken DSLAM controls—In certain situations, it 1s
impossible to control the CPE parameters from the DSL
Management Entity due to implementation 1ssues. There are
several points where the communication path may be broken.
For the path to work properly, a large number of elements
need to Tunction properly—the Q-1nterface must include the
needed controls, the DSLAM implementation of the manage-
ment portion must be complete, the message overhead path
between the DSLAM and CPE must be implemented cor-
rectly, and the CPE implementation of the management por-
tion must be complete.

Restricted set o G.997.1 CPE configuration parameters—
It would be advantageous to have many of the CPE param-
eters not currently defined as programmable 1n G.997.1 be
programmable. For example, 1t would be helpiul to be able to
program the maximum number of bits that can be loaded on a
specific tone.

Configuration parameters for vectored DSL—It would be
advantageous to have parameters related to vectoring opera-
tions that can be controlled outside the DSLAM. This reduces
the management burden of the DSLAM and moves complex-
ity to the external management system.

Parameter values available too late to the CPE—Some
parameters are communicated from the DSLAM to the CPE
during various stages of mmtialization (for example, maxi-
mum SNR margin). However, the CPE may need to know
these parameter values much earlier 1n order to optimize the
link. For example, 1n the case of maximum SNR margin, the
CPE must decide the proper transmission Power Spectral
Density (PSD) level at an early stage.

Some (5.997.1 limitations related to the DSL configuration
controls of the CPE have been mentioned above. Addition-
ally, the G.997.1 MIB eclements are missing a number of
configuration parameters that are valuable for DSL Manage-
ment, especially for vectored DSL. Additional usetul ele-
ments are discussed below.

Using embodiments of the invention to improve the DSL
configuration controls of the CPE, certain CPE parameters
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can be made programmable by a controller, such as a DSL
Management Entity. In this case, the questions may arise
about possible conflicts between the values programmed
directly by the controller (DSL Management Entity) and the
values structed by the DSLAM. There are various ways to
resolve such conflicts:

A CPE parameter can be defined to indicate whether the
DSLAM values or the DSL Management Entity values
have priority in cases of contlict; or

If one or more values structed by the DSL Management

Entity results 1n a failed link, or 1n some other abnormal

situation, then the CPE parameters can be reset and/or
the link remitialized with the DSLAM values having
priority. After the link 1s re-established, the CPE may
report the abnormal situation to the DSL Management
Entity.

list of control parameters usable with a CO or a CPE
modem for DSL configuration in connection with an embodi-
ment of the invention 1s shown 1n Table 3A, below. A list of
control parameters usable either with a CO or a CPE modems
for Vectored DSL configurations in connection with an
embodiment of the invention 1s shown in Table 3B, below. In
FIG. 3B, order swap has been included because the priority of
a user might be changed and 1ts position within the canceling
order might be changed (perhaps along with a rate change).
The canceller remains the same on all common previous users
in the order, so order swapping may be a quick fix to various
data requests without having to set all the cancellers, spectra
and bit distributions.

TABLE 3A

Control parameters for CO or CPE confisuration

Parameter Comments

Indicates which among the possible
transmission systems are allowed

Transmission System
Enabled

Power Management
State Forced
Power Management
State Enabled
LO-TIME
L2-TIME
L2-ATPR
L2-ATPRT
MAXNOMPSDdn
MAXNOMPSDup
MAXNOMATPdn
MAXNOMATPup
MAXRXPWRup
PSDREF_ a
PSDREF_b
PSDREF_ klo
CARMASKdn
CARMASKup
PSDMASKdn
PSDMASKup
BITCAPpsdn
BITCAPpsup
REFIBANDSdn
REIBANDSup
TARSNRMdn
TARSNRMup
TARSNRpsdn
TARSNRpsup
MINSNRMdn
MINSNRMup
MAXSNRMdn
MAXSNRMup
RA-MODEdn
RA-MODEup
RA-USNRMdn
RA-USDNMup

Constant a for PSDREF calculation for UPBO
Constant b for PSDREF calculation for UPBO
Electrical length for UPBO

Bit cap definition per subcarrier
Bit cap definition per subcarrier

Target SNR margin definition per subcarrier
Target SNR margin definition per subcarrier
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TABLE 3A-continued

Control parameters for CO or CPE confisuration

Parameter

RA-UTIMEdn
RA-UTIMEup
RA-DSNRMdn
RA-DSNRMup
RA-DTIMEdn
RA-DTIMEup
MSGMINdn
MSGMINup

BITSdn

BITSup

GAINSdn

GAINSup

TSSIdn

TSSIup

Minimum Data Rate
Minimum Reserved
Data Rate

Maximum Data Rate
Delta Data Rate

Rate Adaptation Ratio
Minimum Data Rate 1n
Low Power Mode
Maximum Interleaving
Delay

Minimum INP
Maximum BER

Data Rate Threshold
Upshift

Data Rate Threshold
Downshift

Interleaver path settings

Trellis transmit TU-C
Trellis recerve TU-C
Trellis transmit TU-R
Trellis recerve TU-R
Number of tones, cyclic
prefix, cyclic suilix,
transmitter/recerver
window lengths,
transmitter/receiver
window coefficients,
timing advance

Comments

Defined per bearer channel (or latency path)
Defined per bearer channel (or latency path)

Defined per bearer channel (or latency path)
Defined per bearer channel (or latency path)
Defined per bearer channel (or latency path)
Defined per bearer channel (or latency path)

Defined per bearer channel (or latency path)

Defined per bearer channel (or latency path)
Defined per bearer channel (or latency path)
Defined per bearer channel (or latency path)

Defined per bearer channel (or latency path)

Defined per latency path. May include RS
codeword size, parity bytes, interleaver depth,
interleaver period.

Trellis encoding enabled for TU-C

Trellis decoding enabled for TU-C
Trellis encoding enabled for TU-R
Trellis decoding enabled for TU-R

TABLE 3B

Control parameters for Vectored DSL

Category Parameter Comments
Vectoring Vectored lines Enables lines for vectoring (lines
System defined as chipset/DSLAM ports),
Enabled may include mapping from
vectoring engine to DSLAM port
Vectoring FEXT cancellation dn  Enables capabilities of the vectored
Capabilities system (may include description of
Enabled set of tones on which vectoring is
applied)
FEXT cancellation up
FEXT precoding dn
FEXT precoding up
NEXT cancellation dn
NEXT cancellation up
Noise decorrelation dn
Noise decorrelation up
Phantom Lines with differential Emnables lines to use
System mode transmitter dn differential/common mode
Enabled transmitters/receivers

Lines with differential
mode transmitter up
Lines with differential
mode recerver dn
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TABLE 3B-continued

Control parameters for Vectored DSL

Category Parameter Comments
Lines with differential
mode receiver up
Lines with common
mode transmitter dn
Lines with common
mode transmitter up
Lines with common
mode recerver dn
Lines with common
mode recerver up
Transmitter  Structure definition dn  Structure may be linear
Vectoring - operations, complex rotations
Feedforward (rotors)
module Coeflicients dn Complex elements or angles
Structure definition up
Coeflicients up
Transmitter  Structure definition dn  Structure may include linear
Vectoring - operations, modulo operations,
Feedback dithering operations
module Coeflicients dn Complex elements
Ordering dn Ordering of lines
Other parameters dn Modulo or dithering parameter
Structure definition up
Coeflicients up
Ordering up
Other parameters up
Recerver Structure definition dn  Structure may be linear operations,
Vectoring - or complex rotations (rotors)
Feedforward Coefllicients dn
module Structure definition up
Coetlicients up
Recerver Structure definition dn  Structure may include linear
Vectoring - operations, modulo operations,
Feedback dithering operations
module Coeflicients dn Complex elements
Ordering dn Ordering of lines
Other parameters dn Modulo or dithering parameter
Structure definition up
Coeflicients up
Ordering up
Other parameters up
Matrix TEQ  Structure dn
Coeflicients dn
Structure up
Coefficients up
Vectoring Frequency of “pilot” Frequency of special known
adaptation symbol dn symbol used for updating the
vectoring configuration
Frequency of “pilot”
symbol up
Tramming Tramming sequences dn  Choose training sequence(s)
used by each vectored line. Choice
can be based on seed of
pseudo-random noise generator
(PRNG), or on coeflicients
of PRNG, or on index of
preselected sequence.
Training sequences up
Order Swap Dn

Up

In Table 3B, control parameters for the enablement of a
phantom system are included. Phantom mode DSL operation
1s described in the above referenced U.S. patent application
Ser. No. 11/267,623. A SMC may thus prefer to have control
over the cases when phantom mode 1s enabled. A SMC can
provide such control parameters to a vectored DSL device
with phantom mode capabilities using embodiments of the

invention.

The controls for “Transmitter Vectoring—Feedforward
module” and/or for “Iransmitter Vectoring—Feedforward
module” may include appropriate parameters for reduced
complexity structures such as tonal rotors, which are
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described in the above referenced U.S. patent application Ser.
No. 11/284,692. A SMC can compute tonal rotors and pro-
vide such control parameters to a vectored DSL device using
embodiments of the mnvention.

The controls for “Transmitter Vectoring—Feedback mod-

ule” may include appropriate parameters for precoding struc-
tures such as those described 1n the above referenced U.S.
patent application Ser. No. 11/336,666. A SMC can compute
parameters for precoding structures and provide such control
parameters to a vectored DSL device using embodiments of
the invention.

The controls for “Receiver Vectoring—Feedback module™
may include appropriate parameters for GDFE structures
such as those described in the above referenced U.S. patent
application Ser. No. 11/336,113. A SMC may compute
parameters for GDFE structures and provide such control
parameters to a vectored DSL device using embodiments of
the 1nvention.

The controls 1n Table 3 A allow for a seamless bring-up or
introduction of a new line 1n a vectored DSL system. They
also allow for an orderly shutdown of a line 1n a vectored DSL
system. Such methods are described in the above referenced
U.S. patent application Ser. No. 11/345,213.

Theretfore, using embodiments of the invention, as shown
in FIG. 13, a method 1300 for operating a vectored DSL
system may commence with providing at 1310 at least one
modem device (for example, a CPE or CO device) that
accepts, via a TCP/IP-based protocol, control parameters for
controlling and/or operating the DSL system (or at least one
or more DSL devices within the DSL system, which can be a
lab or field DSL system). At least one operational parameter
(for example, one or more of the parameters from Table 3A or
Table 3B) can be provided at 1320 as a writable control
parameter for the DSL device, allowing a value to be written
at 1330 to the writable control parameter to create a written
control parameter value. Thereafter at 1340 the DSL device
may be operated using the written control parameter value. As
with the other techniques disclosed herein, the DSL device
can be any suitable device, including (but not limited to) a
CPE modem, a DSLAM, a remote terminal, a line terminal,
an Auto-Configuration Server, an Element Management Sys-
tem, or any other type of DSL modem usable in the system.

As noted above, conflicts can arise. Embodiments of the
invention can resolve conflicts between the written control
parameter value and a contlicting parameter value by using
any suitable prioritization scheme, such as granting priority to
the written control parameter value, granting priority to the
conilicting parameter value, or re-initializing a DSL loop on
which the DSL device operates, where re-initializing the DSL
loop can 1include resetting the writable control parameter to a
default parameter value. Re-mnitializing the DSL loop also
can include reporting any parameter contlict to a controller. In
some 1nstances, the default parameter value may be the con-
flicting parameter value.

Control parameters for vectored DSL are not included in
currently defined interfaces. These control parameters can be
applied either at the CO modem (or Optical Network Unit,
ONU, or Remote Terminal (RT) or at the CPE modem. They
can be applied to the CPE side eirther using an in-band proto-
col (such as the Embedded Operations Channel, EOC, of
ADSL/VDSL) or an out-of-band protocol (such as TCP/IP)
operating at a higher layer of the network stack.

These embodiments of the mvention can be applied to
various parameters under (G.997.1 and/or TR-069. As such,
these methods also can be implemented as at least part of an
interface between a DSL management entity and the DSL
device. Various computer program products implementing
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one or more of the methods according to the invention can be
realized by those skilled 1n the art.

The CPE parameters defined in TR-069 and the G.997.1
MIB elements do not include data parameters that are valu-
able for DSL management of vectored systems according to
one or more embodiments of the invention. Lists of data
parameters usable with a CPE modem or upstream device (for
example, a DSLAM) for DSL configuration in connection
with an embodiment of the invention are shown i1n Table 4,
below. Lists of data parameters usable for vectored DSL
(etither with a CPE or a CO modem) are shown in Table 3,

below.
TABLE 4
Data parameters for CO and CPE monitoring
Parameter Comments

Indicates which among the transmission
systems are supported
Indicates which among the transmission
systems are supported

Transmission System
Capabilities TU-C
Transmission System
Capabilities TU-R

Chipset vendor TU-C
Chipset vendor TU-R
Modem vendor TU-C
Version number TU-C
Serial number TU-C
Self-test result TU-C
Self-test result TU-R
Loss-Of-Signal TU-C
Loss-O1f-Signal TU-R
Loss-Of-Frame TU-C
Loss-Of-Power TU-C
Loss-Of-Power TU-R

No cell delineation TU-C
Loss of cell delineation TU-C
FEC errors TU-C

FEC errors TU-R

Errored seconds TU-C
Severely errored seconds
TU-C

Loss of signal seconds TU-C
Loss of signal seconds TU-R
Unavailable seconds TU-C
Unavailable seconds TU-R
Failed mitialization counter
Short initialization counter
Failed short initialization
counter

Delineated cell count TU-C
Delineated cell count TU-R
User cell count TU-C

User cell count TU-R

Idle cell Bit Error count TU-C
Idle cell Bit Error count TU-R
Bit swap requests
downstream

Bit swap requests upstream
Bit swaps performed
downstream

Bit swaps performed
upstream

Power management state
Imitialization success/failure
cause

Last state transmitted
downstream

[ast state transmitted
upstream

LATNdn

LATNup

ACTPSDdn

ACTPSDup

ACTPSDpsdn
ACTPSDpsup

ACTATPdn

HILINdn

HLINup

Actual PSD per subcarrier
Actual PSD per subcarrier



TABL

29

US 8,483,369 B2

H 4-continued

Data parameters for CO and CPE monitoring

Parameter

HLOGdn

HLOGup

QLNdn

QLNup

ECHOdn

ECHOup

SNRdn

SNRup

NOISEPARdn
NOISEPARup

BITSdn

BITSup

GAINSdn

GAINSup

TSSdn

TSSup

Previous data rate
Actual interleaving delay
Interleaver path settings

Framing settings

Comments

Defined

Definec

per
| per

Definec

10

15

vearer channel or latency path
bearer channel or latency path

| per

atency path. 20

Includes RS codeword size, parity bytes,
interleaver depth, interleaver period,
other interleaver parameters.

All parameters associated with framing.

30

TABLE 4-continued

Data parameters for CO and CPE monitoring

Parameter

Trellis downstream

Trellis upstream
Ndn

Nup

CPdn

CPup

CSdn

CSup
TXWINLENdn
TXWINLENup
RXWINLENdn
RXWINLENup
TXWINdn
TXWINup
RXWINdn
RXWINup
TAdn

TAup

Comments

Trellis coding used for downstream

Trellis coding used for upstream

Number of tones

Number of tones

Transmutter window length

lic prefix lengt]

lic prefix lengt]
lic suffix length

1

1

lic suffix length

Transmitter window length

Receiver window length

Receiver window length

Transmitter window coefficients

Transmitter window coefficients

Receiver window coefficients

Receiver window coefficients

Timing advance

Timing advance

TABLE 5

Data parameters for Vectored DSL. monitoring

Category

Vectoring System
Definition

Vectoring
Capabilities

Vectoring
Operations

Phantom
System
Capabilities

Phantom
System
Operations

Parameter

Vectored lines
Bonding

FEXT cancellation dn

FEXT cancellation up
FEXT precoding dn
FEXT precoding up
NEXT cancellation dn
NEXT cancellation up
Noise decorrelation dn

Noise decorrelation up
FEXT cancellation dn

FEXT cancellation up
FEXT precoding dn
FEXT precoding up
NEXT cancellation dn
NEXT cancellation up
Noise decorrelation dn
Noise decorrelation up

Lines with differential
mode transmitter dn

Lines with differential
mode transmitter up
Lines with differential

mode receiver dn
Lines with differential
mode receiver up
Lines with common
mode transmitter dn
Lines with common
mode transmitter up
Lines with common
mode receiver dn
Lines with common
mode receiver up
Lines with differential

mode transmitter dn

Comments

Indicates lines for a common vectoring (lines
defined as chipset/DSLAM ports)
Indicates whether vectored lines are

bonded

Indicates capabilities of the vectored
system

Indicates vectoring operations currently
performed (may include description of
set of tones on which vectoring is
applied)

Indicates which lines can use
differential/common mode
transmitters/recervers

Indicates which lines actually use
differential/common mode
transmitters/receivers
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TABLE 5-continued

Data parameters for Vectored DSL monitoring

32

Category Parameter Comments
Lines with differential
mode transmitter up
Lines with differential
mode receiver dn
Lines with differential
mode receiver up
Lines with common
mode transmitter dn
Lines with common
mode transmitter up
Lines with common
mode receiver dn
Lines with common
mode receiver up
Vectoring Additional information about known
restrictions equipment limitations with respect to
vectoring implementation (e.g. vectoring
only over subset of the tones, or
vectoring only for 2 lines)
FEXT Xlog, Xlin parameters FEXT transfer functions among all lines
dn of the vectored system (includes
common mode when enabled)
Xlog, Xlin parameters
up
NEXT Nlog, Nlin parameters NEXT transfer functions among all lines
dn ol the vectored system (includes
common mode when enabled)
Nlog, Nlin parameters
up
H Hlog, Hlin parameters The channel measurement is assumed to
dn be synchronous such that relative phases
of the elements of the channel H (for
each subcarrier) are measured properly.
Hlog, Hlin parameters
up
Noise Noise covariance matrix  Noise covariance matrix for all lines of
covariance dn the vectored system (includes common mode

when enabled)
Noise covariance matrix

up

Therelore, using embodiments of the invention, as shown
in FIG. 14, a method 1400 for operating a DSL system may
commence with providing at 1410 at least one CPE modem or

upstream DSL device (for example, a DSLAM) that com-
putes one or more data parameter(s) for evaluating the status,
operation or performance of a (lab or field) vectored DSL
system. At least one operational parameter (for example, one
or more of the parameters from Table 4 or Table 5) can be
provided at 1420 as a readable data parameter for the DSL
device, allowing a value to be assigned at 1430 to the readable
data parameter to create an assigned data parameter value.
Thereatter at 1440 the DSL device may be operated using the
assigned data parameter value. As with the other techniques
disclosed herein, the DSL device can be any suitable device,
as will be appreciated by those skilled 1n the art, including 1n
some cases (but not limited to) a CPE modem, a DSLAM, a
remote terminal, a line terminal, a Auto Configuration Server,
an Element Management System, or any other type of DSL
modem usable 1n the system.

Generally, the SMC can be responsible for making the
decision of choosing on which lines and on which tones
vectoring should be applied and what vectoring techniques
should be applied. The SMC can send appropriate instruc-
tions to a vectoring engine, the DSLAM, a DSL integrated
circuit, or the switch. Such decisions are made after obtaining
information about the loop and the deployed services, and
about the equipment capabilities and restrictions. Such infor-
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mation 1s recerved from the vectoring engine, the DSLAM, or
the DSL integrated circuit. Compared to the DSLAM, the
SMC has an advantage 1n making these decisions, because it
may have access to additional information.

The data parameters associated with the above functions
include all those listed 1n Table 3B. The control parameters
associated with the above functions include those listed 1n
Table 5 under the categories Vectoring System Enabled, Vec-
toring Capabilities Enabled, and Phantom System Enabled.

These parameters can be supported as extensions of the
currently defined G.997.1 and TR-069 interfaces. The addi-
tional bandwidth and memory requirements due to these
parameters are rather modest. Finally, the acceptable latency
for reading or writing these parameters 1s 1n the order of a few
seconds, which 1s sufficient for embodiments of the invention.

As described 1n more detail below, a control unit 1mple-
menting one or more embodiments of the invention can be
part of a controller ({or example, a DSL optimizer, dynamic
spectrum manager or DSMC, spectrum management center,
any one of which may be part of or comprise a DSL Manage-
ment Entity). The controller and/or control unit can be located
anywhere. In some embodiments, the controller and/or con-
trol unit reside 1n a DSL CO, while in other cases they may be
operated by a third party located outside the CO. The struc-
ture, programming and other specific features of a controller
and/or control unit usable 1n connection with embodiments of
the ivention will be apparent to those skilled 1n the art after
reviewing the present disclosure.
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A controller, such as a DSL Management Entity, DSL
optimizer, dynamic spectrum management center (DSM
Center), spectrum management center (SMC), a “smart”
modem and/or computer system can be used to collect and
analyze the operational data and/or parameter values as 5
described in connection with the various embodiments of the
invention. The controller and/or other components can be a
computer-implemented device or combination of devices. In
some embodiments, the controller 1s 1in a location remote
from the modems. In other cases, the controller may be col- 10
located with one of or both of the modems as equipment
directly connected to a modem, DSLAM or other communi-
cation system device, thus creating a “smart” modem. The
phrases “coupled to” and “connected to” and the like are used
herein to describe a connection between two elements and/or 15
components and are intended to mean coupled either directly
together, or indirectly, for example via one or more interven-
ing elements or via a wireless connection, where appropriate.

Some of the embodiments of the mvention use DSL sys-
tems as exemplary communications systems. Within these 20
DSL systems, certain conventions, rules, protocols, etc. may
be used to describe operation of the exemplary DSL system
and the information and/or data available from customers
(also referred to as “users”) and/or equipment on the system.
However, as will be appreciated by those skilled 1n the art, 25
embodiments of the invention may be applied to various
communications systems, and the mnvention 1s not limited to
any particular system. The invention can be used 1n any data
transmission system for which service quality may be related
to control parameters. 30

Various network-management elements are used for man-
agement of DSL physical-layer resources, where elements
refer to parameters or functions within an DSL modem pair,
cither collectively or at an individual end. A network-man-
agement framework consists of one or more managed nodes, 35
cach containing an agent. The managed node could be a
router, bridge, switch, DSL modem or other device. At least
one NMS (Network Management System), which 1s often
called the manager, monitors and controls managed nodes
and 1s usually based on a common PC or other computer. A 40
network management protocol 1s used by the manager and
agents to exchange management information and data. The
unit of management information 1s an object. A collection of
related objects 1s defined as a Management Information Base
(MIB). 45

Embodiments of the mvention may be used with “field”
DSL systems as described above. Moreover, embodiments of
the invention may be used with “lab” systems. FIG. 9 illus-
trates one such lab configuration 910. Automated testing
equipment 912 1s coupled to a loop/noise lab simulator 914. 50
Such lab simulators are well known 1n the art and various
capabilities can be used for replicating actual DSL loops or
groups of loops, such as DSL binders and the like. Lab simu-
lators are hardware and/or soitware equipment that simulate
the behavior of the transmission environment Testing equip- 55
ment 912 can be hardware and/or software that control the
other modules of lab system 910 and can collect measured

data from these other devices. Device 912 also 1s coupled to at
least one CPE modem 916 and a vectored DSLAM 918, as

shown in FI1G. 9. Each of these devices 916, 918 1s coupled to 60
the loop/noise lab simulator to recreate a given DSL loop.
Finally, a packet traffic tester 920 1s coupled to devices 912,
016, 918 to allow tester 920 to collect data from these various
devices. Tester 920 1s hardware and/or software that generates
and tests packet traffic. This can be done for both upstream 65
(CPE to DSLAM) tratfic and downstream (DSLAM to CPE)

trathic.
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The configuration 910 can include approprnate connections
among modules, as will be appreciated by those skilled 1n the
art. For example, the connections between the DSLAM 918
and lab simulator 914 and between the CPE modem (or
modems) 916 and lab simulator 914 can be short cable con-
nections. The connections between the DSLAM 918 and
packet traific tester 920 and between the CPE modem (or
modems) 916 and packet traific tester 920 can be standard
interfaces and connection means. The connection between
the DSLAM 918 and automated testing device 912 can use
interfaces, operational parameters, etc. defined by embodi-
ments of the invention and/or G.997.1. Likewise, the connec-
tion between the CPE modem (or modems) 916 and auto-
mated testing device 912 can use interfaces, operational
parameters, etc. defined by embodiments of the invention
and/or TR-069. Finally, the connections between the lab
simulator 914 and automated testing device 912 and between
the packet tratlic tester 920 and automated testing device 912
can be standard interfaces and connection means.

Embodiments of the invention can be used to automate
testing of DSLAM and CPE equipment. Such techniques can
make use of the interfaces defined by aspects of the invention
discussed herein, TR-069 and/or G.997.1. As explained
below, use of the mvention 1s particularly advantageous in
such testing 1n a lab system setting. One configuration for
automated DSL equipment testing 1s shown 1n FIG. 9. Many
DSL equipment tests can be defined by the following steps:

(a) Configure the lab simulator;

(b) Configure the DSLAM and CPE modem(s);

(c) Configure the packet traific tester (necessary in some
tests only); and

(d) Collect data from the DSLAM and the CPE modem(s).
Steps (b) and (d) may be repeated during the same test. Other
variations on these methods will be apparent to those skilled
in the art.

The configuration of FIG. 9 can be used to automate the
process of testing DSL equipment. The automated test device
912 1s used to control and coordinate the steps taken during
cach test. As will be appreciated by those skilled 1n the art,
various tests can be performed to evaluate equipment and
techniques that might arise 1n a “field” system setting and to
verily the capabilities of different types of equipment Spe-
cifically, for each test, the automated test device performs the
following;:

Sends commands to the lab simulator to specity the loop

and noise conditions;

Uses control parameters of the invention, G.997.1, TR-069
and/or some other interface suitable for vectored DSL to
configure the DSLAM and CPE modem(s) as specified
in the test definition;

Sends commands to the packet traffic tester to commence
traffic generation and testing; and/or

Uses the data parameters of the invention, G.997.1,
TR-069 and/or some other interface suitable for vec-
tored DSL to collect measurements from the DSLAM
and CPE modem(s).

After the test’s conclusion, the collected measurements can
be compared against expected values to produce a pass/iail
result. In other cases, the collected measurements can be used
for other purposes, as will be appreciated by those skilled 1n
the art.

Embodiments of the invention possess a number of advan-
tages as compared with other methods for verification testing.
Significant benefits can be realized 1n the approach described
above through the use of the interfaces and/or operational
parameters of the mvention, G.997.1, TR-069 and/or some
other 1nterface suitable for vectored DSL for:
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Configuring the control parameters of the DSLAM and
CPFE; and

Collecting data parameters from the DSLAM and CPE.

The use of the invention for the above purposes 1s particularly
advantageous for various reasons, some of which are outlined
below.

Single interface—An alternative approach for accessing
the control and data parameters of the DSLAM and CPE
modem(s) 1s to use proprietary interfaces of the correspond-
ing DSLAM and CPE modem(s). It 1s preferable to use the
interface of the mvention for vectoring systems compared to
having a multitude of proprietary mterfaces with different
DSLAM and CPE modem(s).

Timestamp capability—Among the standardized inter-
faces, neither G.997.1 nor TR-069 has a timestamp capability
described above (for example, to specily the time of data
collection, or the time of application of control parameters).
The mvention overcomes this obstacle, which significantly
facilitates verification testing.

Customized data collection capability—Compared to

(5.997.1 and TR-069, the invention has available the extra

capability of customized data collection, which means that
data collection can be tailored to fit the needs of each verifi-
cation test. Data parameters can be collected at just the right
frequency, thus avoiding collecting too much data on one
hand, or collecting data too infrequently on the other hand.

Extended sets of data and control parameters—Compared
to G.997.1 and TR-069, the invention has many additional
control and data parameters. This boosts the capabilities of
the automated test device to configure the DSLAM and CPE
modem(s) for verification testing. It also enhances the set of
measurements that can be obtained from the DSLAM and
CPE modem(s), thus making possible the automation of
many more verification tests.

Generally, embodiments of the invention employ various
processes involving data stored 1n or transferred through one
or more computer systems, which may be a single computer,
multiple computers and/or a combination of computers (any
and all of which may be referred to interchangeably herein as
a “computer’” and/or a “computer system”). Embodiments of

the invention also relate to a hardware device or other appa-
ratus for performing these operations. This apparatus may be
specially constructed for the required purposes, or it may be a
general-purpose computer and/or computer system selec-
tively activated or reconfigured by a computer program and/
or data structure stored in a computer. The processes pre-
sented herein are not inherently related to any particular
computer or other apparatus. In particular, various general-
purpose machines may be used with programs written in
accordance with the teachings herein, or 1t may be more
convenient to construct a more specialized apparatus to per-
form the required method steps. A particular structure for a
variety ol these machines will be apparent to those of ordinary
skill 1n the art based on the description given below.
Embodiments of the mnvention as described above employ
various process steps mvolving data stored i computer sys-
tems. These steps are those requiring physical manipulation
of physical quantities. Usually, though not necessarily, these
quantities take the form of electrical or magnetic signals
capable of being stored, transierred, combined, compared
and otherwise manipulated. It 1s sometimes convenient, prin-
cipally for reasons ol common usage, to refer to these signals
as bits, bit streams, data signals, control signals, values, ele-
ments, variables, characters, data structures or the like. It
should be remembered, however, that all of these and similar
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terms are to be associated with the approprate physical quan-
tities and are merely convenient labels applied to these quan-
tities.

Further, the manipulations performed are often referred to
in terms such as identifying, fitting or comparing. In any of
the operations described herein that form part of the invention
these operations are machine operations. Useful machines for
performing the operations of embodiments of the mvention
include general purpose digital computers or other similar
devices. In all cases, there should be borne 1n mind the dis-
tinction between the method of operations 1n operating a
computer and the method of computation 1tself. Embodi-
ments of the invention relate to method steps for operating a
computer in processing electrical or other physical signals to
generate other desired physical signals.

Embodiments of the invention also relate to an apparatus
for performing these operations. This apparatus may be spe-
cially constructed for the required purposes, or it may be a
general purpose computer selectively activated or recontfig-
ured by a computer program stored in the computer. The
processes presented herein are not inherently related to any
particular computer or other apparatus. In particular, various
general purpose machines may be used with programs written
in accordance with the teachings herein, or it may be more
convenient to construct a more specialized apparatus to per-
form the required method steps. The required structure for a
variety of these machines will appear from the description
given above.

In addition, embodiments of the invention further relate to
computer readable media that include program instructions
for performing various computer-implemented operations.
The media and program instructions may be those specially
designed and constructed for the purposes of the invention, or
they may be of the kind well known and available to those
having skill 1n the computer software arts. Examples of com-
puter-readable media include, but are not limited to, magnetic
media such as hard disks, tfloppy disks, and magnetic tape;
optical media such as CD-ROM disks; magneto-optical
media such as optical disks; and hardware devices that are
specially configured to store and perform program instruc-
tions, such as read-only memory devices (ROM) and random
access memory (RAM). Examples of program instructions
include both machine code, such as produced by a compiler,
and files containing higher level code that may be executed by
the computer using an interpreter.

FIG. 17 illustrates a typical computer system that can be
used by a user and/or controller in accordance with one or
more embodiments of the mvention. The computer system
1700 1ncludes any number of processors 1702 (also referred
to as central processing units, or CPUs) that are coupled to
storage devices including primary storage 1706 (typically a
random access memory, or RAM), primary storage 1704
(typically a read only memory, or ROM). As 1s well known 1n
the art, primary storage 1704 acts to transfer data and instruc-
tions uni-directionally to the CPU and primary storage 1706
1s used typically to transfer data and instructions 1 a bi-
directional manner. Both of these primary storage devices
may include any suitable of the computer-readable media
described above. A mass storage device 1708 also 1s coupled
bi-directionally to CPU 1702 and provides additional data
storage capacity and may include any of the computer-read-
able media described above. The mass storage device 1708
may be used to store programs, data and the like and 1s
typically a secondary storage medium such as a hard disk that
1s slower than primary storage. It will be appreciated that the
information retained within the mass storage device 1708,
may, in appropriate cases, be incorporated in standard fashion
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as part of primary storage 1706 as virtual memory. A specific
mass storage device such as a CD-ROM 1714 may also pass
data uni-directionally to the CPU.

CPU 1702 also 1s coupled to an interface 1710 that includes
one or more input/output devices such as such as video moni- 5
tors, track balls, mice, keyboards, microphones, touch-sensi-
tive displays, transducer card readers, magnetic or paper tape
readers, tablets, styluses, voice or handwriting recognizers, or
other well-known input devices such as, of course, other
computers. Finally, CPU 1702 optionally may be coupled to 10
a computer or telecommunications network using a network
connection as shown generally at 1712. With such a network
connection, 1t 1s contemplated that the CPU might receive
information from the network, or might output information to
the network 1n the course of performing the above-described 15
method steps. The above-described devices and materials will
be familiar to those of skill in the computer hardware and
software arts. The hardware elements described above may
define multiple software modules for performing the opera-
tions of this invention. For example, instructions for running 20
a codeword composition controller may be stored on mass
storage device 1708 or 1714 and executed on CPU 1702 1n
conjunction with primary memory 1706. In a preferred
embodiment, the controller 1s divided into software submod-
ules. 25

The many features and advantages of the invention are
apparent irom the written description, and thus, the appended
claims are intended to cover all such features and advantages
of the invention. The described embodiments should be taken
as 1llustrative and not restrictive, and the invention should not 30
be limited to the details given herein but should be defined by
the following claims.

What 1s claimed 1s:

1. An apparatus, comprising:

at least one vectoring engine; 35

a cross-connect coupled to the at least one vectoring

engine, the cross-connect to couple with each of a plu-
rality of customer premises equipment (CPE) devices
via a respective a digital subscriber line (DSL) loop;

an interface to receive mstructions from a source external 40

to the apparatus for the cross-connect to couple the at

least one vectoring engine to a nonoverlapping subset of
the CPE devices via the respective DSL loops and
receive 1structions for the at least one vectoring engine

to apply vectoring to the DSL loop via which one of the 45

CPE devices 1s to couple to the cross-connect;
the cross-connect to further couple with a new DSL loop;
the apparatus to obtain operational data relating to the new

DSL loop; and

the apparatus to further recerve instructions via the inter- 50

face for the cross-connect to couple the vectoring engine
to the respective CPE device via the new DSL loop
responsive to the operational data.

2. The apparatus of claim 1, wherein the apparatus 1s a DSL
access multiplexer. 55
3. The apparatus of claim 1, further comprising a plurality
of digital subscriber line access multiplexers (DSLAMs),
wherein each DSLAM 1ncludes at least one vectoring engine.

4. The apparatus of claim 1, wherein the source external to
the apparatus comprises a controller, the interface 1s furtherto 60
couple with the controller to recerve the instructions.

5. The apparatus of claim 1, wherein the interface to receive
instructions for the cross-connect to couple the at least one
vectoring engine to a nonoverlapping subset of the CPE
devices via the respective DSL loops having a strongest 65
crosstalk coupling or strongest noise correlation therebe-
tween.
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6. The apparatus of claim 1, wherein the interface to receive
instructions for the at least one vectoring engine to apply
vectoring to the DSL loops having the strongest crosstalk
coupling or strongest noise correlation therebetween.
7. The apparatus of claim 1, further wherein the interface to
provide operational data to a controller, and receive control
parameters computed by the controller responsive to the pro-
vided operational data.
8. A method for managing an apparatus including a vec-
toring engine, a cross-connect coupled to the vectoring
engine and to each of a plurality of customer premises equip-
ment (CPE) devices via a respective DSL loop, and an inter-
face, the method comprising:
recerving instructions via the interface for the cross-con-
nect to couple the vectoring engine to a subset of the
CPE devices via the respective DSL loops;

receving instructions for the vectoring engine to apply
vectoring to the DSL loop via which one of the CPE
devices 1s coupled to the cross-connect

coupling a new DSL loop to the cross-connect;

obtaining operational data relating to the new DSL loop;

recerving instructions via the interface for the cross-con-

nect to couple the vectoring engine to the respective CPE
device via the new DSL loop responsive to the opera-
tional data.

9. The method of claim 8, wherein the apparatus includes
two or more vectoring engines, and wherein receiving
instructions via the interface for the cross-connect to couple
the vectoring engine to a subset of the CPE devices via the
respective DSL loops comprises recetving instructions for the
cross-connect to couple each vectoring engine to a nonover-
lapping subset of the CPE devices via the respective DSL
loops.

10. The method of claim 8, wherein the apparatus includes
two or more vectoring engines, and wherein receiving
instructions for the vectoring engine to apply vectoring to the
DSL loop via which one of the CPE devices 1s coupled to the
cross-connect comprises receiving instructions for one of the
vectoring engines to apply vectoring to the DSL loop via
which one of the CPE devices 1s coupled to the cross-connect.

11. The method of claim 8, wherein receiving instructions
via the iterface for the cross-connect to couple the vectoring
engine to a subset of the CPE devices comprises receiving
instructions for the cross-connect to couple the vectoring
engine to the subset of CPE devices via the respective DSL
loops that have one or both of a strongest crosstalk coupling
and noise correlation therebetween.

12. The method of claim 8, wherein the operational data
comprises at least one of the following:

Quality of Service data;

SIror counters;

current rate data;

current margin data;

status data;

test parameter data;

diagnostics data;

performance data;

maximum attainable data rate data;

Xlog data; and

noise correlation data.

13. The method of claim 12, wherein the quality of service
data comprises at least one of the following:

customer data rates:

customer delay data;

customer priorities data; and

customer class of service data.
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14. The method of claim 8, wherein the apparatus further
includes a plurality of recervers, each receiver coupled to one
of the DSL loops, the method further comprising:

detecting at a first one of the receivers noise samples

received from the DSL loop to which the first recetver 1s
coupled; and

providing the detected noise samples to a second one of the

receivers coupled to a different DSL loop, the second
receiver applying the detected noise samples to decod-
ing a data signal recerved by the second recerver from the
different DSL loop.

15. The method of claim 14, further comprising discon-
tinuing encoding operations corresponding to the DSL loop at
which the noise samples are detected.

16. The method of claim 15, further comprising receiving
instructions via the interface for the cross-connect to couple
the vectoring engine to a different subset of the CPE devices
via the respective DSL loops.

17. The method of claim 15, further comprising modifying
at least one of the following parameters for at least one of the
respective DSL loops:

data rate;

margin;

spectrum;

carrier mask;

delay;

training sequence; and

impulse noise protection.

18. The method of claim 8, further comprising:

providing via the interface to a controller associated with

the apparatus a quality of service parameter associated
with each of the DSL loops 1n the subset coupled to the
vectoring engine; and

receiving an instruction via the interface from the control-

ler ordering the subset of DSL loops coupled to the
vectoring engine responsive to the provided quality of
service parameter.
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19. The method of claim 17, wherein the quality of service
parameter comprises at least one of the following:

customer data rates:

customer delay requirements;

customer priorities; and

customer class of service.

20. The method of claim 17, wherein the ordering instruc-
tion comprises at least one of the following;

an ordering 1nstruction for receiver vectoring operations;
and

an ordering instruction for transmitter vectoring opera-
tions.

21. The method of claim 17, further comprising receiving,
an mstruction via the interface trom the controller to the

vectoring engine to apply a decoding order to the DSL loops
if a decoding latency computed by the controller does not
exceed a maximum latency.

22. The method of claim 21, wherein receiving the decod-
ing order istruction comprises receiving at least one of the
following parameters:

maximum decoding delay;

minimum impulse noise protection;

decoding ordering;

tones for applying vectoring;

lines for applying vectoring;

carrier mask;

spectrum mask;

data rate; and

margin.

23. The method of claim 8, wherein the apparatus turther
comprises a DSL modem, and wherein receiving the instruc-
tions occurs during one of the following time periods:

diagnostics mitialization;

initialization of the DSL. modem:

operation of the DSL modem; and

when at least one of the DSL loops 1s mitializing while at

least another one of the DSL loops 1s operating.
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