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ATTITUDE ESTIMATION WITH
COMPRESSIVE SAMPLING OF STARFIELD
DATA

TECHNICAL FIELD

Embodiments of the mvention generally relate to attitude
estimation and, in particular, determining the attitude of an
object based on the object’s view of a starfield.

BACKGROUND

A spacecraft, aircrait, ground-based platform, or other
object may have an unknown orientation (also known as
attitude, 1.e., angle of rotation 1n one or more dimensions
relative to a reference). One way to determine the orientation
of the object 1s to acquire one or more 1mages of a starfield
seen by the object, analyze the images, and compare the
results to known starfield data (stored 1n, e.g., an on-board or
remote database). By identifying known stars and noting their
positions in the starfield relative to the object, the orientation
ol the object may be derived.

Current star-tracking systems and methods acquire a large
number of 1images of the starfield (from, e.g., a digital camera
on board the object) and store the images 1n computer
memory. The images are averaged, either as they are acquired
or aiter acquisition of all the images, to improve their quality
(by, e.g., removing noise). These prior-art systems and meth-
ods require a large amount of memory to store the images and
a large amount of processing power to average or otherwise
process the 1images.

A star-tracking system may be exposed to high amounts of
ionizing radiation, however, and the circuits and memory
therein must be specially hardened to protect against compu-
tational and memory errors caused by, e.g., particle radiation
and/or electromagnetic radiation. Large radiation-hardened
(“rad-hard”) memory and circuits may be prohibitively
expensive and, when used 1n a star-tracking system, may limait
the size of the starfield 1image stored and/or the speed and
amount of 1mage processing possible. This limit may aflect
the accuracy achievable with the star-tracking system. Fur-
thermore, some systems may have severe power constraints,
and the processing required to analyze the images may con-
sume an unacceptable amount of power.

A need therefore exists for a star-tracking system that 1s
capable of increased accuracy of measurement and that uses
available rad-hard memory and processing power more eifi-
ciently while consuming less power.

SUMMARY

In general, various aspects of the systems and methods
described herein use compressive sampling (also known as
compressive 1maging) to determine the attitude of an object
by capturing and processing starfield image data as 1t 1s seen
by the object. Compressive sensing 1s a signal-acquisition
technique that combines sampling and compression 1nto a
single step, unlike prior-art techniques that first sample an
image and then compress 1t. Data 1n compressed space may be
more elficiently processed, e.g., to remove noise, and the
attitude of the object may be derived using only compressed
data. An attitude-estimation system using compressive sam-
pling requires less memory, less input/output bandwidth, and
less power while using a smaller 1image sensor and requiring
less shielding from the environment.

In general, 1n one aspect, a method estimates an object’s
attitude based on a digital starfield image that represents a
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view of a starfield as seen from the object. The starfield image
1s compressively sampled with a linear compression algo-

rithm to create a compressed sample. An attitude of the object
1s estimated based at least 1n part on the compressed sample.

In various embodiments, the compressed sample 1s stored
in computer memory (which may be rad-hard computer
memory). A compressed-sample running average (e.g., an
average ol previously created samples compressed from pre-
vious starfield 1mages) may be updated, in a compressed
domain, with the compressed sample. The compressed-
sample running average may have a greater signal-to-noise
ratio than the compressed sample. A compressed-sample run-
ning sum (e.g., a sum of previously created samples com-
pressed from previous starfield 1images) may be updated, in
the compressed domain, with the compressed sample. The
compressed-sample running sum may be averaged, and the
averaged compressed-sample running sum may have a
greater signal-to-noise ratio than the compressed sample.

Compressively sampling the starfield image may include
sampling every pixel 1n the starfield image and/or selecting a
subset of pixels in the starfield image and compressively
sampling the subset of pixels. The starfield image may be
compressively sampled with a second linear compression
algorithm to create a second compressed sample. The object
may be a satellite, a spacecralit, an aircraft, or a ground-based
star-viewing object.

In general, 1n another aspect, a computing system estimates
an object’s attitude based on a digital starfield image that
represents a view of a starfield as seen from the object. A
compression module compressively samples the starfield
image with a linear compression algorithm to create a com-
pressed sample. An estimation module estimates an attitude
of the object based on the compressed sample.

In various embodiments, computer memory stores the
compressed sample, and the computer memory may be rad-
hard computer memory. An mput module may receive the
digital starfield image. An averaging module may update, in a
compressed domain, a compressed-sample running average
(e.g., an average ol previously created samples compressed
from previously receiwved starfield images) with the com-
pressed sample. The compressed-sample running average
may have a greater signal-to-noise ratio than the compressed
sample. A summing module may update, 1n a compressed
domain, a compressed-sample runming sum (e.g., a sum of
previously created samples compressed from previously
received starfield images) with the compressed sample. An
averaging module may average the compressed-sample run-
ning sum, and the averaged compressed-sample running sum
may have a greater signal-to-noise ratio than the compressed
sample.

The compression module, in compressively sampling the
starfield image, may sample every pixel 1n the starfield image.
Alternatively or in addition, the compression module, 1n com-
pressively sampling the starfield image, may select a plurality
of pixels 1n the starfield image, and compressively sample the
selected plurality of pixels. The plurality of pixels may be less
than the total number of pixels in the starfield image. The
compression module may further compressively sample the
starfield image with a second linear compression algorithm to
create a second compressed sample. The object may be a
satellite, a spacecraft, an aircrait, or a ground-based star-
viewing object.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, aspects, features, and
advantages of the invention will become more apparent and
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may be better understood by referring to the following
description, taken in conjunction with the accompanying
drawings, 1n which:

FIG. 1 1s an 1llustration of a digitized starfield image in
accordance with an embodiment of the invention;

FIG. 2 1s a block diagram of a system for estimating the
attitude of an object 1n accordance with an embodiment of the
invention;

FIG. 3 1s a flowchart for estimating an object’s attitude
based on a digital starficld image i1n accordance with an
embodiment of the invention;

FIG. 4 1s a chart comparing compressive sampling to tra-
ditional sampling 1n accordance with an embodiment of the
invention;

FIG. 5 1s an illustration of a dragback procedure in accor-
dance with an embodiment of the invention;

FIG. 6 1s a block diagram of a system for performing the
dragback procedure 1n accordance with an embodiment of the
invention;

FIG. 7 1s a flowchart for estimating an object’s attitude
using the dragback procedure 1n accordance with an embodi-
ment of the invention;

FIG. 8 1s a block diagram of another system for estimating,
an object’s attitude 1n accordance with an embodiment of the
imnvention;

FI1G. 9 1s another flowchart for estimating an attitude of an
object 1n accordance with an embodiment of the invention;
and

FI1G. 10 1s atlowchart for estimating an attitude of an object
in accordance with an embodiment of the mvention.

DETAILED DESCRIPTION

Compressive sampling 1s a technique for efficiently sens-
ing and sampling, in a single step, input data having certain
known properties. Sampling an unknown data set, using clas-
sical sampling theory, typically requires that samples are
collected uniformly 1n time with a sampling rate at least twice
as high as the highest frequency 1n the signal (i.e., the Nyquist
frequency). For some kinds of input data, however, this level
of sampling 1s not required and unnecessarily wastes system
resources. If certain properties of the mput data may be
assumed, alternative sampling techniques, such as compres-
stve sampling, may be used.

An put data stream or signal 1s “sparse” (and thus suitable
for compressive sampling) 1f it can be accurately approxi-
mated using very few vectors 1n a properly chosen basis. A
starfield 1mage, for example, consists of a relatively few
points of light surrounded by large areas of emptiness. This
type ol input data 1s highly structured and easily compress-
ible. Describing a starfield image using a particular basis set
renders 1t possible to store and recover positions of the stars
thereimn with high accuracy while capturing only a limited
number ol measurements, as explained m greater detail
below. For a properly chosen basis of linear measurements,
the number of compressive sensing measurements required to
acquire the signal scales linearly with the number of large
coellicients (e.g., stars) in the approximation basis, but only
logarithmically with the dimension of the signal (e.g.,
roughly proportional to the number of stars times the loga-
rithm of the number of pixels). For amegapixel imager having,
10° pixels, the number of measurements required is thus
approximately several tens of thousands.

FI1G. 1 illustrates a simplified model of a digitized starfield
image 100. The image 100 consists mostly of empty space
102, but also includes light points (1.e., stars) 104, 106, 108,
110 at (x,y) positions (1,6), (1,8), (3,2) and (7,6). A digital
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starfield 1image 1n a real application may contain millions of
pixels, and more than one pixel may be used to represent an
image of a star. A traditional sampling technique may sample
the image 100 and store the entire 1image 100 1n computer
memory for later processing. This traditional technique 1s
wastelul 1n terms ol both storage space and processing
resources at least because it stores and processes large
amounts ol empty space 102. As described above, computer
memory and processing power are especially expensive in
spacecrait and other crait for use in extreme conditions at
least because electronic circuits therein must be shielded
against radiation common under those conditions and
because of the additional power consumed thereby.

Using compressive sampling techmques, the starfield
image 100 may be captured and sampled much more effi-
ciently by taking advantage of the sparsity of the image 100.
One or more linear samples may be selected and applied to the
image, thereby forming a basis set for compressively sam-
pling the image. Only the results of these linear samples are
stored 1n computer memory and processed, thereby vastly
reducing the storage space and processing power required. In
addition, as described in greater detail below, many process-
ing steps may be performed 1n compressed space (1.e., using
only the compressively sampled data), providing further sav-
INgs 1N processing resources, processing time, and power
consumption.

Examples of compressive samples suitable for sampling a
starfield image include determining the number of light pixels
in the even-numbered (or other multiple of) pixels, rows,
and/or columns of the image; the number of light pixels 1n the
odd-numbered (or other multiple of) pixels, rows, and/or
columns; the number of light pixels 1n each half, third, fourth,
or other division of the image; the number of light pixels 1n a
(reproducibly) random selection of the pixels 1n the 1mage;
and/or counting light pixels using any other linear samples.
The sum of the light pixels captured by each measurement 1s
placed 1mto a separate sum Given enough samples and sums
produced thereby, the image may be wholly or partially
reconstructed using only the sums (1.e., the compressively
sampled data).

For example, referring again to the starfield image 100, the
basis of linear samples used may be: (a) the total number of
stars; (b) stars 1n evenrows; (¢) stars in even columns; (d) stars
in every third column (e.g., columns evenly divisible by 3);
(e) stars in the top half of the image 100; (1) stars 1n the right
half ofthe image 100; and (g) stars 1n the bottom diagonal half
of the image 100 (1.¢., locations where x/y>1). The values of
these samples for the image 100 are: (a) 4; (b) 4; (¢) 0; (d) 1;
(e)3; () 1;and (g) 2. Given just these values, the positions of
the stars 104, 106, 108, 110 may be deduced. For example,
given that there are three stars on the top half of the image 100,
one star on the right half, and two stars below the x=y diago-
nal, it can be deduced that two stars lie 1n the upper-left
quadrant and one star lies in each of the upper-right and
lower-left quadrants. Furthermore, because zero stars lie 1n
odd rows or 1n even columns, the star 1n the lower-left quad-
rant must lie at (3,2) and the star 1in the upper-right quadrant
must lie at (7,6). Finally, because only one star lies in a
column divisible by three, the two stars 1n the upper-right
quadrant must lie at (1,6) and (1,8). Note that, however, many
or all of the image-processing algorithms described herein
may be performed on the compressed data (1.e., values a-g)
without re-deriving the locations of the stars 104, 106, 108,
110 from the data (1.e., without de-compressing the image).
Furthermore, the current invention is not limited to these
types of samples, and any types of compressive samples may
be used.
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In more complicated examples mvolving much larger
numbers of pixels, the savings gained by compressively sam-
pling a starfield image become even greater. Compressively
sampling an 1mage produced by typically sized image sensors
may reduce the memory required to store the image by a
factor of 30 or more. In addition, compressive sampling sig-
nificantly reduces the number of 1image samples that must be
acquired, stored, and processed during the stellar sighting—
approximately K log N (where K 1s the number of large
coellicients, e.g., stars) measurements compared to N mea-
surements required 1n traditional approaches, as explained 1n
greater detail with reference to FIG. 4.

In some embodiments, the basis of linear samples used to
compressively sample an 1image may not precisely identily
the location of the stars within the image. A smaller number of
samples may 1dentify the location of stars within an accept-
able margin of error, for example, and lead to even greater
savings 1n storage and processing requirements. Combina-
tions of different algorithms may be tried and the most effi-
cient set for a given application may be identified and used.

In the above example, the compressive samplings reduced
the information stored for each 1mage to seven integers (a)-
(g), which would likely occupy a much smaller space 1n
memory than the image compressed with a typical image
compression algorithm (e.g., GIF, JPEG, or PNG compres-
sion), but 1s comparable 1n size to simply storing the (X,y)
coordinates for each star (1.e., eight integers). As explained
below 1n greater detail, however, storing the image data as
compressed samples leads to computational efficiencies 1n
post-processing the image that are unavailable when the
image 1s stored using a typical compression algorithm or as
(x,y) data. In addition, as also explained below, the intensity
of each star may be much more easily stored and processed 1n
compressed space than 1n raw (X,y) space.

Attitude Estimation with Compressive Sampling of Starfield
Data

FI1G. 2 illustrates a computing system 200 for estimating
the attitude of an object based on a digital starfield image that
represents a view of a starfield as seen by the object. A
starfield image source 202 provides the starfield image to the
computing system 200 over a network link 204. The image
source 202 may be a digital camera, camcorder, video cam-
era, or any other device having a sensor for capturing a real-
world 1mage as digital data. The network link may be a direct,
wired connection to the computing system 200, a wireless
connection, or a connection using a network-based protocol
(such as TCP/IP). The image source 202 may be disposed
proximate the computing system 200 or may be located
remotely to the computing system 200. In one embodiment,
the computing system 200 1s disposed on or 1n an object, and
the image source 202 provides the view of the starfield as seen
by the object.

An mput module 206 receives data over the link 204 from
the image source 202. The received image data may be stored
in a local buffer 1n the mput module 206 or in computer
memory 208. The computer memory 208 may be conven-
tional computer memory or radiation-hardened (“rad-hard”)
computer memory. As explained above, a compression mod-
ule 210 compressively samples the recerved image data using
one or more linear compression samples and stores the results
in computer memory 208. An estimation module 212 esti-
mates the attitude of the object based at least in part on the
compressed sample, as explained further below. A summing
module 214 may update a compressed-sample running sum
with new compressed sample data, and an averaging module
216 may average the compressed-sample running sum (with
respect to the number of compressed samples taken) to
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improve the sample’s signal-to-noise ratio. The computing
system 200 may transmit intermediate or final results of the
compressive sampling and/or estimated attitude over a net-
work 218. The implementation of the system 200 depicted in
FIG. 2 1s not mtended to be limiting, and the functionality
described herein may be implemented by combining or sepa-
rating the modules 206-216 into different configurations, as
understood by one of skill in the art. For example, the sum-
ming 214 and averaging 216 modules may be combined 1nto
a single module, as may the mput 206 and compression 210
modules.

FIG. 3 illustrates a flowchart for estimating an object’s
attitude based on a digital starfield image. In summary, a
starfield 1image 1s compressively sampled with a linear com-
pression sample (Step 302). The compressed sample may be
used to update a compressed-sample running average (Step
304). Using the compressed sample, the attitude of an object
viewing the starfield image 1s estimated (Step 306).

Referring again to Step 302, in greater detail, the input
module 206 acquires image data from an 1mage source 202.
The 1input module 206 may control when the 1mage source
202 sends new 1mage data, the size and quality of the recerved
image (e.g., number of pixels per image) received, and/or the
image capture parameters (e.g., shutter speed, focal length,
zoom, and/or 1-stop number) of the 1image source 202.

In one embodiment, the image data 1s conventionally
acquired and then compressively sampled. In another
embodiment, the 1image source 202 compressively samples
the 1mage data as 1t 1s acquired, and the iput module 206
receives already-compressed data. In this embodiment, the
image source may be specially designed to acquire the image
directly using the compressive samples. Acquiring the image
using compressive sampling in analog, for example, and then
doing an A/D conversion on these measurements, may sig-
nificantly reduce the power required for image acquisition
and sampling.

In one embodiment, the mput module 206 changes the
image parameters based on feedback from previously
received images—Iior example, 1f the computing system 200
1s having difficulty analyzing a series of images (as explained
turther below), the 1input module 206 may request that the
image source 202 increase the quality of the recerved images.
On the other hand, if a contiguous series of recerved 1mages
are successiully analyzed, the input module 206 may request
that the 1mage source 202 send 1mages of lesser quality to
thereby reduce network traific and processing time (and, as a
result, power consumption). In general, the computing sys-
tem 200 may acquire additional compressive samples adap-
tively as needed.

The compression module 210 recerves the input image data
and compressively samples it using one or more of the linear
samples described above or any other compressive sampling
algorithm known 1n the art. In one embodiment, the compres-
sion module 210 samples the 1image data using a threshold
value, producing a 1 (for example) 1f an analyzed pixel 1s
above a certain level of brightness and a 0 1f the pixel 1s below
this value. In another embodiment, the intensity of the light
captured 1n the pixel 1s represented by a numeric value (e.g.,
an 1mteger between 0 and 2355), and the compression module
210 adds the intensity value in the compressive-sample cal-
culation. Given, for example, two pixels of intensity 140 and
150 1 an even row, a compressive-sample algorithm that
sums pixels i even rows may output 2 (1 the sample counts
pixels having an intensity greater than, say, 127) or may
output 290 (if the sample sums intensity values of each pixel).

In one embodiment, the compression module 210 pro-
cesses only one 1image, and the results produced are used to
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estimate the attitude of the object. In another embodiment,
referring to Step 304, more than one 1mage 1s captured and
processed, and the results are averaged together. Averaging a
plurality of images may aid in eliminating noise from the final
result. For example, regions of a captured image may appear
like stars but may correspond to other objects, such as air-
planes or satellites. Other sources of noise include radiation,
clectrical interference, or failures 1n the circuits of the image
source 202 or system 200. By sampling several images taken
over a period of time, transitory noise sources may be filtered
out of the final result. A single image may have a very low
signal-to-noise ratio, but averaging many such Iframes
together may produce a high signal-to-noise ratio.

In one embodiment, a summing module 214 adds the result
of sampling each 1mage to running totals—one for each com-
pressive sample. Because only linear samples are used for
compressive sampling, the results of each sample may be
simply added to previous samples. For example, if one of the
samples 1s the sum of light pixels in even rows of the image,
this sum may be added to the number of light pixels 1n even
rows found 1n all previously sampled images. In one embodi-
ment, the number of samples 1s tracked and, when a suificient
number of samples has been collected, the running total for
cach sample 1s divided by the number of samples taken,
thereby producing an average number for each sample. In
another embodiment, the raw sum data 1s used to 1dentify the
location of any stars 1n the 1mage; in this embodiment, the
relative size of each running total 1s compared. In yet another
embodiment, the averaging module 216 computes a running
average of the compressed samples (1.e., the average of the
compressed samples 1s re-computed upon receipt of each new
compressed sample).

In a prior-art averaging system, processing an image hav-
ing 300 stars may require 10° storage locations and additions
because each 1mage must be stored and processed 1n its
entirety. Using the compressive sampling approach of the
present mvention, the same operation may be performed
using approximately 3000 memory locations and additions.
FIG. 4 1s a chart 400 1llustrating the how the number of
measurements required 1n a traditional sampling implemen-
tation 402 increases much faster than the number of measure-
ments required 1n a compressive-sampling implementation
404, 1n accordance with embodiments of the current inven-
tion, as the number of pixels 1n the image increases. The linear
increase i required measurements of the traditional approach
402 1s caused at least by the necessity of examining and
processing each pixel 1n each image; as the number of pixels
increases, the processing requirement increases linearly with
it. The compressive-sampling approach 404, on the other
hand, processes a constant number of linear samples regard-
less of the size of the incoming 1images, and thus has nearly
constant processing requirements with respect to 1mage size.

In one embodiment, collection of compressed samples
continues until a specified number of samples has been taken.
The specified number may be defined to guarantee a mini-
mum level of accuracy, and may be changed to reflect oper-
ating conditions of a particular system 200. For example, a
system 200 that must view stars through a planetary atmo-
sphere may require more samples than a space-borne system
200 to achieve the same level of accuracy. In another embodi-
ment, the compression module 210 dynamically determines
the number of samples based on analyzing sampled data. For
example, sampling may continue until a statistically signifi-
cant differentiation 1s seen 1n the results of any linear samples
employed. The compression module 210 may halt sampling
once a maximum number of samples has been taken or once
a maximum amount of time has elapsed.
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In one embodiment, the compression module 210 samples
every pixel in the starfield image. In another embodiment, the
compression module 210 samples a subset of the pixels. The
subset may be statically determined, and may be, for
example, only even or odds pixels, a checkerboard pattern of
pixels, only odd or even rows of pixels, or any other subset. In
another embodiment, pixels in regions of the image having
low sampled values (i.e., regions not likely to contain stars)
are dynamically determined and eliminated from sampling.

Once the view of the starfield has been captured and any
noise 1n the signal has been removed or reduced to a degree
such that signals 1n the noise may be distinguished therefrom,
the attitude of the object may be estimated (Step 306). The
output of the compression module 210, summing module
214, and/or averaging module 216 1s analyzed to determine
the positions of any stars in the starfield image. In one
embodiment, this analysis 1s performed 1n compressed space.
For example, the results of each linear sample used in the
compressive sampling may be analyzed and the positions of
stars deduced therefrom. In one embodiment, only stars pass-
ing a given threshold of intensity or brightness are analyzed,
and stars deemed too dim are discarded. Once the position of
one or more stars 1n the starfield 1s determined, the stars are
identified and the attitude of the object 1s derived therefrom,
as explained in greater detail below.

Attitude Estimation by Reducing Noise with Dragback

Dragback 1s a noise-reduction operation similar to averag-
ing. In one embodiment, an 1image source moves 1ts view of a
starfield 1n a known direction and for a known distance. Any
signals (e.g., stars) in the starficld image will move with
respect to the view of the starfield, while some noise in the
image will not move with respect to the starfield. By noting
which objects move and which do not, the non-moving
objects can be accounted for and removed from the image.

FIG. § 1llustrates operation of a dragback procedure 500
using the example starfield image presented in FIG. 1. In FIG.
5, the view of the starfield image has been shifted to the left
one pixel, from the old view 302 to a new view 504. As the
view changes, light pixels 104 and 110 also shifted to the left
one pixel to new positions 508 and 506, respectively. Light
pixels 106 and 108, however, did not move with the new view
504, and remain 1n the same place with respect to the old view
502.

From these results, 1t may be deduced that light pixels 506,
508 do not correspond to stars and are produced by noise local
to a camera or other device capturing the starfield image. A
star does not move as a camera lens moves, but instead
remains fixed in place regardless of the orientation of a cam-
cra capturing 1ts image. Because the light pixels 506, 508
moved with the camera view, they are likely the result of a
noise source produced by the camera 1tself. Examples of such
noise sources include flaws 1n or debris on the camera lens, a
stuck or otherwise faulty pixel 1n a photosensor within the
camera, and a hardware failure in the camera’s internal cir-
cuitry. In general, dragback may filter dark noise, fixed-pat-
tern noise, or other types of noise.

FIG. 6 1llustrates a system 600 for performing the dragback
algorithm 1n compressed space using the compressed samples
described above. A starfield image source 602 provides an
image to the system 600 over a network link 604 to an 1mnput
module 606, which may have any and all of the features
described for the input module 206 of FIG. 2. Some or all of
the 1nput 1mage may be stored 1 computer memory 608,
which may be rad-hard computer memory. A compression
module 610 recerves a first image from the mput module 606
and compressively samples 1t, using techniques described

above. The input module 606 instructs the starfield image
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source 602 to alter 1its view of the starfield by a known amount
and recerves a second 1mage representing the second view. In
one embodiment, the image source 602 may be programmed
or configured to automatically change the view at periodic
intervals.

The compression module 610 compressively samples the
second view, taking 1nto account the alteration of the starfield
image. For example, the compression module 610 may
employ a linear sample that sums stars appearing in odd
columns of the starfield image. When the compression mod-
ule 610 samples the second 1mage, 1t takes into account the
known alteration 1n the view of the starfield image and adjusts
the compressive samples accordingly.

FI1G. 7 illustrates a flowchart 700 for estimating an object’s
attitude using the above-described dragback technique. Star-
field image data, representing a first view of a starfield as seen
from an object, 1s compressively sampled to create a first
compressed sample (Step 702) and a second view 1s compres-
stvely sampled to create a second compressed sample (Step
704). In other embodiments, further compressed samples
may be created from additional views. Noise common to the
first and second views 1s eliminated by comparing, in a com-
pressed domain, the first and second compressed samples to
create an improved quality sample (Step 706). The improved-
quality sample 1s employed to estimate an attitude of the
object (Step 708).

As an 1llustrative example, referring to Steps 702 and 704,
the first image may be the starfield image 100 of FIG. 1 and
the second 1mage may be the left-shifted starfield 1 Image of
FIG. 2. A linear sample that counts stars appearing 1n odd
columns counts all four stars 104, 106, 108, 110 appearing 1n
the first image 100. The same linear sample, applied to the
shifted 1image 500, adjusts each column number by one to
account for the one-pixel left shift of the image. Thus, the
linear sample counts two stars 106, 108 as appearing in odd-
numbered columns, but not the two shifted stars 506, 308. As
this example shows, the stars 506, 508 that shifted left with
the left-shift of the starfield view are removed from one com-
pressive-sample output bucket and are placed in a different
bucket.

Referring to Step 706, a comparison module 612 compares
the results from the compressive samples of the first and
second starfield views to eliminate or reduce the emphasis on
the shifted stars 506, 508. In one embodiment, the compari-
son module adds the results of the first and second compres-
stve samples together. Because the samples corresponding to
the shifted stars 506, 508 are spread out across different
buckets, their contributions will be less to a single bucket than
stars 106, 108 that did not shift. Thus, the effects of stars 106,
108 will outweigh the effects of noise 506, 508, as reflected 1n
the final compressive-sample sums, and 1n Step 708 an esti-
mation module 614 may eliminate the noise as it estimates the
attitude of the object, as explained in greater detail below.

A summing module 618 may average multiple 1mages
received from each of the first and second views. The aver-
aging may detect and remove types ol noise, such as a flashing
light source, that may not be detected and removed by the
comparison module 612. In one embodiment, the input mod-
ule 606 receives 1mages from the 1mage source 602 corre-
sponding to three or more views of the starfield image. The
views may diflfer in direction of movement and/or amount of
movement. The 1image source may return to an earlier view at
a later point 1n time for another measurement.

In one embodiment, instead of adding and subtracting val-
ues to row and column 1ndices, the compression module 610
compressively samples each view with no alteration to the
linear samples. The comparison module 612 analyzes each

10

15

20

25

30

35

40

45

50

55

60

65

10

compressed sample for patterns appearing therein and sums
together the parts of the different 1mages that are the same.
This approach may be used when the 1image source 602 1s not
capable of precise movement or control.

Attitude Estimation 1n Compressed Domain

FIG. 8 1llustrates a system 800 for estimating an object’s
attitude. The system 800 may be known as a “lost-in-space”
device because 1t can determine the attitude independent from
any 1nitialization data. Compressed-sample data, generated
using any of the above-identified techniques, 1s recerved by an
input module 802 and may be stored 1n computer memory 804
(which may be rad-hard computer memory). A search module
806 determines, from the compressed-sample data and 1n the
compressed domain, the positions of stars in the starfield
image described by the compressed samples. An 1dentifica-
tion module 808 i1dentifies the stars based at least in part on
their determined positions, and an estimation module 810
determines, in the compressed domain, the attitude of an
object viewing the starfield. An update module 814 may
update star locations and/or 1dentities based on later-deter-
mined data.

FIG. 9 1llustrates a flowchart 900 for estimating an attitude
of an object. The positions of a plurality of stars 1n a com-
pressed sample representing a starfield view as seen from an
object are determined 1n a compressed domain (Step 902).
Each of the plurality of stars 1s identified based at least 1n part
on their determined positions (Step 904). An attitude of the
object 1s estimated, 1n the compressed domain, based at least
in part on the 1dentified stars (Step 906). The positions of the
stars may be updated with new information obtained by deter-
mining the identities of the stars (Step 908).

Referring to Step 902 1n greater detail, the search module
806 analyzes compressed-sample data to determine the loca-
tion of stars in the starfield. The search module 806 may
compare the average intensity of stars 1 the compressed-
sample data to a given threshold (for example, for an intensity
range of 0 to 253, to a mid-point threshold of 127), and each
point that i1s greater than the threshold 1s deemed a star. In
another embodiment, the search module 806 compares values
in the compressed-sample data relative to other values and
deems any value greater than a baseline (for example, an
intensity twice as large as a background intensity) to be a star.

In Step 904, the i1dentities of the stars (1.e., their assigned
names or designations) are determined based on their relative
positions. In general, the 1dentification module 808 forms
constellations (e.g., patterns) of the stars found in the starfield
data and matches the constellations to known constellations.
In one embodiment, the original starfield 1s partially or fully
derived (1.e., de-compressed) from the compressed data and
the constellations are found by directly analyzing the de-
compressed 1mage. Once the constellations are determined,
the stars forming the known constellations may be 1dentified.

FIG. 10 1llustrates a flowchart 1000 for estimating an atti-
tude of an object exclusively 1n compressed space. In this
embodiment, the original starfield 1image 1s not de-com-
pressed and the constellation-identification procedure uses
only compressed data. That 1s, a database stores all possible
compressed images to within a certain angular resolution, and
comparisons are carried out directly in the compressed space
via an efficient nearest-neighbor-search data structure (e.g.,
KD tree). For example, 1n a first step 1002, a first compressed
sample representing an image of a starfield 1s recerved. The
first compressed sample may be created by, for example, a
compression module 210 or directly by an 1image source 202.
A second compressed sample that represents one of a plural-
ity of known views of the starfield 1s determined (Step 1004).
For example, a view may be selected from database of pos-
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sible views, and the compressed sample generated therefrom.
In another embodiment, the database stores the compressed
samples of the views, not the views themselves, and the
second compressed sample may be selected directly from the
database. The error (i.e., discrepancy or difference) between
the first and second samples 1s computed (Step 1006) and a
new view of the starfield 1s selected that reduces the error
(Step 1008). Steps 1006 and 1008 may comprise a least-
squares-1it algorithm.

In one embodiment, the identification module 808 ana-
lyzes the three brightest stars found in the starfield image and
forms a triangle (1.e., a simple constellation) of the three stars.
Based on properties of the triangle (e.g., the length of each
side and the angles between adjacent sides), the identification
module 808 searches through a database that includes the
three brightest stars present 1n any possible field of view
visible by the object and matches the generated triangle to
information in the database. In other embodiments, other
stars 1n the starfield image may be identified. If, for example,
four stars are found, one or more of the triangles created by
selecting three of the four stars may be analyzed.

The 1dentification module 808 may match the stars i1n the
starfield to within an acceptable margin of error (e.g., 90%
certainty) and output a rough attitude estimate based on star
identification to the attitude estimation module 810. In Step
906, the attitude estimation module 810 determines the atti-
tude, 1n the compressed domain, of the object by analyzing
the positions and 1dentities of the stars found in the starfield.
In one embodiment, the entire star image, not just the subset
of stars, 1s used for the star identification. This matching may
be carried out using the compressed samples. A least-squares
{it may be used over the set of attitude parameters, subject to
the constraint that the viewed 1image 1s consistent with the
compressed samples collected up to noise. A minimization
algorithm such as a downhill-least-squares-fit algorithm
(e.g., a Quest algorithm) may be used to determine the atti-
tude that minimizes error between the observed stars and
predicted stars.

The update module 812 may feed back information from
the stars i1dentified by the identification module 808 to the
search module 806. For example, the identification module
808 may 1nstruct the search module 806 to focus on a few
selected stars and to extract only those stars. In another
embodiment, the 1dentification module 808 may request that
the search module 806 extract more stars. The loop formed by
the search module 806, identification module 808, and update
module 812 (correspondlng to steps 902, 904, and 908 in FIG.
9) may 1terate until the identification module 808 successiully
identifies three or more stars.

The attitude estimation system 800, in addition to or in
place of the systems 200 and 600 described above, may be
used 1n a variety of applications. In one embodiment, the
systems may be used in a very low-power (e.g., less than five
Watt) star-tracker-based 1inertial attitude determination sys-
tem, 1n a strategic stellar-inertial navigation system, or in any
other stellar-inertial attitude determination systems, such as,
for example, those used 1n civilian and military spacecratt.

It should also be noted that embodiments of the present
invention may be provided as one or more computer-readable
programs embodied on or 1n one or more articles of manu-
facture. The article of manufacture may be any suitable hard-

ware apparatus, such as, for example, a floppy disk, a hard
disk, a CD ROM, a CD-RW, a CD-R, a DVD ROM, a DVD-

RW, a DVD-R, a flash memory card, a PROM, a RAM, a
ROM, or a magnetic tape. In general, the computer-readable
programs may be implemented 1n any programming lan-
guage. Some examples of languages that may be used include
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C, C++, or JAVA. The software programs may be further
translated into machine language or virtual machine instruc-
tions and stored 1n a program file 1n that form. The program
file may then be stored on or 1n one or more of the articles of
manufacture.
Certain embodiments of the present invention were
described above. It 1s, however, expressly noted that the
present mvention 1s not limited to those embodiments, but
rather the intention 1s that additions and modifications to what
was expressly described herein are also included within the
scope of the mvention. Moreover, 1t 1s to be understood that
the features of the various embodiments described herein
were not mutually exclusive and can exist 1n various combi-
nations and permutations, even 1f such combinations or per-
mutations were not made express herein, without departing
from the spirit and scope of the invention. In fact, vanations,
modifications, and other implementations of what was
described herein will occur to those of ordinary skill 1n the art
without departing from the spirit and the scope of the mnven-
tion. As such, the invention is not to be defined only by the
preceding 1llustrative description.
What 1s claimed 1s:
1. A method for estimating an attitude of an object based on
a digital starfield image that represents a view of a starfield as
seen from the object, the method comprising:
compressively sampling the starfield image with a first
linear compression algorithm to create a first com-
pressed sample, the compressive sampling of the star-
field image with the first linear compression algorithm
comprising summing a number of light pixels 1n at least
a first portion of the starfield image;

compressively sampling the starfield image with a second
linear compression algorithm to create a second com-
pressed sample, the second linear compression algo-
rithm being different from the first linear compression
algorithm; and

estimating an attitude of the object based at least 1n part on

the first compressed sample and the second compressed
sample.

2. The method of claim 1, further comprising storing the
compressed samples in computer memory.

3. The method of claim 2, wherein the computer memory 1s
rad-hard computer memory.

4. The method of claim 1, further comprising updating, 1n
a compressed domain, a compressed-sample running average
with the first compressed sample, the compressed-sample
running average comprising an average of previously created
samples compressed from previous starfield images.

5. The method of claim 4, wherein the compressed-sample
running average has a greater signal-to-noise ratio than the
first compressed sample.

6. The method of claim 1, further comprising updating, in
a compressed domain, a compressed-sample running sum
with the first compressed sample, the compressed-sample
running sum comprising a sum of previously created samples
compressed from previous starfield images.

7. The method of claim 6, further comprising averaging the
compressed-sample running sum.

8. The method of claim 7, wherein the averaged com-
pressed-sample running sum has a greater signal-to-noise
ratio than the first compressed sample.

9. The method of claim 1, wherein compressively sampling
the starfield 1image comprises sampling every pixel in the
starfield image.

10. The method of claim 1, wherein the object 1s selected
from the group consisting of a satellite, a spacecratt, an air-
craft, and a ground-based star-viewing object.
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11. The method of claim 1, wherein compressively sam-
pling the starfield 1image with a second linear compression
algorithm comprises summing a number of light pixels 1n at
least a second portion of the starfield 1mage, the second por-
tion being different at least 1n part from the first portion.

12. A computing system for estimating an attitude of an
object based on a digital starfield image that represents a view
ol a starfield as seen from the object, the system comprising:

a compression module for compressively sampling the
starfield image with a first linear compression algorithm
to create a first compressed sample, the compressive
sampling of the starfield image with the first linear com-
pression algorithm comprising summing a number of
light pixels 1n at least a first portion of the starfield
image, and for compressively sampling the starfield
image with a second linear compression algorithm to
create a second compressed sample, the second linear
compression algorithm being different from the first
linear compression algorithm; and

an estimation module for estimating an attitude of the
object based on the first compressed sample and the
second compressed sample.

13. The system of claim 12, further comprising computer

memory for storing the compressed samples.

14. The system of claim 13, wherein the computer memory

1s rad-hard computer memory.

15. The system of claim 12, further comprising an 1nput

module for recerving the digital starfield image.

16. The system of claim 12, further comprising an averag-

ing module for updating, in a compressed domain, a com-
pressed-sample running average with the first compressed
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sample, the compressed-sample running average comprising,
an average of previously created samples compressed from
previously recerved starfield images.

17. The system of claim 16, wherein the compressed-
sample running average has a greater signal-to-noise ratio
than the first compressed sample.

18. The system of claim 12, further comprising a summing
module for updating, 1n a compressed domain, a compressed-
sample running sum with the first compressed sample, the
compressed-sample running sum comprising a sum of previ-
ously created samples compressed from previously recerved
starfield 1mages.

19. The system of claim 18, further comprising an averag-
ing module for averaging the compressed-sample running
SUI.

20. The system of claim 19, wherein the averaged com-
pressed-sample running sum has a greater signal-to-noise
ratio than the first compressed sample.

21. The system of claim 12, wherein the compression mod-
ule, 1n compressively sampling the starfield image, samples
every pixel 1n the starfield image.

22. The system of claim 12, wherein the object 1s selected
from the group consisting of a satellite, a spacecratt, an air-
craft, and a ground-based star-viewing object.

23. The system of claim 12, wherein the compression mod-
ule, 1n compressively sampling the starfield image with the
second linear compression algorithm, sums a number of light
pixels 1n at least a second portion of the starfield image, the
second portion being different at least in part from the first
portion.
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