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1

MACHINE, PROGRAM PRODUCT, AND
COMPUTER-IMPLEMENTED METHOD TO
SIMULATE RESERVOIRS AS 2.5D
UNSTRUCTURED GRIDS

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present mvention relates generally to computerized
simulation of hydrocarbon reservoirs, and, more particularly,
to a method and data system of 2.5D unstructured grid stor-
age, calculation, and visualization.

2. Description of Related Art
[1] A subterrancan geologic body or formation contains
multi-phase, multi-component fluids, and accordingly a
petroleum reservoir may contain oil, natural gas, water and
several constituent compounds, that may be modeled to pre-
dict the fluid flow from a reservoir, which 1s also known as
reservolr simulation. Reservoir simulation models may be
run before or after a well 1s drilled to determine production
rate, etc. for the various methods.

Current reservolr modeling techniques create a numerical
orid of the reservoir comprised of a plurality of grid cells, and
process data in the finite volume of each grid cell. Because
reservolrs can be complex, and grid cells can number 1n the
millions, the simulation models can take days. Accordingly,
Saudi Aramco’s POWERS™ program was created to stream-
line data processing using parallel computing. Parallel com-
puting, as performed by the POWERS program, divides the
numerical grid into a plurality of domains, with each domain
consisting of a plurality of grid cells. If the numerical grid 1s
a structured grid, meaning each grid cell can be described the
same, 1.€., each 1nner vertex 1s 1ncident to a fixed number of
cells and each cell 1s defined by a fixed number of faces and
edges. Structured grids may use Cartesian coordinates (1.J,
K), FIGS. 1 and 2, or some other similar mapping method to
locate grid cells for data processing, such as corner point
geometry format shown in FIGS. 3 and 4.

To run the simulations using structured grids, rock proper-
ties, described using geologic models (porosity, permeability,
ctc.) as well as the geometry of the rock formation and data
related to the well bore, are read 1nto each computer. Because
the domain 1s sub-divided 1nto several finite volumes, or grid
cells, conservation equations of mass, momentum, and
energy are then constructed for each grid cell. These balance
equations represent the discrete time rate of change of these
quantities stored in the grid block due to the inter-block fluxes
and sources and sinks of the quantities due to the physical and
chemical processes being modeled, and are accordingly a set
of discrete non-linear partial differential equations 1nvolving
complex functions. Finally, using the mapping method for the
orid, each computer can arrange for cross talk with other
computers to simulate tlow through the domains.

Unfortunately, reservoirs are of a sedimentary origin and
have multiple layers that have thicknesses and depth varia-
tions throughout, which do not neatly follow the pattern of a
structured grid. For example, a layer can disappear locally
due to lack of deposition or subsequent erosion, which 1s
known as a pinch-out. Also, uplifting (the raising of the
carth’s crust) and subsidence (the lowering of the earth’s
crust) over geologic time can lead to faulting and fracturing of
the layers. In addition to the complexity of the reservoir
layers, complex wells may be drilled into the reservoirs to
extracts fluids from them or to inject fluids into them for
pressure maintenance or enhance-oil-recovery operations,
1.€., these wells may be multi-branched as shown 1n FIG. 5.
Conventional reservoir simulators that use Cartesian grids or
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corner point geometry (CPG) grids for reservoir sitmulation
have difficulty, with complex geological features (1including

taults, pinch-outs, and, erosion) and complex well geometries
(1including deviated or multi-lateral wells) as shown 1n FI1G. 6,
and may generate smaller grid dimensions to account for
these features. With conventional techniques, smaller grid
dimensions result in more accurate approximations of the
reservolr, but at a cost of larger datasets (1.e., more data
points). In addition, as shown 1n FI1G. 7, local grid refinement
(LGR) may be used to account for geological features when
using structured grids. LGR 1nvolves splitting particular cells
into multiple, smaller cells to better model the underlying
continuous real geometry, at a cost of complexity and more
data points. To reduce complexity of the grid, unstructured
grids, built to represent the geologic layers and well geometry
would be better.

To create unstructured grids, o1l or gas reservoirs are sub-
divided into non-uniform elementary finite-volumes, 1.e.,
orid cells or grid blocks. These grid cells can have variable
numbers of faces and edges that are positioned to honor
physical boundaries of geological structures and well geom-
etry embedded within the reservoir. Accordingly, these maps
may be very complex. Examples of unstructured gridding
methods includes Voronoi diagrams, 1.e., a grid where each
cell has faces and edges that are closer to one Voronoi site or
point than any other Voronoi site or point. While unstructured
orids more accurately retlect the geological features of the
geological body, in order to perform unstructured grid simu-
lation using parallel processing techniques, the global coor-
dinate system, e.g., (I,J,LK) Cartesian indexing, must be
replaced with a global hash table, accessible by the computer
processing each domain, to arrange for cell and domain cross-
talk. Unfortunately, the global hash table for a model waith,
¢.g., millions of cells, can overwhelm the memory of for each
of the parallel computers.

In addition to the problems with prior art reservoir grids,
simulating reservoirs having multi-lateral wells require more
data input and use more complex algorithms, and simulation
models for this types of production methods can be very
cumbersome—even using the POWERS™ system. The com-
putational complexity of these equations 1s further compli-
cated by geological model size 1s typically 1n the tens of
million to hundreds of million of grid cells. Since finding a
solution to millions of partial differential equations 1s com-
putationally expensive, reservoir simulation models are usu-
ally built at a coarser scale than the geologic model via a data
process known as upscaling, 1.e. the averaging of rock prop-
erties for a plurality of grid cells. While computationally
more efficient, upscaling renders the simulation model less
accurate (and the upscaling makes the mnaccuracy of the struc-
tured grid models more pronounced).

Therefore, the machine, methods, and program products of
this invention constitute the enabling technology to process a
2.5 dimensional unstructured grids for complex reservoirs
and multi-lateral well simulations to more accurately
approximate well and geological features and reduce the
computational complexity of the simulation.

SUMMARY OF THE INVENTION

Applicants recognize one or more sources ol problems
with these prior art approaches. Applicants also recognize a
need for more ellicient methods, program products, and
machines, for describing and modeling layered reservoirs,
including modeling techniques and data structures with fewer
data points and improved accuracy. Applicants recognize the
potential of unstructured, e.g., fully unstructured in two
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dimensions, grids in reservoir simulation to completely
model a reservoir with fewer data points than either a tradi-
tional structured grid or a hybnd structured-unstructured
orid. In addition, Applicants recognize advantages in the
nature of reservoir formation, 1.e., through deposits resulting 3
in layers, for 2.5D unstructured grids.

Accordingly, a machine adapted to supply 2.5 dimension
simulations 1s described herein. An embodiment of the
machine comprises: a first computer server associated with a
data pre-processor defining a pre-processing server, the pre- 10
processing server having a processor and non-transitory
memory and being adapted to send and receive data; a second
computer server associated with computer storage and defin-
ing a file server; the file server having non-transitory file
server memory and being adapted to send and receive data; a 15
computer program product stored on the memory and includ-
ing instructions that when executed by the processor cause the
pre-processing server to perform a process of generating a
orid and a process of encoding the grid to be stored on the file
server, the instructions comprising the steps of: projecting 20
static properties of the reservoir, including external and inter-
nal boundaries, onto a top surface of a future grid, construct-
ing a 2D unstructured grid along the top surface of the future
orid using static properties of the reservoir, the 2D unstruc-
tured grid having cells and the cells having vertexes defiming 25
the cell boundaries, reconstructing the 2D unstructured grid
along a bottom surface of the future grid; constructing a
vertical line the thickness of the reservoir through the future
or1d, to join the corresponding vertexes in the 2D unstructured
orids on the top and bottom surfaces; creating markers along 30
the vertical line, the markers corresponding to each layer in
the reservoir and being defined using a location of each lay-
er’s horizon; duplicating vertexes on the top and bottom lay-
ers when a vertical fault line 1s to be modeled, the duplicated
vertexes generating parallel vertical lines, and the parallel 35
vertical lines having different markers thereon; copying the
2D, unstructured grid created for the top layer to each reser-
voir layer, the 2D unstructured grid being located at each
marker to thereby createa 2.5 D grid; and assigning each grid
cell vertex and each grid cell an index and storing each grid 40
cell and grid cell index 1n memory using compressed sparse
row format.

A computer program product adapted to supply 2.5 dimen-
s1on simulations 1s also described herein. An embodiment of
a computer program product, stored 1n non-transitory com- 45
puter memory, operable on a computer, comprises a set of
instructions that, when executed by the computer, cause the
computer to perform a process of generating a grid and a
process of encoding the grid to be stored on the file server, the
instructions comprising the steps of: projecting static proper- 50
ties of the reservoir, including external and internal bound-
aries, onto a top surface of a future grid, constructing a 2D
unstructured grid along the top surface of the future grid using,
static properties of the reservoir, the 2D unstructured grid
having cells and the cells having vertexes defining the cell 55
boundaries, reconstructing the 2D unstructured grid along a
bottom surface of the future grid; constructing a vertical line
the thickness of the reservoir through the future grid, to join
the corresponding vertexes in the 2D unstructured grids on
the top and bottom surfaces; creating markers along the ver- 60
tical line, the markers corresponding to each layer in the
reservolr and being defined using a location of each layer’s
horizon; duplicating vertexes on the top and bottom layers
when a vertical fault line 1s to be modeled, the duplicated
vertexes generating parallel vertical lines, and the parallel 65
vertical lines having different markers thereon; copying the
2D, unstructured grid created for the top layer to each reser-
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volr layer, the 2D unstructured grid being located at each
marker, to thereby create a 2.5D grid; and assigning each grid
cell vertex and each grid cell an index and storing each grid
cell and grid cell index 1n memory using compressed sparse
row format.

The mvention also comprises a computer-implemented
method for generating grids. An embodiment of the computer
implemented method causing a computer as a pre-processing
server to perform a process perform a process of generating a
orid and a process of encoding the grid to be stored on the file
server, the instructions comprising the steps of: projecting
static properties of the reservoir, including external and inter-
nal boundaries, onto a top surface of a future grid, construct-
ing a 2D unstructured grid along the top surface of the future
orid using static properties of the reservoir, the 2D unstruc-
tured grid having cells and the cells having vertexes defining
the cell boundaries, reconstructing the 2D unstructured grd
along a bottom surface of the future grid; constructing a
vertical line the thickness of the reservoir through the future
or1d, to jo1n the corresponding vertexes in the 2D unstructured
orids on the top and bottom surfaces; creating markers along
the vertical line, the markers corresponding to each layer in
the reservoir and being defined using a location of each lay-
er’s horizon; duplicating vertexes on the top and bottom lay-
ers when a vertical fault line 1s to be modeled, the duplicated
vertexes generating parallel vertical lines, and the parallel
vertical lines having different markers thereon; copying the
2D, unstructured grid created for the top layer to each reser-
volr layer, the 2D unstructured grid being located at each
marker, to thereby create a 2.5D grid; and assigning each grid
cell vertex and each grid cell an index and storing each grid
cell and grid cell index 1n memory using compressed sparse
row format.

Other embodiments of the computer-implemented method
include: generating a two-dimensional (2D) unstructured grid
for the top surface of the reservoir, which comprises the steps
of: determining a plurality of cell centers responsive to the
predetermined grid density and the projected external and
internal boundaries of the reservoir; generating a triangula-
tion for the plurality of cell centers; partitioning the top sur-
tace of the reservoir 1into a plurality of convex polygons defin-
ing grid cells responsive to the determined triangulation; and
determining a plurality of vertices responsive to the grid cells
responsive to the partitioning so that the top surface grid 1s
completely defined by x and y coordinates of the vertices of
the plurality of grid cells of the gridded surface, the number of
vertices per grid cell, and vertices associated with each gnid
cell.

As one skilled 1n the art will appreciate, conventional res-
ervoir stmulators are based on three-dimensional (3D) struc-
tured grids and generally use Cartesian grids (see, e.g., FIGS.
1 and 2) or corner point geometry (CPG) grids (see, e.g.,
FIGS. 3 and 4) for reservoir simulation. These gridding meth-
ods are based on a fixed number of hexahedrons, 1.e., six-
sided blocks, in three coordinate directions. See, e.g., FIG. 2.
Applicants recognize one or more sources of problems with
these prior art approaches. For example, traditional gridding
techniques, e.g., Cartesian and corner point geometry (CPG)
grids, have difficulty with complex geological features, such
as, faults, pinch-outs, inclined beddings, aquifers, erosion,
coarsening, Iractures, multiple reservoirs, reservoir bound-
aries, and other complex features as understood by those
skilled 1n the art. Moreover, traditional gridding techmiques
have, for example, difliculty with complex well geometries,
such as, vertical wells, horizontal wells, deviated wells,
multi-lateral wells, forked wells, and segmented wells. See,

e.g., FIG. 3.
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BRIEF DESCRIPTION OF THE DRAWINGS

So that the manner 1n which the features and advantages of
the invention, as well as others, which will become apparent,
can be understood 1n more detail, a more particular descrip-
tion of the imnvention brietly summarized above can be had by
reference to the embodiments thereof, which are illustrated in
the appended drawings, which form a part of this specifica-
tion. It 1s to be noted, however, that the drawings illustrate
only various embodiments of the invention and are therefore
not to be considered limiting of the invention’s scope as 1t can
include other effective embodiments as well.

FIG. 1 1s a perspective view of a model for a three-dimen-
sional, Cartesian structured grid according to the prior art.

FIG. 2 1s a perspective view of a model for a three-dimen-
sional, Cartesian structured grid having indices (X, Y, 7)
according to the prior art.

FI1G. 3 1s a perspective view of a model for a three-dimen-
sional, corner point geometry (“CPG”), structured grid show-
ing six pillars defining the hexahedrons of the grid according
to the prior art.

FIG. 4 a perspective view of a model for a three-dimen-
sional, CPG, structured grid showing four interconnected
hexahedrons according to the prior art

FI1G. 515 a plurality of graphs illustrating non-conventional
well configurations according to the prior art.

FIG. 6 1s a graph depicting fault modeling using a Cartesian
or1id according to the prior art.

FIG. 7 1s a graph depicting local grid refinement of a
Cartesian grid according to the prior art.

FIG. 8 1s a diagram of a distributed network for processing
the simulation using parallel computing according to an
embodiment of the invention;

FI1G. 9 1s a flow diagram of the distributed network of FIG.
8 showing the software loaded on and the data flow from
various components of the distributed network according to
an embodiment of the invention;

FI1G. 10 1s a diagram a pre-processing server showing vari-
ous components operable thereon and used 1n the distributed
network according to an embodiment of the invention;

FIG. 11 1s a diagram of a pre-processing server having a
memory and a program product of an embodiment of the
instant invention installed thereon

FIG. 12 1s a graph showing a reservoir with a plurality of
horizons that 1s used to generate a 2.5D grid using a machine,
program product or method of an embodiment of the present
invention.

FI1G. 13 1s a graph showing a plurality of reservoir markers
designating the layers of a reservoir generated by a machine,
program product and method of an embodiment of the present
invention.

FI1G. 14 1s a diagram of an unstructured, two-dimensional
orid, having cells, edges, faces and vertices, generated using
an exemplary embodiment of the invention.

FIG. 15 1s a diagram of an unstructured, two-dimensional
orid having adjacency arrays for each vertex generated in
compressed sparse row (CSR) format using an embodiment
ol the present 1nvention.

FIG. 16 1s an exemplary data system generated using a
machine, program product and method of an embodiment of
the present invention.

FIG. 17 1s an exemplary table of dataset parameters for a
data ser created using a machine, program product and meth-
ods of an embodiment of the present invention.

FIG. 18 1s a model of a 2.5D gnd generated using a
machine, program product and methods of an embodiment of
the present invention.
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FIG. 19 1s an exemplary diagram of vertex duplication used
by a machine, program product and method of an embodi-

ment of the present invention to model a vertical fault.

FIG. 20 1s an exemplary model used by a machine, program
product and method of an embodiment of the present inven-
tion to model a pinch-out.

FIG. 21 1s an exemplary diagram of vertex duplication used
by a machine, program product and method of an embodi-
ment of the present invention to model a pinch-out.

FIG. 22 1s an exemplary model generated by a machine,
program product and method of an embodiment of the present
invention to model a radial grid.

FIG. 23 1s atflow chart for a method to generate a grid model
for a reservoir according to an embodiment of the present
invention.

FIG. 24 1s a flow chart for a method to generate a two-
dimensional (2D) unstructured grid model for a top surface of
the reservoir according to an embodiment of the present
ivention.

FIG. 25 1s an example of a 2.5D unstructured grid accord-
ing to a data system embodiment of the present invention.

DETAILED DESCRIPTION

Although the following detailed description contains many
specific details for purposes of illustration, 1t 1s understood
that one of ordinary skill in the art will appreciate that many
examples, variations and alterations to the following details
are within the scope and spirit of the invention. Accordingly,
the exemplary embodiments of the invention described herein
are set forth without any loss of generality to, and without
imposing limitations thereon, the claimed nvention.

FIGS. 8 and 9 describe a networked group of computers
defining an embodiment of the machine of the instant inven-
tion. The exemplary machine consists of a pre-processing
server 802 for generating and managing the reservoir grids
and directing grid data 1nto storage; a plurality of application
servers 804 for recerving grid, well-production and comple-
tion data and processing reservoir simulations; file server 806
for the management and storage of simulation data, reservoir
orids, geological data, well-production data, and well
completion data 1n files or databases in the memory; post-
processing server 808 for processing completed simulation
data, workstations 810 for viewing simulations and well per-
formance data generated by application servers 804 and com-
puter network 816 for connecting the pre-processing server
802, application servers 804, file server 806 and post-process-
ing server 808 to workstations 810.

As shown, at least one file server 806 1s employed by the
machine to manage well production and completion data, grid
data, and simulation data and to allow the pre-processing
server 802, post processing server 808 and plurality of appli-
cation servers 804 to upload data to and download data from
the file server 806. The file server 806 may include databases
such as well completion database 902, well trajectory survey
database 904, geological model database 906, and user grid-
ding input database 908, each providing data to pre-process-
ing server 802; databases or files storing grid geometry, grid
geological properties, grid well perforation, model data, well
history generated by pre-processing server 802 and input into
the application servers 804; databases or files storing output
maps, well output, and performance calculations generated
by application server 804 and input into the post-processing
server 808; and databases or files storing 2.5D visualization
data, well plot analyses, and history match analyses output
from post-processing server 808. File server 806 may be
network attached storage (INAS), storage area networks



US 8,463,586 B2

7

(SAN), or direct access storage (DAS), or any combination
thereotf, comprising, e.g., multiple hard disk drives. File
server 806 may also allow various user workstations 810 to
access and display data stored thereon. Accordingly, as 1s
known 1n the art, file server 808 may have stored thereon
database management system, €.g. a set of software programs
that controls the organization, storage, management, and

retrieval of data in the databases, such as 902/904/906/908.

Databases 902/904/906/908, and any other databases or
files stored in file server 806, may be separate databases as
shown, or the same database, and well completion data, e.g.,
well production, completion and injection data; geological
data e.g., fluid dynamics, rock porosity, etc; and simulation
data, e.g., completed or partially complete grids or simula-
tions, can be stored 1n a plurality of databases, tables, or fields
in separate portions of the file server memory. As one skilled
in the art will appreciate, file server 806 provides the pre-
processing server 802, each of the application servers 804,
and the workstations 810 access to the databases through,
¢.g., database management software or other application.
Moreover, a database server may be used to store the data-
bases instead of or in addition to file server 806, and such a
configuration 1s within the scope of this disclosure. In some
configurations, file server 806 may be configured so that the
organization of data files that store simulation data and the
output snap-shots of dynamic simulation results are indepen-
dent of the number application servers 804 used to run a
simulation model. As such, the inventive method may gener-
ate an indexing system to do parallel scattered IO where each
application server 804 reads data and write results for its
portion of the simulation to the exact positions, 1.¢., data files,
in the file server. In such an embodiment, regardless of the
number of application servers used, the data and results stored
in data files are always the same. In some applications, the
well and reservoir data may be stored in databases, but all or
a portion of grid data output from gridder 912 can be stored 1n
an mdexed files and are organized using global cell indexing,
which 1s a variant of the number of application servers 804
used to process the model, e.g. compressed sparse row (CSR)
format.

As 1s known 1n the art, CSR format stores data as groups
and datasets that are arrays defined by the data’s attributes,
and provides faster access to data points and can support
larger and more complex datasets than traditional database
formats, e.g., SQL. Therefore, 1n such embodiments, some
databases and file represented 1n FIG. 3B could use CSR
tormat for the datasets to indicate the spatial connectivities of
orid cells 1n the model. In this regard, as 1llustrated 1n FI1G. 17,
exemplary dataset array parameters may be defined using
CSR protocols. While the creation of the datasets by gridder
912 will be discussed 1n detail below, datasets stored 1n file
server 806 can be defined by a dataset type, data rank, dataset
dimensions and units. Together, the file server 806 can store
enough datasets to define, completely and uniquely, the res-
ervolr geometry utilizing a 2.5D unstructured grid of the
instant 1nvention.

Returning to FIG. 8, workstations 810 are connected to the
machine 800 using, ¢.g., communication network 816. Work-
stations 810 may be any personal computer (PC) as 1s known
in the art and may run UNIX, Linux, Windows®, or some
other operating system compatible with the networked sys-
tems discussed herein. Moreover, workstations 810 may
access computer program products stored on pre and post
processing servers to mput simulation or processing param-
cters. For example, simulation engineers positioned at work-
stations 810 could manually select fluid parameters, produc-
tion characteristics, 1.e., run a simulation with various well
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types such as multi-lateral wells with different numbers and
sizes of laterals, reservoir or simulation size, rock features,
etc., through software applications stored or accessible on the
workstations. Data entered from the workstations can be
stored on the file server 806 memory, pre-processing server
802 memory, or post-processing server 808 memory for
access during the reservoir simulation. Simulation engineers
may also access simulation data, partial or complete, simula-
tion characteristics, run time, processor speed, compute pro-
cesses run, etc., on application servers 804 as may be needed
to monitor the simulation. As one skilled in the art will appre-
ciate, 1t 1s possible for workstations 810 to interface with a
separate web or network server for access to the simulation
through the communications network, and such a configura-
tion may be preferred.

Communications network 816 connects the workstations
810, the machine 800, and various networked components
together. As one skilled 1n the art will appreciate, the com-
puter network 816 can connect all of the system components
using a local area network (“LAN"") or wide area network
(“WAN”), or a combination thereof. For example, pre-pro-
cessing server 802, file server 806, application servers 804,
and post-processing server 808 may be privately networked to
allow for faster communication and better data synchroniza-
tion between computing nodes, or pre-processing server 802,
application servers 804, file server 806, and post-processing
server 808, may be networked using a LAN, with a web server
(not shown) intertacing with the workstations 810 using a
WAN. Accordingly, though not all such configurations are
depicted, all are within the scope of the disclosure.

At least one pre-processing server 802 and application
servers 804, for example, perform the functions of the inven-
tive method of the invention, and are used to perform reser-
volr simulations. In addition, pre-processing server 802,
although represented as one server, may be a plurality of
servers, €.g., may be configured as separate application serv-
ers and a web server, creates the unstructured 2.5 dimensional
reservolr grid and assigns the distributed computers a portion
of the grid for processing, as will be discussed herein below.
Application servers 804 perform the simulation processing,
functions for each of the grid cells loaded into the server for
processing. As one skilled in the art will appreciate, though
depicted as application servers, each of the application serv-
ers 804 may be workstations that can be used by individual
simulation engineer to access data. One skilled 1n the art will
appreciate, however, that parallel processing techniques
described herein are by way of example, and the methods and
oridding software of the instant invention can be used 1n serial
processing environments. Importantly, each application
server performs a distributed read of the grid data it owns for
processing. As one skilled 1in the art will appreciate, each
application server accessing the file server 802 i1s only
required to read data regarding one process node.

As shown 1n FIG. 8, the file server 806 1s connected to a
network of applications servers 804. The applications servers
804 are depicted separately networked on TCP/IP network
that allows for rapid communication between the compute
nodes—though depending upon the cluster architecture, both
the application servers 804 and pre-processing server 802
may be separately networked. For example, the application
servers 804 may be configured as a PC cluster, with each
application server having separate software loaded thereon on
reading compute data from the file server 806 to perforin data
processing. Alternatively, as one skilled 1n the art will recog-
nize, the application servers 804 may be configured as a
compute cluster, or Beowult cluster, where the pre-process-
ing server 802 or similar server distributes files to the appli-
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cation server 804 using communication libraries that allow
for data exchange. As one skilled 1n the art will also recognize
there are several diflerent methodologies for deploying dis-
tributed computing systems and all of these are within the
scope of this disclosure. Moreover, the system architecture
may support a variety of operating systems and communica-
tions software for each of the pre-processing server 802 and
application servers 804. For example, Unix, Linux, Microsoit
Compute Cluster, etc., are examples of operating systems that
may be used to form a super computer like the one contem-
plated herein, and Message Passing Interface (MPI interfac-
ing) or Parallel Virtual Machine (PVM) software libraries
may be used to provide communication between the file
server 806 and application servers 804 which 1s discussed 1n
detail herein below.

The pre-processing server 802 will now be described with
reference to FIG. 10. The pre-processing server 802 com-
prises a memory 1002, a program product 918, a processor
1006 and an mput/output device (“I/O device™) 1008. 1/O
device 1008 connects the pre-processing server 802, via the
network, to file server 806, and can be any I/O device 1008
including, but not limited to a network card/controller con-
nected by a PCI bus to the motherboard, or hardware built into
the motherboard to connect the pre-processing server 802 to
the network 816. As can be seen, the I/O device 1008 1s
connected to the processor 1006. Processor 1006 1s the
“brains” of the pre-processing server 802, and as such
executes program product 918 and works 1n conjunction with
the I/O device 1008 to direct data to memory 1002 and to send
data from memory 1002 to the network. In this way, processor
1006 may also make available the program product 918 to the
application servers 804 and workstations 810. Processor 1006
can be any commercially available processor, or plurality of
processors, adapted for use 1n an pre-processing server 802,
¢.g., Intel® Xeon® multicore processors, Intel® micro-archi-
tecture Nehalem, AMD Opteron™ multicore processors, etc.
As one skilled 1n the art will appreciate, processor 1006 may
also include components that allow the pre-processing server
802 to be connected to a display [not shown] and keyboard
that would allow a user direct access to the processor 1006
and memory 1002.

Memory 1002 may store several pre-processing soitware
applications and the well history and grid data related to the
methods described herein. As such, memory 1002 may con-
sists of both non-volatile memory, e.g., hard disks, flash
memory, optical disks, and the like, and volatile memory, e.g.,
SRAM, DRAM, SDRAM, etc., as required by embodiments
of the instant invention. As one skilled 1n the art will appre-
ciate, though memory 1002 1s depicted on, e.g., the mother-
board, of the pre-processing server 802, memory 1002 may
also be a separate component or device, e.g., FLASH
memory, connected to the pre-processing server 802.
Memory 1002 may also store applications that the worksta-
tions 810 can access and run on the pre-processing server 802,

As shown 1n FIG. 9, and similarly to the GIGAPOWERS™
system, the file serveri1s accessed e.g., data from well comple-
tion database 902, well trajectory survey database 904, geo-
logical model database 906, and user gridding input database
908, by the pre-processing server 802 to perform preliminary
calculations and grid generation using the inventive software
of the mvention. Gridder 912 pre-processes data from the
database to grid the reservoir using the iventive computer
program product 918 described herein. Grid partitioning for
reservolr simulation 1s done 1n software application 804,
which include METIS/PARAMETIS method provided by
George Karypis at the University of Minnesota. The applica-
tion servers 804 use the partition information to do a scatter
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read of data and to perform parallel reservoir simulation. The
simulation results can then be interpreted by post-processing,
server 808. Specifically, post-processing server 808 accesses
simulator results, including map output, well output and per-
formance output, which may be stored on the file server 806,
and generates user-iriendly data displays. For example, post-
processing server may have software loaded thereon that
provides 2.5D visualization of the reservoir, well plots within
the reservoir, and generates an analysis of the simulation
results as compared with historical simulations. As one
skilled 1n the art will appreciate, though depicted as separate
servers for simplicity, pre-preprocessing server and post-pro-
cessing server may be configured as the same server or cluster
of servers. Finally, workstations 810 can access the post-
processing server 808, or file server 806 to, e.g., moditly,
specily, control, upload, download or direct any output soft-
ware. These software modules run and are stored on, for
example, on application server 812.

As one skilled in the art will appreciate, each pre-process-
ing server 802 may communicate with the file server 806, and
file server 806 may communicate with application servers
804 using, e.g., a communications software such as MPI
interfacing. As known in the art, MPI interfacing comes with
a plurality of library functions that include, but are not limited
to, send/receive operations, choosing between a Cartesian or
graph-like logical data processing 804 or a unstructured
topology, combining partial results of computations, syn-
chronizing application servers for data exchange between
sub-domains, as well as obtaiming network-related informa-
tion such as the number of processes 1n the computing ses-
s10n, current processor identity that a application server 804 1s
mapped to, neighboring processes accessible 1 a logical
topology, etc. Importantly, as 1s known 1n the art, the MPI
interfacing software can operate with a plurality of software
languages, including C, C++, FORTRAN, etc., allowing pro-
gram product 1006 to be programmed or interfaced with a
plurality of computer soitware program products pro-
grammed 1n different computer languages for greater scal-
ability and functionality, e.g., an implementation where pre-
processing server 802 1s implemented as a plurality of servers
running separate programs for pre-processing algorithms.

Program product 918 performs the methods of the inven-
tion and 1s stored and operable on the pre-processing server
802. The program product 918 of the instant imvention 1s
stored 1n memory 1002 and operable on processor 1006, as
shown in FIG. 11. The program product 918 performs the
steps of projecting external and internal boundaries of a res-
ervoir onto a top surface of a future grid (1102), constructing
a 2D unstructured grid along the top horizon and using fault
lines and pinch-out locations (1104), reconstructing the
unstructured grid along a bottom horizon taking into account
the fault lines and pinch-out locations (1106), 1.e., placing the
unstructured grid slightly skewed from the position of the
unstructured grid on a top horizon, constructing a vertical line
to connect vertexes on the top and bottom unstructured grids,
the vertical line corresponding to the depth of the reservorr,
and assigning an index on the vertical line corresponding to a
horizon of each layer in the reservoir (1108), constructing
other vertical lines with different indexes when a fault or
pinch-out occurs in the reservoir thereby assigning each
unique layer a unique index (1110); copying the two-dimen-
sional, unstructured grid created for the top layer to each
marker location; assigning each grid cell vertex and each grid
cell an 1ndex and storing each grid cell and grid vertex index
in memory using CSR (compressed sparse row) format. The
program product may also partition the grid for processing by
the application servers 804. Once the grid cells are stored in
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file server 806, the grid cells and grid vertices can be retrieved
by application servers 804 the gnid cells and grid vertex
indexes from memory for parallel processing, and reading
well and reservoir property data into application servers to
perform parallel global fluid flow simulation. In other words,
in the exemplary embodiment, the pre-processing server 802
generates the grid data for the application servers 804 to
provide parallel processing of the reservoir stmulation.

The 1nstructions of the program product of the instant
invention will now be discussed in detail with reference to
FIG. 18. The computer program product first determines the
locations of, e.g., layers, fault lines and pinch outs 1n the
reservolr using the data from geological database 906. Then,
an unstructured grid 1802 1s constructed for the top layer of a
tuture grid of the reservoir to honor the geological features of
the reservoir, well geometries, etc using data from the well
completion database, the well trajectory survey database, and
any user mput. The unstructured 2D grid 1s obtained by pro-
jecting the external and internal boundaries of geological and
well features, e.g., reservoir extensions, aquiters, production
areas, well geometry, faults, pinchouts, etc., onto the top layer
of the future grid. Then, cell centers are computed by deter-
mimng a desired grid density, e.g., by user selection data from
the user gridding 1input database 908, and projected external
and internal boundaries of the future grid.

To generate the grid cells 1804, a Delaunay triangulation 1s
generated for a plurality of cell centers 1806, 1.¢., the cell
centers are the vertices for the triangulation. As 1s known 1n
the art, Delaunay triangulations are triangulations in which no
vertex ol any triangle lies mside the circumcircle of another
triangle. Advantageously, various computer algorithms are
known to automate Delaunay triangulation 1 two-dimen-
s10ms for a set of points. To compute the Voronoi1 grid from the
triangulation, the center 1806 of each circumcircle around
cach triangle 1n the triangulation 1s joined to create grid cells
defined as a plurality of convex polygons, 1.e., the Voronoi
orid 1s a dual graph of the Delauny triangulation of the cell
centers chosen, and the grid cell can be completely described
by the cell center chosen, the vertices of the cell, which
correspond to the circumcircle centers, and the number of
vertices per cell, which 1s the number of lines required to form
a polygon from circumcircle centers. Thereby, the methods
for generating Delaunay triangulations allow for efficient 2D,
Voronoi grid generation, and the efficient storage of data to
generate the grid in memory according to the techniques of
the mvention. As one skilled in the art will appreciate, the
basic properties of Voronoi diagrams (which are locally
orthogonal unstructured grids) and Delaunay triangulations
are well known and are further described 1n “Voronor Dia-
grams—A survey of a Fundamental Geometric Structure™ by
Franz Aurenhammer, in ACM Computing Surveys, Vol. 23,
No. 3, pages 345-405, September 1991.

Once the unstructured grid 1s generated for a top layer, a
ogridded surface 1s defined for a bottom layer 1810 of the
tuture grid that 1s located 1n, e.g., an almost identical position
to the grid generated for the top layer. So that the techniques
of the invention achieve the desired computational efficiency,
the grid cells 1n the top and bottom layers are substantially
identical. Where non-vertical faults are being modeled using
the grid, a small translation in the lateral position of the top
and bottom grid cells 1s calculated, though as one skilled 1n
the art will appreciate, when there are vertical faults or no
faults 1n the reservoir being modeled, 1t 1s not necessary to
translate the lateral positions of the grid cells 1n the top and
bottom layers.

After the grids for the top and bottom layers are defined,
pillars 1812 are constructed that join the vertices of the
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Voronoi grid 1n the top layer to the vertices of the Vorono1 grid
in the bottom layer. The pillars correspond to the depth of the
reservolr. Then, the reservoir layers are determined. As 1llus-
trated 1n FIG. 12, a reservoir 1s made of geological units as
understood by those skilled 1n the art, divided 1n layers. For
modeling purposes, the different layers can be limited verti-
cally by horizons. For example, the first horizon can be the top
of the reservoir; the last horizon can be the bottom of the
reservolr, with the remaining horizons dividing the reservoir
into layers. As can be seen, for a given layer 1n the reservoitr,
the vertical (or near-vertical) line defining, e.g., a pillar
named z-line 102 can include a series of markers 101, where
cach marker 101 corresponds to an intersection of a horizon
100 defining the layer with the z-line. Returning to FIG. 18,
markers 101 determine the position to replicate the unstruc-
tured grid 1802 for simulation, and such an unstructured grid
1s replicated at every marker.

When a fault 1s observed in the reservoir, it can be
accounted for in the 2.5 graph by duplicating vertices along a
fault trace 1902 with unstructured two-dimensional grids that
correspond 1n structure to the unstructured grid generated for
the top layer, as shown 1n FIG. 19. The duplicate vertices can
then have, for example, different z-lines connecting the top
and bottom layers. Thereby, the duplicated vertices can be 1n
substantially the same location as the original vertices and
vary based upon the position of the fault line. From a visual-
1zation point of view, one group of vertices (e.g., the original
vertices) 1s to be on one side of the fault and the other group
(e.g., the duplicated vertices) 1s to be on the other side of the
fault—waith the portion of the unstructured grid on either side
being replicated along the markers. Moreover, when a pinch-
out or erosion of a layer 1s observed 1n the reservoir, a subset
of a plurality of z-lines wherein each z-line 1n the subset has
one or more identical adjacent markers representing horizon
depths, model a pinch-out, e.g., an eroded layer, or a coars-
ening, as shown in FIGS. 20 and 21. Accordingly, by deter-
mining ditferent markers 101 for layers surrounding, e.g., a
fault or a pinch-out, the horizons do not need to be uniformly
spaced, but instead may follow from the properties of the
geological units.

The machine, program products and methods of the inven-
tion are not limited to generating 2.5D unstructured grids. The
machine program products and methods of the invention may
generate, for example, 2.5D structured grids that use Carte-
sian, CPG or radial structured horizon layers as shown 1n
FIGS. 20 and 22. Data system of such embodiments can
provide horizon grid surfaces that are 1dentical with each cell
a rectangle, and vertical or nearly vertical z-lines that are
uniformly spaced. In other words, a graph 1s regular, with
cach internal cell having four neighbors. In other embodi-
ments, a Cartesian grid may be generated for the horizons
with Local Grid Refinement (LGR) to model complex geo-
logical features. In such embodiments, the horizon surfaces
are 1dentical with each cell arectangle; the z-lines are vertical.
In contrast to a regular Cartesian grid, the graph stencil with
LGR 1s irregular; the number of cell neighbors 1s variable and
characterized by the adjacency data of the graph. In other data
system embodiments, the grid may be generated using corner
point gecometry (CPG). In such embodiments, the z-lines can
be slanted. Still in other embodiments, a radial grid may be
approximated. In such embodiments, the horizon surfaces
can be delineated with cell vertex points located at concentric
disks.

Advantageously, the structured grid embodiments of the
present invention provide a unified methodology, e.g., utiliz-
ing 2.5D unstructured grids, for stmulation and visualization
of reservoirs, allowing for the converting of other grid struc-
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tures. It will be understood by those skilled in the art that a
conversion, €.g. a straightforward or mechanical conversion,
of a three-dimensional (3D) Cartesian grid into a format for
2.5D unstructured grids, e.g., data structure embodiments as
described herein, may not reduce the number of data points or
the memory requirements associated therewith, 1.e., 1f every
data point from the original grid is represented in the con-
verted format. If the layered nature of the reservoir 1s taken
into account, however, fewer data points are necessary to
accurately model, simulate, and visualize the reservoir utiliz-
ing a 2.5D unstructured grid embodiment, allowing for a
reduction 1in the number of data points ultimately processes. It
will be turther understood by those skilled 1n the art that 2.5
dimensional unstructured grids have advantages and benefits
independent of storage memory requirements, including
standardization for algorithm development and processing,
memory allocation and retrieval, and others.

The method of storing data describing the 2.5D unstruc-
tured grid generated above in the file server 806 along with,
optionally, the attributes of the well and reservoir, will now be
described with reference to FIGS. 14-17. A data system 108 1s
output from the pre-processing server 802 and represents a
reservolr having a plurality of geological layers delineated by
horizons, as described above. As shown 1n FIG. 16, the data
system 108 can include, for example, a first data file 105, that
contains data needed to model a geometry of a reservoir as
2.5D unstructured grid. The data system 108 can also include,
for example, an optional second data file 106 to contain data
related to one or more static properties of the reservoir. Static
properties can include, for example, a porosity value, a per-
meability value, and a rock type. Values for the static proper-
ties can be defined for each cell center. The data system can
also include, for example, an optional third data file 107 to
contain data related to one or more dynamaic properties of the
reservolr at a plurality of dates. Dynamic properties of the
reservolr can include, for example, a pressure value, a tem-
perature value, and a saturation value. Values for the dynamic
properties can be also defined for each cell center at each date.
The static and dynamic properties, e.g., attributes, of the cells
can be straightiorward given the reservoir geometry, 1.e., the
first data file 105 that contains data related to the model of a
reservolr as 2.5D unstructured grid. The combination of the
first, second, and third data files, 105, 106, and 107 respec-
tively, allows for a complete description of the reservorr.

According to an exemplary embodiment of the present
invention, a first data file 105 for containing data related to
model a geometry of a reservoir as 2.5D unstructured grid, 1s
written mto memory using CSR format, as illustrated in FIG.
17. In such embodiments, to create the data structure for
storage, a group of datasets for data file 105 1s defined using
a dataset type, dataset rank, dataset dimensions and dataset
units. Such datasets can include: a first dataset 121 having
coordinates of a plurality of vertices associated with grid cells
ol a two-dimensional (2D) unstructured grid for a top surface
of the reservoir, 1n a second dataset 122, coordinates of a
plurality of vertices associated with grid cells of a two-dimen-
sional (2D) unstructured grid for a bottom surface of the
reservolr, €.g., each vertex associated with an unstructured
orid for the bottom surface can correspond to one vertex
associated with an unstructured grid for the top surface, and
the bottom surface grid can have similar grid cell centers as
the top surface grid (to be discussed 1n detail below); 1n a third
dataset 123, a number of vertices per cell for each grid cell; 1n
a Tourth dataset 124, a list of vertices defining each gnid cell;
and 1n a fifth dataset 125 a plurality of z-lines 102 comprising
a plurality of markers 101, stored therein. Moreover, data file
105 can include, 1n a sixth dataset 126, coordinates of a
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plurality of cell centers associated with grid cells of a two-
dimensional (2D) unstructured grid for the top surface of the
reservolr; 1n a seventh dataset 127, an adjacency list of other
vertices for each vertex from the unstructured grid for the top
surface defining an adjacency dataset; 1n an eighth dataset
128, a dataset comprising a plurality of pointers to the adja-
cency list defining an x-adjacency dataset so that the adja-
cency and x-adjacency datasets describe a grid dual graph for
the unstructured grid for the top surface of the reservoir using
a compressed sparse row (CSR) data representation.
Although the first, second, third, fourth, and fifth datasets,
121,122,123, 124, and 125, respectively, can completely and
unmiquely define the reservoir geometry, the additional
datasets, 1.¢., the sixth, seventh, and eighth datasets, 126, 127,
and 128, respectively, provide advantages and benefits, for
example, for grid transmissibility calculations and grid visu-
alization using level of detail (LOD) techniques. In this way,
embodiments of the invention store grid data generated using
the inventive methods described herein 1n file server 806.

To generate the data for the datasets stored 1n data file 105,
a two-dimensional (2D) unstructured grid, each grid cell 118
defined by vertices 116 and having a cell center 117, 1s
defined using the techniques above. An exemplary unstruc-
tured grid in two dimensions, the grid having seventeen (17)
cells and thirty-two (32) vertices, 1s provided 1n FIG. 14. A
graph 110, 1.e., the unstructured grid, can be represented by
various data elements defined as the datasets above. The data
clements can include, for example, the x and y coordinates of
the vertices for top and bottom grid surfaces 113 (dataset 121
and dataset 122); the number of vertices per cell 114 (dataset
123); a list of vertices 115 associated with, 1.e., 1dentified
with, each grid cell (data set 124); z-line depths (dataset 125);
cell center coordinates (dataset 126); adjacency (dataset 127);
and x-adjacency (dataset 128). As one skilled 1n the art will
appreciate, while top and bottom grid surfaces are stored 1n
the grid, additional horizon data may also be stored 1n sepa-
rate files for the grid (or may be constructed by the simulator
using the above-described datasets).

Each dataset will now be described with reference to FIG.
15. As understood by those skilled 1n the art, an adjacency

structure of a graph, e¢.g., an unstructured grid in two dimen-
s10mns, may be written to file server 806 in compressed sparse
row storage format (CSR) to each dataset 127 and 128, as
illustrated 1 FIG. 15. According to the CSR format of
datasets 127 and 128, the adjacency structure of a graph with
n vertices and 1n edges 1s represented using two arrays: xadj
111 and adjncy 112. The xadj array 1s of size (n+1) whereas
the adjncy array 1s of size 2 m. For each edge between vertices
v and u, this format stores both (v; u) and (u; v). The adjacency
list of vertex 1 1s stored in array adjncy starting at index xad;
[1] and ending at (but not including) index xadj[1+1] (.e.,
adjncy[xadj[1]] through and including adjncy[xadj[1+1]-1]).
That 1s, for each vertex 1, 1ts adjacency list 1s stored 1n con-
secuttve locations in the array adjncy, and the array xadj 1s
used to point to where 1t begins and where 1t ends. For
example, vertex 1 has two adjacent vertices, 2 and 9; and
vertex 2 has three adjacent vertices, 1, 5, and 3. The array xadj
stores 1 (the pointer to the start of the list) and 3 (the pointer
to the start of the adjacency list for vertex 2). The array adjncy
stores [2,9,1,3,5...]. Therefore, the pointer 1 points to the
start of the list of vertices adjacent to vertex 1, and pointer 3
points to the start of the list of vertices adjacent to vertex 2.
FIG. 15 1llustrates the CSR format for an example 32-vertex
graph. According to the embodiments of the present inven-
tion, the adjacency graph can be the same for all layers of a
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reservoir; thus, only one two-dimensional (2D) graph can be
needed to describe the reservoir with respect to lateral con-
nectivity.

Embodiments of the present invention can include, for
example, a computer-implemented method to model a reser-
voir 180, as illustrated 1n FIG. 23. The reservoir can, for
example, include a plurality of geological layers delineated
by horizons. (See, e.g., F1GS.9,12-13). The computer-imple-
mented method 180 can include projecting external and inter-
nal boundaries of a reservoir onto a top surface of the future
orid (step 182). The external and internal boundaries of a
reservolr can any number, e.g., three, of the following: a
reservolr extension, an aquifer, a production area, a multi-
lateral well (as 1llustrated in FI1G. 5), and a fault (as illustrated
in FIG. 19). The computer-implemented method 180 can
include generating a two-dimensional (2D) unstructured grid
for the top surface of the future grid (step 183) responsive to
a predetermined grid density and the projected external and
internal boundaries of the reservoir. The two-dimensional
(2D) unstructured grid can include a plurality of contiguous
convex polygons defimng grid cells, with each grid cell hav-
ing a cell center and a plurality of vertices. (See, e.g., F1IGS. 14
and 15) The computer-implemented method 180 can 1include
generating a two-dimensional (2D) unstructured grid for a
bottom surface of the future grid (step 184) responsive to the
orid cell centers of the two-dimensional (2D) unstructured
or1d for the top surface of the future grid and a predetermined
translation amount. The two-dimensional (2D) unstructured
orid can include a plurality of contiguous convex polygons
defining grid cells, with each grid cell having a cell center and
a plurality of vertices, so that the bottom surface grid has
similar grid cell centers as the top surface grid and so that each
vertex of the plurality of vertices of the unstructured grid for
the top surface corresponds to one vertex of the plurality of
vertices of the unstructured grid for the bottom surface. The
computer-implemented method 180 can include associating,
for each vertex of the plurality of vertices of the unstructured
orid for the top surface, a pillar joining one vertex from the
unstructured grid for the top surface to the corresponding
bottom surface vertex (step 185). The computer-implemented
method 180 can include generating a plurality of z-lines 186.
The z-lines can include a plurality of markers. See, e.g., FIG.
13. Each z-line can be associated with one of the plurality of
vertices of the unstructured grid for the top surface, and each
marker can define a depth corresponding to an 1intersection of
a horizon and an associated pillar (step 186). The unstruc-
tured grid canthen be replicated for each of the horizons using,
the markers (step 188) The unstructured grids for the top and
bottom surfaces of the reservoir and the associated z-lines can
thereby generate a 2.5D unstructured grid to model the res-
Crvolr.

According to example embodiments as illustrated in FIG.
24, generating a two-dimensional (2D) unstructured grid for
the top surface of the future grnid (step 183 1n FIG. 23) can
turther include a computer-implemented method 190. The
computer-implemented method 190 can include determining
a plurality of cell centers responsive to the predetermined grid
density and the projected external and internal boundaries of
the reservoir (step 192). The computer-implemented method
190 can include generating a triangulation for the plurality of
cell centers (step 193). The computer-implemented method
190 can 1nclude partitioning the top surface of the reservoir
into a plurality of convex polygons defining grid cells respon-
stve to the determined triangulation (step 194). In example
embodiments, the triangulation can be a Delaunay triangula-
tion, and the gnid cells can be Voronoi cells. The computer-
implemented method 190 can include determining a plurality
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of vertices responsive to the grid cells responsive to the par-
titioning so that the top surface grid 1s completely defined by
x and y coordinates of the vertices of the plurality of grid cells
of the gridded surface, the number of vertices per grid cell,
and vertices associated with each grid cell (step 195).

Applicants recognize the advantages and benefits of
Vorono1 grids for reservoir stmulation, especially in the con-
text of two-dimensional (2D) gridding. Accordingly, in
example embodiments of the present invention, generating a
two-dimensional (2D) structured grid for the top surface of
the future grid involves determiming a Voronoi grid. The
Vorono1 grid can then be the two-dimensional, unstructured
or1d for the top surface of the future grid that, when combined
with an unstructured grid for the bottom surface of the tuture
orid and with z-line embodiments as described herein, gen-
crate data structure embodiments to thereby generate the
2.5D unstructured grids to represent, simulate, and visualize
the reservoir. Example embodiments further include generat-
ing a visual depiction of the data system modeling the reser-
volr as an unstructured 2.5D grid, as 1llustrated 1n FIG. 25.

FIG. 25 further illustrates an exemplary 2.5D grid, to
model a reservoir, generated using the machine, computer
program product, and methods of an embodiment of the
invention. Advantageously, embodiments of the present
invention can include, for example, orders of magnitude
fewer data points to describe a reservoir than a traditional
three-dimensional (3D) structured grid or hybrid structured-
unstructured grid as understood by those skilled 1n the art.
That 1s, embodiments of the present mvention can include
datasets sized significantly less than those of a traditional
solution. As understood by those skilled in the art, fewer data
points result 1n reduced computation resources, ncluding
time and processing power. In addition, a memory require-
ment to store a 2.5D unstructured grid modeling the geometry
of a reservoir according to an embodiment of the present
invention can be significantly less than the memory require-
ment to store a fully three-dimensional (3D) grid of the res-
ervolr.

A person having ordinary skill in the art will recognize that
various types of computing devices and computer architec-
tures are described herein by way of example and other com-
puting apparatuses and networks could be configured to
implement or perform the machine, program products and
methods described herein, including, for example, laptops,
desktops, distributed computing, cloud computing, data cen-
ters, mobile and handheld devices, and other systems, are
embodiments of the present mvention, and these embodi-
ments are mtended to be included within the scope of the
appended claims.

Although the present invention has been described 1n
detail, 1t should be understood that various changes, substi-
tutions, and alterations could be made hereupon without
departing from the principle and scope of the invention.
Accordingly, the scope of the present invention should be
determined by the following claims and their appropriate
legal equivalents. The singular forms ““a”, “an” and “‘the”
include plural referents, unless the context clearly dictates
otherwise. Optional or optionally means that the subse-
quently described event or circumstances may or may not
occur. The description includes instances where the event or
circumstance occurs and istances where 1t does not occur.
Ranges may be expressed herein as from about one particular
value, and/or to about another particular value. When such a
range 1s expressed, 1t 1s to be understood that another embodi-
ment 1s from the one particular value and/or to the other
particular value, along with all combinations within said
range. Throughout this application, where patents or publi-
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cations are referenced, the disclosures of these references in
their entireties are intended to be incorporated by reference
into this application, 1n order to more fully describe the state
of the art to which the invention pertains, except when these
reference contradict the statements made herein.
That claimed 1s:
1. A machine adapted to generate data for o1l reservoir
simulations, the machine comprising;:
a first computer server associated with a data pre-processor
defining a pre-processing server, the pre-processing
server having a processor and non-transitory memory
and being adapted to send and recerve data;
a second computer server associated with computer stor-
age and defining a file server; the file server having
non-transitory file server memory and being adapted to
send and receive data; and
a computer program product stored on the memory of the
pre-processing server and including instructions that
when executed by the processor cause the pre-process-
ing server to perform a process of generating a grid and
a process of encoding the grid to be stored on the file
server, the mstructions comprising the steps of:
projecting static properties of a reservoir, including
external and internal boundaries, onto a top surface of
a future grid,

constructing a 2D unstructured grid along the top sur-
face of the future grid using static properties of the
reservoir, the 2D unstructured grid having cells and
the cells having vertexes defining the cell boundaries,

reconstructing the 2D unstructured grid along a bottom
surface of the future grid;

constructing a vertical line having a thickness of the
reservoir through the future grid, to join the corre-
sponding vertexes 1n the 2D unstructured grids on the
top and bottom surfaces;

creating markers along the vertical line, the markers
corresponding to each layer in the reservoir and being
defined using a location of each layer’s horizon;

duplicating vertexes on the top and bottom layers when
a vertical fault line 1s to be modeled, the duplicated
vertexes generating parallel vertical lines, and the par-
allel vertical lines having different markers thereon;

copying the 2D, unstructured grnid created for the top
layer to each reservoir layer, the 2D unstructured grid
being located at each marker to thereby createa 2.5 D
orid; and

assigning each grid cell vertex and each gnid cell an
index and storing each grid cell and grid cell index 1n
memory using compressed sparse row format.

2. A datasystem of claim 1, wherein a memory requirement
to store the 2.5D unstructured grid modeling the geometry of
the reservoir 1s at least an order of magnitude less than a
memory requirement to store a fully three-dimensional (3D)
or1d of the reservorr.

3. A machine of claim 1, wherein the one or more static
properties ol the reservoir include one or more of the follow-
ing: a porosity value, a permeability value, and a rock type;
and wherein one or more dynamic properties of the reservoir
include one or more of the following: a pressure value, a
temperature value, and a saturation value.

4. A machine of claim 1, wherein the 2.5D grid comprises
a Cartesian grid, a Cartesian grid with local grid refinement,
a corner point geometry grid, or a radial grid.

5. A machine of claim 1, further comprising;

a plurality of application servers, each defining a process-

ing node for running a computer simulation of a reser-
voir using the 2.3D grid generated by the pre-processing,
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server and stored on the file server, the application serv-
ers outputting simulation maps, well output and well
performance data as simulation results; and

a post-processing server defining a post processor for

assembling a processing simulation results for display to
a user.

6. A machine of claim 3, wherein the post-processing
server generates a 2.5 D visualization of the grid, performs
well plot analyses and analyzes the simulation results as
compared to historical simulation results.

7. A computer program product, stored in non-transitory
computer memory, operable on a computer, the computer
program product comprising a set of instructions that, when
executed by the computer, cause the computer to perform a
process of generating a grid and a process of encoding the grid
to be stored on the file server, the instructions comprising the
steps of:

projecting static properties of a reservoir, including exter-

nal and internal boundaries, onto a top surface of a future
grid,

constructing a 2D unstructured grid along the top surface of

the future grid using static properties of the reservotir, the
2D unstructured grid having cells and the cells having
vertexes defining the cell boundaries,

reconstructing the 2D unstructured grid along a bottom

surface of the tuture grid;

constructing a vertical line having a thickness of the reser-

voir through the future grid, to join the corresponding
vertexes 1n the 2D unstructured grids on the top and
bottom surfaces;

creating markers along the vertical line, the markers cor-

responding to each layer in the reservoir and being
defined using a location of each layer’s horizon;
duplicating vertexes on the top and bottom layers when a
vertical fault line 1s to be modeled, the duplicated ver-
texes generating parallel vertical lines, and the parallel
vertical lines having different markers thereon;

copying the 2D, unstructured grid created for the top layer
to each reservoir layer, the 2D unstructured grid being
located at each marker, to thereby create a 2.5D grid; and

assigning each grid cell vertex and each grid cell an index
and storing each grid cell and grid cell index 1n memory
using compressed sparse row format.

8. A computer program product of claim 7, wherein the one
or more static properties of the reservoir include one or more
of the following: a porosity value, a permeability value, and a
rock type; and wherein one or more dynamic properties of the
reservolr include one or more of the following: a pressure
value, a temperature value, and a saturation value.

9. A computer program product of claim 7, further com-
prising the step of:

calculating grid geometry properties, including grid cell to

orid cell connection factors to thereby determine trans-
missibility and including a grid cell to well completion
connection factor to thereby determine a well produc-
tivity index.

10. A computer program product of claim 7, further com-
prising the step of:

generating a subset of a plurality of vertical lines wherein

cach vertical line 1n the subset has one or more 1dentical
adjacent horizon depths to represent a merged geologi-
cal layer and thereby model a pinch-out.

11. A computer program product of claim 7, wherein the
2.5D gnd comprises a Cartesian grid, a Cartesian grid with
local grid refinement, a corner point geometry grid, or a radial
or1d.
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12. A computer program product of claim 7, wherein the
computer program product outputs grid geological proper-
ties, grid well perforation data, model data and well history
data.

13. A computer program product of claim 7, wherein gen-
erating a two-dimensional (2D) unstructured grid for the top
surface of the reservoir further comprises the steps of:

determining a plurality of cell centers responsive to a pre-

determined grid density and the projected external and
internal boundaries of the reservoir;

generating a triangulation for the plurality of cell centers;

partitioming the top surtace of the reservoir into a plurality

of convex polygons defining grid cells responsive to the
determined triangulation;

determining a plurality of vertices responsive to the grid

cells responsive to the partitioning so that the top surface
or1d 1s completely defined by x and v coordinates of the
vertices of the plurality of grid cells of the gridded sur-
face, the number of vertices per grid cell, and vertices
associated with each grnid cell.

14. A computer-implemented method for causing a com-
puter as a pre-processing server to perform a process ol gen-
erating a grid and a process of encoding the grid, the mstruc-
tions comprising the steps of:

projecting static properties of a reservoir, including exter-

nal and internal boundaries, onto a top surface of a future
r1d,

coﬁstructing a 2D unstructured grid along the top surface of

the future grid using static properties of the reservotir, the
2D unstructured grid having cells and the cells having

vertexes defining the cell boundaries,

reconstructing the 2D unstructured grid along a bottom
surface of the future gnid;

constructing a vertical line a thickness of the reservoir
through the future grid, to join the corresponding ver-
texes 1n the 2D unstructured grids on the top and bottom
surfaces;

creating markers along the vertical line, the markers cor-
responding to each layer in the reservoir and being
defined using a location of each layer’s horizon;

duplicating vertexes on the top and bottom layers when a
vertical fault line 1s to be modeled, the duplicated ver-
texes generating parallel vertical lines, and the parallel
vertical lines having different markers thereon;
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copying the 2D, unstructured grid created for the top layer
to each reservorr layer, the 2D unstructured grid being
located at each marker, to thereby create a 2.5D grid; and

assigning each grid cell vertex and each grid cell an index
and storing each grid cell and grid cell index 1n memory
using compressed sparse row format.

15. A computer-implemented method of claim 14, wherein
generating a two-dimensional (2D) unstructured grid for the
top surface of the reservoir further comprises the steps of:

determiming a plurality of cell centers responsive to a pre-

determined grid density and the projected external and
internal boundaries of the reservoir;

generating a triangulation for the plurality of cell centers;

partitioning the top surface of the reservoir into a plurality

of convex polygons defining grid cells responsive to the
determined triangulation;

determining a plurality of vertices responsive to the grid

cells responsive to the partitioning so that the top surface
orid 1s completely defined by x and v coordinates of the
vertices of the plurality of grid cells of the gridded sur-
face, the number of vertices per grid cell, and vertices
associated with each grid cell.

16. A computer-implemented method of claim 15, wherein
the triangulation 1s a Delaunay triangulation, and wherein the
or1d cells are Voronoi cells.

17. A computer-implemented method of claim 14, wherein
generating a plurality of vertical lines further includes gener-
ating a subset of the plurality of vertical lines wherein each
vertical line 1n the subset has one or more 1dentical adjacent
markers to represent a merged geological layer to thereby
model a pinch-out or a coarsening.

18. A computer-implemented method of claim 14, further
comprising;

representing a fault in the reservoir by duplicating vertices

along a fault trace 1n the unstructured grids for the top
and bottom surface of the reservoir, the duplicate verti-
ces having different z-lines markers.

19. A computer-implemented method of claim 14, wherein
the external and internal boundaries of a reservoir including
three or more of the following: a reservoir extension, an
aquifer, a production area, a multi-lateral well, and a fault.

20. A computer-implemented method of claim 14, wherein
the 2.5D grid comprises a Cartesian grid, a Cartesian grid
with local grid refinement, a corner point geometry grid, or a
radial grid.
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