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METHODS AND APPARATUS FOR
ADAPTIVELY CHOOSING A SEARCH
RANGE FOR MOTION ESTIMATION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s related to U.S. Provisional No. 61/222,
982, filed on Jul. 3, 2009, U.S. Provisional No. 61/222,984,
filed on Jul. 3, 2009, U.S. application Ser. No. 12/566,823,
filed on Sep. 25, 2009, and U.S. application Ser. No. 12/367,
540, filed on Sep. 235, 2009.

BACKGROUND

Motion estimation (ME) 1n video coding may be used to
improve video compression performance by removing or
reducing temporal redundancy among video frames. For
encoding an 1mput block, traditional motion estimation may
be performed at an encoder within a specified search window
in reference frames. This may allow determination of a
motion vector that minimizes the sum of absolute differences
(SAD) between the mput block and a reference block 1n a
reference frame. The motion vector (MV) information can
then be transmitted to a decoder for motion compensation.
The motion vector can be determined for fractional pixel
units, and interpolation filters can be used to calculate frac-
tional pixel values.

Where original mput frames are not available at the
decoder, ME atthe decoder can be performed using the recon-
structed reference frames. When encoding a predicted frame
(P frame), there may be multiple reference frames 1n a for-
ward reference buffer. When encoding a bi-predictive frame
(B frame), there may be multiple reference frames in the
torward reference builer and at least one reference frame 1n a
backward reference butler. For B frame encoding, mirror ME
or projective ME may be performed to get the MV. For P
frame encoding, projective ME may be performed to get the
MV.

In other contexts, block-based motion vector may be pro-
duced at the video decoder by performing motion estimation
on available previously decoded pixels with respect to blocks
in one or more {rames. The available pixels could be, for
example, spatially neighboring blocks 1n the sequential scan
coding order of the current frame, blocks 1n a previously
decoded frame, or blocks 1n a downsampled frame 1n a lower
layer when layered coding has been used. The available pixels

can alternatively be a combination of the above-mentioned
blocks.

BRIEF DESCRIPTION OF TH.
DRAWINGS/FIGURES

T

FIG. 1 illustrates mirror motion estimation at a decoder,
according to an embodiment.

FIG. 2 illustrates projective motion estimation at a decoder,
according to an embodiment.

FIG. 3 illustrates MV derivation using already decoded
blocks from a current {frame, where the motion search 1s based
on blocks 1n two different reference frames, according to an
embodiment.

FI1G. 4 1llustrates MV derivation using previously decoded
blocks from already decoded previous and succeeding
frames, according to an embodiment.

FIG. 5 illustrates MV dervation using a previously
decoded block from a lower level 1n a layered coding context,
according to an embodiment.
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2

FIG. 6 1s a flowchart illustrating determination of a search
range vector at the block level, according to an embodiment.

FIG. 7 1s a flowchart 1llustrating determination of a search
range vector at the picture level, according to an embodiment.

FIG. 8 illustrates a computing context of an exemplary
soltware embodiment.

FIG. 9 1s a block diagram showing a self MV derivation
module 1n the context of a H.264 encoder, according to an
embodiment.

FIG. 10 15 a block diagram showing a self MV derivation
module 1n the context of a H.264 decoder, according to an
embodiment.

DETAILED DESCRIPTION

The following describes systems, methods, and computer
program products that can be used to determine a search range
vector (SR) when performing motion estimation at, for
example, a video encoder or decoder. Determining a motion
vector for a current block during motion estimation may
involve searching within a search window that may reside 1n
a reference frame, or 1n a previously decoded block that
spatially or temporally neighbors the current block. Such a
search seeks a motion vector that minimizes a metric, such as
a SAD, between corresponding blocks of reference frames. A
motion vector that minimizes such a metric may be a good
candidate for use 1n motion estimation. The search may
become more eflicient 1f a search range 1s determined such
that the extent of the search 1s bounded.

A search may be performed at the block level or at the
picture level. When determining a search range vector at the
block level, the search range vector may be different for
different blocks 1n the overall frame. When determining a
search range vector at the picture level, the same search range
vector may be used for each block 1n the frame.

In an embodiment, a search range vector may consist of a
search range component 1n each of the horizontal and vertical
directions.

Note that the terms “frame” and “picture” are used inter-
changeably herein, as would be understood by a person of
ordinary skill 1n the art.

Mirror ME

Mirror ME may use both forward and backward reference
frames and, as a result, 1s generally applicable to B frame
encoding. FIG. 1 shows how mirror ME may be performed
according to an embodiment 100. In the embodiment of FIG.
1, there may be two B frames, 110 and 115, between a forward
reference frame 120 and a backward reference frame 130.
Frame 110 may be the current encoding frame. When encod-
ing the current block 140, mirror ME can be performed to get
motion vectors by performing searches 1n search windows
160 and 170 of reference frames 120 and 130, respectively. As
mentioned above, where the current input block may not be
available at the decoder, mirror ME may be performed with
the two reference frames.

An exemplary motion search in this context may proceed
as follows. A search window may be specified in the forward
reference frame. This search window may be the same at both
the encoder and decoder. A search path may be specified in the
forward search window. Full search or any fast search
schemes can be used here, so long as the encoder and decoder
tollow the same search path. For a vector MV 0 1n the search
path, 1ts mirror motion vector MV1 may be obtained in the
backward search window. Here 1t may be assumed that the
motion trajectory 1s a straight line during the associated time
period, which may be relatively short. MV1 can be obtained
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as the following function of MV0, where d0 and d1 may be
the distances between the current frame and each of the

respective reference frames.

dy
MV] = —MVO
do

A metric such as a SAD may be calculated between (1) the
reference block pointed to by MV 0 1n the forward reference
frame and (1) the reference block pointed to by MV1 1n the
backward reference frame. These reference blocks are shown
as 150 and 180, respectively, in FIG. 1. A determination may
be made as to whether any additional motion vectors MV
exist 1n the search path. If so, more than one MV0 may be
obtained, where each MV0 has an associated MV1. More-
over, for each such associated pair, a metric, e.g., a SAD, may
be obtained. The MV 0 that generates the optimal value for the
metric, e.g., the minmimal SAD, 1s chosen.

Given the pair of motion vectors MV0 and MV1 that 1s
obtained, for the current block, i1ts forward predictions
PO(MVO0) can be obtained with MV0, its backward predic-
tions P1{MV1) can be obtained with MV1, and its bi-direc-
tional predictions can be obtained with both MV0 and MV1.
The bi-directional predictions can be, for example, the aver-
age of PO(MV0) and P1({MV1), or the weighted average (P0
(MV0)*d1+P1(MV1)*d0)/(d0+d1). An alternative function
may be used to obtain a bi-directional prediction. In an
embodiment, the encoder and decoder may use the same
prediction method.

Mirror ME assumes that motions between each two adja-
cent pictures are linear, as shown in FIG. 1. When encoding a

current block in picture 110, the two reference pictures,
FWRel120 and BWRet 130, may be available 1n a reference

butfer. Let the available block MV between BWRet 130 and
FWRe1120 be Rel MVi for block 1 (here the motion vector 1s
scaled according to picture distance), then the search range
vector may be determined using all Ref” MVi, using a linear
or non-linear processing function 1( ),

SR=SR_Pic=f{Ref MVi).

The processing function 1{ ) may be as follows in an
embodiment. First, the mean value of absolute Ref MV1i, over
blocks 1 may be obtained. The mean may be denoted by
mv_ref. Then for picture 110, the adaptive search range can
be calculated as follows. a and p may be two predetermined
constants (a scalar and a vector respectively). These can be set
to 1.1 and (4, 4) respectively in an embodiment. Here, the
calculated adaptive SR 1s shown as SR_Pic. This may be used
as the picture level adaptive search range vector.

SR=SR_Pic=a*mv_ref+p

For each block 1n frame 110, the block level search range
can be determined based on the motion vectors of temporal
and/or spatial neighboring blocks. For example, assume the
motion vectors of neighboring blocks 1 are Nbr_MV1 respec-
tively (here the motion vector 1s scaled according to picture
distance). Then the search range vector can be determined
using all Nbr_MV1i, using a linear or non-linear processing,
function g( ),

SR=SR_Blk=¢(Nbr MV3).

In an embodiment, the processing function g( ) may be as
tollows. First, the mean value of absolute Nbr_MV1, may be
obtained, denoted by mv_nbr. Then the block level adaptive
search range vector SR_BIk can be calculated as follows.
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Where o and 3 are two constants that can be setto 1.1 and (4,
4) respectively 1n an embodiment,

SR=SR_Blk=a*mv_nbr+p

In some embodiments, the horizontal and vertical compo-
nents 1n a search range vector may need to be identical. Here,
the value of the larger of the two components may be used for
both the horizontal and vertical components.

Projective Motion Estimation

Projective ME may be performed to derive an MV for
encoding the current block.

FIG. 2 shows an exemplary projective ME scenario that
may use two forward reference frames, FWRel) (shown as
reference frame 220) and FWRefl (shown as reference frame
230). These reference frames may be used to dertve a motion
vector for a target block 240 1n a current frame 210. A search
window 270 may be specified 1n reference frame 220, and a
search path may be specified 1n search window 270. For each
motion vector MV 0 1n the search path, 1ts projective motion
vector MV1 may be determined in search window 260 of
reference frame 230. For each pair of motion vectors, MV
and 1ts associated motion vector MV1, ametric such as aSAD
may be calculated between (1) the reference block 280
pointed to by the MV0 1n reference frame 220, and (2) the
reference block 250 pointed to by the MV 1 in reference frame
230. The motion vector MV 0 that yields the optimal value for
the metric, e.g., the minimal SAD, may then be chosen as the
motion vector for target block 240.

The process for projective ME may proceed as follows. A
search window may be specified 1n a first forward reference
frame. This window may be the same at both the encoder and
decoder. A search path may be specified 1n this search win-
dow. Full search or fast search schemes may be used here, for
example, so that the encoder and decoder may follow the
same search path. For amotion vector MV 0 1n the search path,
its projective motion vector MV1 may be obtained 1n a second
search window 1n a second forward reference frame. Here it
may be assumed that the motion trajectory is a straight line
over this short time period. MV1 may be obtained as the
tollowing function of MV0, where d0 and d1 may be the
distances between the current frame and each of the respec-
tive reference frames.

d
MV]I = —MVO
dy

A metric such as a SAD may be calculated between (1) the
reference block pointed to by MV0 1n the first reference
frame, and (11) the reference block pointed to by MV1 1n the
second reference frame. A determination may be made as to
whether there are any additional motion vectors MV0 that
remain in the search path and that have not yet been consid-
ered. IT at least one MV 0 remains, 1ts corresponding projec-
tive motion vector MV1 may be determined. In this manner,
a set of pairs, MV0 and MV1, may be determined and a
metric, e.g., a SAD, calculated for each pair. One of the MV 0s
may be chosen, where the chosen MV0 yields the optimal
value for the metric, e.g., the minimal SAD. This MV0 may
then be used to predict motion for the current block.

The predictions for the current block may be obtained 1n
different ways. The predictions can be PO(MV0)), P1(MV1),

(PO(MV0)+P1(MV1))/2, or (PO(MV0)*d1+P1(MV1)*d0)/
(d0+d1), for example. In other embodiments, other functions
may be used. The predictions may be obtained 1n the same
way at both the encoder and decoder.
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Projective ME may assume that motion between two adja-
cent pictures 1s linear, as shown 1n FIG. 2. Using the same
method described above for minor ME, the picture level
search range may be obtained using the block motion vectors
between FWRell0 (frame 220 of FIG. 2) and FWRell (frame
430). The block level search range can be obtained using the
motion vector information of blocks that neighbor the current
block temporally and spatially, as described above with
respect to mirror ME.
Motion Estimation Based on Spatially Neighboring Blocks

FIG. 3 shows an embodiment 300 that may utilize one or
more neighboring blocks 340 (shown here as blocks above
and to the left of the target block 330) 1n a current frame 310.
This may allow generation of a motion vector based on one or
more corresponding blocks 350 and 355 1n a previous refer-
ence frame 320 and a subsequent reference Iframe 360,
respectively, where the terms “previous™ and “subsequent”™
refer to temporal order. The motion vector can then be applied
to target block 330. In an embodiment, a raster scan coding,
order may be used to determine spatial neighbor blocks
above, to the left, above and to the left, and above and to the
right of the target block. This approach may be used for B
frames, which use both preceding and following frames for
decoding.

The approach exemplified by FIG. 3 may be applied to
available pixels of spatially neighboring blocks 1n a current
frame, as long as the neighboring blocks were decoded prior
to the target block 1n sequential scan coding order. Moreover,
this approach may apply motion search with respect to refer-
ence frames 1n reference frame lists for a current frame.

The processing of the embodiment of FIG. 3 may take
place as follows. First, one or more blocks of pixels may be
identified 1in the current frame, where the 1dentified blocks
neighbor the target block of the current frame. Motion search
for the i1dentified blocks may then be performed, based on
corresponding blocks in a temporally subsequent reference
frame and on corresponding blocks 1n a previous reference
frame. The motion search may result in motion vectors for the
identified blocks. Alternatively, the motion vectors of the
neighboring blocks may be determined prior to identification
of those blocks. The motion vectors may then be used to
derive the motion vector for the target block, which may then
be used for motion compensation for the target block. This
derivation may be performed using any suitable process
known to persons of ordinary skill in the art. Such a process
may be, for example and without limitation, weighted aver-
aging or median filtering.

If the current picture has both backward and forward ref-
erence pictures 1n the reference butler, the same method as
used for mirror ME may be used to get the picture level and
block level adaptive search range vectors. Otherwise, 11 only
forward reference pictures are available, the method
described above for projective ME may be used to get the
picture level and block level adaptive search range.

Motion Estimation Based on Temporally Neighboring
Blocks

In an alternative embodiment, the corresponding blocks of
previous and succeeding reconstructed frames, in temporal
order, may be used to dertve a motion vector. This approach 1s
illustrated 1n FIG. 4 as embodiment 400. To encode a target
block 430 1n a current frame 410, already decoded pixels may
be used, where these pixels may be found 1n a corresponding,
block 440 of a previous frame 415, and 1n a corresponding
block 465 of a succeeding frame 435. A first motion vector
may be derived for corresponding block 440, by doing a
motion search through one or more blocks 450 of reference
frame 420. Block(s) 450 may neighbor a block in reference
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frame 420 that corresponds to block 440 of previous frame
415. A second motion vector may be derived for correspond-
ing block 465 of succeeding frame 455, by doing a motion
search through one or more blocks 470 of reference frame
460. Block(s) 470 may neighbor a block 1n reference frame
460 that corresponds to block 465 of succeeding frame 455.
Based on the first and second motion vectors, forward and/or
backward motion vectors for target block 430 may be deter-
mined. These latter motion vectors may then be used for
motion compensation for the target block

The ME processing for such a situation is as follows. A
block may first be identified 1n a previous frame, where this
identified block may correspond to the target block of the
current frame. A first motion vector may be determined for
this identified block of the previous frame, where the first
motion vector may be defined relative to a corresponding
block of a first reference frame. A block may be 1dentified in
a succeeding frame, where this block may correspond to the
target block of the current frame. A second motion vector may
be determined for this identified block of the succeeding
frame, where the second motion vector may be defined rela-
tive to the corresponding block of a second reference frame.
One or two motion vectors may be determined for the target
block using the respective first and second motion vectors
above.

When encoding/decoding the current picture, the block
motion vectors between the previous frame 415 and the ref-
erence frame 420 are available. Using these motion vectors,
the picture level adaptive search range can be determined in
the manner described above for projective ME. The motion
vectors of the corresponding block and blocks that spatially
neighbor the corresponding block can be used to derive the
block level adaptive search range as 1n the case of mirror ME.
Motion Estimation Based on Blocks 1 a Lower Down-
sampled Layer

In an embodiment, pixels that can be used to determine an
MYV for a target block may come from corresponding blocks
in a lower layer whose video 1s downsampled from an original
input 1n a scalable video coding scenario. FIG. § shows an
example 500 utilizing a lower layer block 540 corresponding
to the target block 530 of the current picture 510. The block
540 may occur 1n a picture 515 that corresponds to current
picture 510. The corresponding block 540 can be used to
perform the motion search, given one or more blocks 550 and
570 1n respective reference pictures 520 and 560 1n the lower
layer. The reference pictures in the lower layer can be the
forward or backward (previous or succeeding) pictures 1n
temporal order. Since the motion vector may be derived 1n the
downsampled layer, the motion vector may be upscaled
betore it 1s applied to the target block 530 1n the target layer.

This approach may also be applied to already-decoded
blocks that are spatial neighbors to the block 540 1n the lower
layer corresponding to the target frame 3530 1n the current
picture 510.

The processing for this embodiment is as follows. Given a
target block in a current frame, a corresponding block may be
identified 1n a corresponding frame in a lower layer. A motion
vector may be determined for the corresponding block 1n the
lower layer, relative to one or more reference frames 1n the
lower layer. The determined motion vector may then be used
for motion estimation for the target block in the current frame.
In an alternative embodiment, the motion vector 1s deter-
mined at the lower layer, prior to 1identitying the block in the
lower layer for ME purposes for the target layer.

When decoding the current picture 1n target layer, the lower
layer picture has already been decoded, and the block motion
vectors between the lower layer current picture and lower
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layer reference pictures are available. Those block motion
vectors can be used to determine the picture level adaptive
search range as described above with respect to mirror ME.
Also, the motion vectors of the lower layer collocated block
and the blocks spatially neighboring the lower layer collo-
cated block can be used to determine the block level adaptive
search range as described above for mirror ME.
Processing for Adaptive Determination of SR

A process 600 for adaptively determining a search range
vector at the block level 1s shown 1n FIG. 6, according to an
embodiment. At 610, a set of blocks may be considered,
where the blocks may neighbor the current block 1n a current
frame. For each neighboring block 1 1in the current frame, the
respective motion vector may be obtained, Nbr_MVi. Here,
neighboring blocks may be spatial neighbors. Spatial neigh-
bors may or may not be immediately adjacent to the current
block. Alternatively, neighboring blocks may be temporal
neighbors, as discussed above.

At 620, the mean of vectors Nbr_MVi may be calculated.
This results 1n a vector mv_nbr. At 630, the search range
vector 1s determined at the block level,

SR_Blk=(a*mv_nbr)+p

Here, o and p are predetermined constants that may be
experimentally determined, where o may be a scalar value
and 3 may be a two-dimensional vector. In an embodiment,
a=1.1 and p=(4, 4). The process 600 concludes at 640.

A process 700 for adaptively determining a search range
vector at the picture level 1s shown 1n FIG. 7, according to an
embodiment. At 710, for each block 1 1n a succeeding or
preceding frame, the respective motion vector may be
obtained, Ref_ MV1. Such a frame may be a reference frame,
for example. At 720, the mean of vectors Rel_ MVi1 may be
calculated. This results in a vector mv_ref. At 730, the search
range vector 1s determined at the picture level,

SR_Pic=(a*mv_rel)+p

As belore, o and p are predetermined constants that may be
experimentally determined, where o may be a scalar value
and 3 may be a two-dimensional vector. In an embodiment,
a=1.1 and p=(4, 4). The process 700 concludes at 740.
Implementation

The processing described above may be implemented in
hardware, firmware, or software, or a combination thereof. In
addition, any one or more features disclosed herein may be
implemented in hardware, software, firmware, or combina-
tions thereotf, including discrete and integrated circuit logic,
application specific integrated circuit (ASIC) logic, and
microcontrollers, and may be implemented as part of a
domain-specific integrated circuit package, or a combination
of integrated circuit packages. The term software, as used
herein, may refer to a computer program product including a
computer readable medium having computer program logic
stored therein to cause a computer system to perform one or
more features and/or combinations of features disclosed
herein.

A software or firmware embodiment of the processing
described above 1s illustrated 1n FIG. 8. System 800 may
include a processor 820 and a body of memory 810 that may
include one or more computer readable media that may store
computer program logic 840. Memory 810 may be imple-
mented as a hard disk and drive, a removable media such as a
compact disk and drive, or a read-only memory (ROM)
device, for example. Processor 820 and memory 810 may be
in communication using any of several technologies known to
one of ordinary skill in the art, such as a bus. Logic contained
in memory 810 may be read and executed by processor 820.
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One or more I/O ports and/or I/0O devices, shown collectively
as /O 830, may also be connected to processor 820 and
memory 810.

Computer program logic 840 may include motion estima-
tion logic 860. When executed, motion estimation logic 860
may perform the motion estimation processing described
above. Motion estimation logic 860 may include, for
example, projective motion estimation logic that, when
executed, may perform operations described above. Logic
860 may also or alternatively include, for example, mirror
motion estimation logic, logic for performing ME based on
temporal or spatial neighbors of a current block, or logic for
performing ME based on a lower layer block that corresponds
to the current block.

Prior to motion estimation logic 860 performing its pro-
cessing, a search range vector may be generated. This may be
performed as described above by search range calculation
logic 850. This module may therefore perform the operations
shown 1 FIGS. 6 and 7. Once the search range vector 1s
generated, this vector may be used to bound the search that 1s
performed by motion estimation logic 860.

Logic to perform search range vector determination may
be mcorporated 1n a selt MV derivation module that 1s used in
a larger codec architecture. FIG. 9 illustrates an exemplary
H.264 video encoder architecture 900 that may include a self
MYV derivation module 940, where H.264 1s a video codec
standard. Current video information may be provided from a
current video block 910 1n a form of a plurality of frames. The
current video may be passed to a differencing unit 911. The
differencing unit 911 may be part of the Differential Pulse
Code Modulation (DPCM) (also called the core video encod-
ing) loop, which may include a motion compensation stage
922 and a motion estimation stage 918. The loop may also
include an 1ntra prediction stage 920, and intra interpolation
stage 924. In some cases, an in-loop deblocking filter 926 may
also be used in the loop.

The current video 910 may be provided to the differencing,
unit 911 and to the motion estimation stage 918. The motion
compensation stage 922 or the intra interpolation stage 924
may produce an output through a switch 923 that may then be
subtracted from the current video 910 to produce a residual.
The residual may then be transformed and quantized at trans-
form/quantization stage 912 and subjected to entropy encod-
ing in block 914. A channel output results at block 916.

The output of motion compensation stage 922 or inter-
interpolation stage 924 may be provided to a summer 933 that
may also recetve an mput from inverse quantization unit 930
and inverse transform unit 932. These latter two units may
undo the transformation and quantization of the transform/
quantization stage 912. The inverse transform unit 932 may
provide dequantized and detranstormed information back to
the loop.

A self MV derivation module 940 may implement the
processing described herein for derivation of a motion vector.
Self MV dernivation module 940 may recetve the output of
in-loop deblocking filter 926, and may provide an output to
motion compensation stage 922.

FIG. 10 illustrates an H.264 video decoder 1000 with a self
MYV derivation module 1010. Here, a decoder 1000 for the
encoder 900 of FIG. 9 may include a channel mput 1038
coupled to an entropy decoding unit 1040. The output from
the decoding unit 1040 may be provided to an 1mverse quan-
tization unit 1042 and an inverse transform unit 1044, and to
sell MV dernvation module 1010. The self MV derivation
module 1010 may be coupled to a motion compensation unit
1048. The output of the entropy decoding unit 1040 may also
be provided to intra interpolation unit 1054, which may feed
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a selector switch 1023. The information from the inverse
transform unit 1044, and either the motion compensation unit
1048 or the intra interpolation unit 1054 as selected by the
switch 1023, may then be summed and provided to an in-loop
de-blocking unit 1046 and fed back to intra interpolation unit
1054. The output of the m-loop deblocking unit 1046 may
then be fed to the self MV derivation module 1010.

The self MV dervation module may be located at the video
encoder, and synchronize with the video decoder side. The
sellf MV dermvation module could alternatively be applied on

a generic video codec architecture, and 1s not limited to the
H.264 coding architecture.

CONCLUSION

Methods and systems are disclosed herein with the aid of
functional building blocks, such as those listed above,
describing the functions, features, and relationships thereof.
At least some of the boundaries of these functional building
blocks have been arbitrarily defined herein for the conve-
nience of the description. Alternate boundaries may be
defined so long as the specified functions and relationships
thereol are appropriately performed. In addition, the encoder
and decoder described above may be incorporated in respec-
tive systems that encode a video signal and decode the result-
ing encoded signal respectively using the processes noted
above.

While various embodiments are disclosed herein, it should
be understood that they have been presented by way of
example only, and not limitation. It will be apparent to per-
sons skilled in the relevant art that various changes in form
and detail may be made therein without departing from the
spirit and scope of the methods and systems disclosed herein.
Thus, the breadth and scope of the claims should not be
limited by any of the exemplary embodiments disclosed
herein.

What 1s claimed 1s:

1. A method, comprising;:

determining a set of motion vectors related to blocks asso-
ciated with a current block;

calculating a mean value (mv) of the related motion vec-
tors; and

calculating a search range vector SR, according to a for-
mula

SR=(a*mv)+p

where o 1s a predetermined constant scalar and 5 1s a
predetermined constant vector, SR bounds a motion
search 1n performance of motion estimation for the cur-
rent block, a=1.1, p=(4, 4), and said determination, my
calculation, and SR calculation are performed by a pro-
CESSOT.

2. The method of claim 1, wherein the related motion
vectors are associated with respective blocks of a reference
frame, and wherein the search range vector SR 1s used for
performing motion estimation for the current block of a cur-
rent frame, and for all other blocks 1n the current frame.

3. The method of claam 2, wherein each of the related
motion vectors extends from a respective block of a backward
reference frame to a corresponding block of a forward refer-
ence frame.

4. The method of claim 2, wherein each of the related
motion vectors extends from a respective block of a first
torward reference frame to a corresponding block of a second
forward reference frame.

5. The method of claim 2, wherein each of the related
motion vectors extends from one of a respective block 1n a
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backward reference frame to a previous frame relative to the
current frame, or a respective block 1n a forward reference
frame to a succeeding frame relative to the current frame.

6. The method of claim 1, wherein the related motion
vectors are associated with blocks that neighbor the current
block, and wherein the search range vector SR 1s used in
performance ol motion estimation for the current block.

7. The method of claim 6, wherein the neighboring blocks
neighbor the current block spatially 1n the current frame.

8. The method of claim 6, wherein the neighboring blocks
occur 1n temporally neighboring frames relative to the current
frame and correspond to the current block.

9. A system, comprising:

a processor; and

a memory 1n commumnication with said processor, for stor-

ing a plurality of processing instructions for directing

said processor to

determine a set of motion vectors related to blocks asso-
ciated with a current block;

calculate a mean value (mv) of the related motion vec-
tors; and

calculate a search range vector SR, according to a for-
mula

SR=(a*mv)+[

where o 15 a predetermined constant scalar, 3 1s a pre-
determined constant vector, a=1.1, f=(4, 4), and SR
1s used to bound a motion search in performance of
motion estimation for the current block.

10. The system of claim 9, wherein the processor and
memory are mncorporated 1n a video encoder.

11. The system of claim 9, wherein the processor and
memory are mcorporated 1n a video decoder.

12. The system of claim 9, wherein the related motion
vectors are associated with respective blocks of a reference
frame, and wherein the search range vector SR 1s used for
performing motion estimation for the current block of a cur-
rent frame, and for all other blocks 1n the current frame.

13. The system of claim 12, wherein each of the related
motion vectors extends from a respective block of a backward
reference frame to a corresponding block of a forward refer-
ence frame.

14. The system of claim 12, wherein each of the related
motion vectors extends from a respective block of a first
forward reference frame to a corresponding block of a second
forward reference frame.

15. The system of claim 12, wherein each of the related
motion vectors extends from one of:

a respective block in a backward reference frame to a

previous iframe relative to the current frame, or

a respective block 1n a forward reference frame to a suc-

ceeding frame relative to the current frame.

16. The system of claim 9, wherein the related motion
vectors are associated with blocks that neighbor the current
block, and wherein the search range vector SR 1s used in
performance of motion estimation for the current block.

17. The system of claim 16, wherein the neighboring
blocks neighbor the current block spatially 1n the current
frame.

18. The system of claim 16, wherein the neighboring
blocks occur 1n temporally neighboring frames relative to the
current frame and correspond to the current block.

19. A computer program product imncluding a non-transi-
tory computer readable medium having computer program
logic stored therein, the computer program logic comprising:

logic to cause a processor to determine a set of motion

vectors related to blocks associated with a current block:
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logic to further cause the processor to calculate a mean
value (mv) of the related motion vectors; and

logic to further cause the processor to calculate a search
range vector SR, according to a formula

SR=(a*mv)+[

where o 15 a predetermined constant scalar, [ 1s a prede-
termined constant vector, a=1.1, =4, 4), and SR
bounds a motion search 1n performance of motion esti-
mation for the current block.

20. The computer program product of claim 19, wherein
the related motion vectors are associated with respective
blocks of a reference frame, and wherein the search range
vector SR 1s used for performing motion estimation for the
current block of a current frame, and for all other blocks 1n the
current frame.

21. The computer program product of claim 20, wherein
cach of the related motion vectors extends from a respective
block of a backward reference frame to a corresponding block
of a forward reference frame.

22. The computer program product of claim 20, wherein
cach of the related motion vectors extends from a respective
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block of a first forward reference frame to a corresponding
block of a second forward reference frame.
23. The computer program product of claim 20, wherein
cach of the related motion vectors extends from one of:
a respective block 1n a backward reference frame to a
previous Irame relative to the current frame, or

a respective block 1n a forward reference frame to a suc-
ceeding frame relative to the current frame.

24. The computer program product of claim 19, wherein
the related motion vectors are associated with blocks that
neighbor the current block, and wherein the search range
vector SR 15 used 1in performance of motion estimation for the
current block.

25. The computer program product of claim 24, wherein
the neighboring blocks neighbor the current block spatially in
the current frame.

26. The computer program product of claim 24, wherein
the neighboring blocks occur 1n temporally neighboring
frames relative to the current frame and correspond to the
current block.
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