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UPDATING CAM ARRAYS USING PREFIX
LENGTH DISTRIBUTION PREDICTION

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefit under 35 USC 119(e) of
the co-pending and commonly owned U.S. Provisional
Application No. 61/345,503 entitled “Fast Updating Algo-
rithm For TCAMSs Using Prefix Distribution Prediction” filed

on May 17, 2010, which 1s incorporated herein by reference.

TECHNICAL FIELD

The disclosure herein relates generally to packet routing

and specifically to updating CAM-based search tables 1n net-
work routers.

DESCRIPTION OF RELATED ART

Internet routing mnvolves forwarding packets from a source
address to a destination address via intermediate routers. To
send an mcoming packet to its destination address, a router
looks up the destination address 1n the packet 1n its forward-
ing table and determines the next hop to which the packet
should be forwarded. As more devices are connected to the
internet, the size of the forwarding table in the routers has
increased significantly. According to BGP Potaroo database,
the size of the forwarding table has increased from about
20,000 entries 1 1994 to about 350,000 entries today. The
enormous 1increase ol internet traffic over the years has
resulted 1n routers having to increase the number of searches
performed per second. Routers typically perform forwarding,
table look ups in the order of several million look ups per
second.

Internet routers store destination addresses 1n forwarding,
tables, which are often implemented using content address-
able memory (CAM) devices. Indeed, CAM devices are fre-
quently used 1n network switching and routing applications to
determine forwarding destinations, to perform classification
functions, to implement Quality of Service (QoS) functions,
and other tasks associated with routing data packets across a
network. For example, routers used by local Internet Service
Providers (ISPs) typically include one or more CAM devices
for storing a plurality of Internet addresses and associated
data such as, for instance, corresponding address routing
information. When a data packet 1s routed to a destination
address, the destination address 1s provided as a search key to
the CAM device and then compared with all CAM words
(e.g., Internet addresses) stored 1n the CAM array. If there 1s
a match between the search key and data stored 1n the CAM
array, match information corresponding to the matching
CAM word 1s output and thereafter used to route the data.

For example, FIG. 1 shows a network processing system
100 having a network processor 110 and a CAM system 120
including a CAM device 121 and an associated memory
device 123. Network processor 110, which 1s well-known,
includes a first port coupled to the physical or media access
controller (PHY/MAC) layer of an associated network such
as the Internet (not shown for simplicity), and a second port
coupled to CAM system 120 via signal lines 101. CAM
device 121, which 1s well-known, 1includes a CAM core 122
having an array of CAM cells for storing a plurality of data
words. Memory device 123, which 1s well-known, 1s con-
nected to CAM device 121 via signal lines 102 and includes
an array ol memory cells such as DRAM cells for storing
associated data for CAM device 121. For example, in some
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2

applications, the array of CAM cells in CAM device 121 may
store destination addresses, and memory 123 may store asso-
ciated routing information associated with the destination
addresses.

In operation, network processor 110 recerves an IP packet
having a header and a payload from the PHY/MAC layer. The
payload typically includes data to be routed across the net-
work, and the header typically includes routing information
(e.g., a source address, a destination address, a source port, a
destination port, and protocol information). Network proces-
sor 110 stores the payload, and generates a search key (KEY)
from the packet header. Then, network processor 110 pro-
vides KEY and an instruction (INST) to CAM system 120.
The instruction 1s decoded 1n CAM device 121 to initiate a
well-known compare operation between KEY and the IP
addresses stored 1n the CAM core’s array. It there 1s a match,
CAM core 122 outputs the index (IDX) of the highest priority
matching location to memory device 123, which 1n turn uses
IDX as an address to retrieve associated data (DOUT), which
may be provided to network processor 110. Network proces-
sor 110 may use DOU, for example, to route the correspond-
ing packet to a next-hop location 1n the network.

Ternary CAM (TCAM) devices are popular for implement-
ing forwarding tables for IP addresses having variable prefix
lengths (e.g., IPv6 addresses) because a TCAM cell can rep-
resents 3 states: logic 0, logic 1, and a don’t care state (X).
More specifically, the ability of TCAM cells to store a don’t
care state allows each entry stored 1n the TCAM device to be
individually masked, which in turn allows IP addresses hav-
ing different prefix lengths to be stored in the same CAM
array and compared with a search key in the same search
operation. To achieve longest prefix matching in a TCAM
device, the addresses are stored 1n the CAM array according
to prefix length, where addresses having the longest prefixes
are stored at the lowest physical address and addresses having
the shortest prefixes are stored at the highest physical address.
In this manner, if multiple entries stored in the TCAM device
match an mcoming search key, the matching entry that 1s
stored at the lowest physical address 1s selected as the longest
prefix match (LPM) because of the ordering of addresses
according to prefix length. The use of TCAM devices to
perform LPM operations (e.g., to implement IPv6 routing
functions) 1s described in more detail in commonly owned
U.S. Pat. No. 6,237,061, which 1s icorporated herein by
reference.

However, performing LPM searches in a TCAM device
requires maintaining the ordering of entries according to pre-
fix length, which 1s typically implemented using a table man-
agement tool. For example, when a new entry 1s written to the
TCAM array, the table management tool must re-order (e.g.,
shuifle) some or all of the entries to maintain proper ordering
of the entries according to prefix length. The re-ordering of
entries 1n the TCAM array can add significant overhead to the
associated router (e.g., delay and additional hardware and
soltware), which in turn degrades performance. For example,
if N 1s the total number of unique prefix lengths that are stored
in the TCAM, then for inserting a single new entry, N-1
shuffles are required in the worst case (e.g., 1I the newly
inserted entry 1s stored at the lowest physical address of the
TCAM array). The technique of shuitling existing entries 1n
the TCAM array as new entries are inserted without reserving
any empty locations (which are commonly referred to as
“holes™) 1s commonly known as “No Hole Allocation.”

Some techniques have been developed to decrease the
number of shuiiles required for TCAM table updates. In one
approach commonly known as “Center Hole Distribution,”
holes (e.g., empty storage locations) are maintained in the
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middle of the TCAM array to reduce the number of entries
that need to be shuilled when a new entry 1s inserted in the
array. For example, if there are N unique prefix lengths in the
TCAM array, then entries having prefix lengths between N-1
and N/2 are stored 1n locations above the holes, and entries
having prefix lengths between N/2-1 and O are stored in
locations below the holes. With this technique, the worst case
number of shuifles needed when a new entry 1s 1nserted into

the TCAM array 1s reduced from N-1 to N/2. Although the

center hole allocation techmique reduces the number of
shuifles in some circumstances and can be implemented 1n the
control plane software, reserving a number of empty storage
locations 1n the middle of the TCAM array to accommodate
for the subsequent insertion of new entries results 1 an unde-
sirable waste of array resources.

In another approach commonly known as “Uniform Hole
Distribution,” an equal number of holes are reserved 1n the
TCAM array for each unique prefix length prior to the mser-
tion of any entries, thereby ensuring that storage locations are
reserved for new entries regardless of their prefix length. In
this manner, shuilles can be significantly reduced because

there are groups of holes reserved at intermaittent portions in
the CAM array. Unfortunately, the Uniform Hole Distribu-
tion technique can lead to an even less efficient use of TCAM
storage locations than the Center Hole Distribution tech-
nique.

Other approaches have been developed to eliminate the
need for entry shuftling by moditying the TCAM hardware.
In one approach, the TCAM array 1s modified by adding OR
circuits 1n the mask column to select the longest mask among
the matched entries, thereby avoiding the need to maintain
ordering according to prefix length. In another approach, the
TCAM array 1s divided by output port mto several smaller
TCAM blocks each assigned to store addresses having a
corresponding prefix length, and associated SRAM cells are
used to store the prefix length assigned to each CAM blocks.
Then, during search operations, the TCAM blocks are
searched 1n parallel, and each TCAM block having a match-
ing entry provides its assigned prefix length to a selection
logic that determines which TCAM block having a matching
entry 1s assigned to the longest prefix. In this manner, the
entries do not need to continually updated to maintain order-
ing according to prefix length. The problem with such
approaches 1s that they require changes 1n the TCAM archi-
tecture, which can be expensive. Further, because such
approaches involve moditying the TCAM array structure,
they cannot be readily implemented 1n TCAM devices cur-
rently deployed 1n network applications.

Thus, there 1s a need for a more etficient method for updat-
ing forwarding tables implemented 1n CAM arrays that does
not require additional hardware.

BRIEF DESCRIPTION OF THE DRAWINGS

The present embodiments are described herein by way of
example, and not by way of limitation, 1n the figures of the
accompanying drawings and 1n which like reference numer-
als refer to similar elements, as follows.

FIG. 1 1s a block diagram of a network processing system;

FI1G. 2 1s a block diagram of a content addressable memory
(CAM) device within which the present embodiments may be
implemented;

FI1G. 3 1s a block diagram of one embodiment of the CAM
array of FIG. 2;

FI1G. 4 1s a block diagram of one embodiment of the table
management processor of FIG. 2;
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4

FIG. 5 1s a functional diagram depicting the computation of
a prefix length distribution (PLD) graph and an associated

allocation of storage locations 1n the CAM array for storing
entries ordered according to prefix length;

FIG. 6 A 1s an1llustrative flow chart depicting an exemplary
allocation of storage locations 1n a CAM array for storing
entries according to prefix lengths in accordance with some
embodiments;

FIG. 6B 1s an 1llustrative tlow chart depicting an exemplary
generation of a PLD 1n accordance with some embodiments;

FIG. 6C 1s an 1llustrative tlow chart depicting an exemplary
allocation of storage locations 1n a CAM array for storing
entries according to prefix lengths 1n accordance with other
embodiments;

FIG. 7 1s a diagram showing RMS Errors 1n prefix length
distribution prediction 1 accordance with some embodi-
ments;

FIGS. 8A-8C depict exemplary comparisons of predicted
and actual prefix length distribution 1n accordance with some
embodiments; and

FIGS. 9A-9C depict exemplary comparisons of the number
of shuilles associated with forwarding table updates in accor-
dance with some embodiments with conventional hole allo-
cation techniques.

DETAILED DESCRIPTION

A method and apparatus for updating a content addressable
memory (CAM) array using prefix length distribution predic-
tion are disclosed. In the following description, numerous
specific details are set forth such as examples of specific
components, circuits, and processes to provide a thorough
understanding of the present disclosure. Also, 1n the follow-
ing description and for purposes of explanation, specific
nomenclature 1s set forth to provide a thorough understanding
of the present embodiments. However, 1t will be apparent to
one skilled 1n the art that these specific details may not be
required to practice the present embodiments. In other
instances, well-known circuits and devices are shown 1n
block diagram form to avoid obscuring the present disclosure.
The term “coupled” as used herein means connected directly
to or connected through one or more intervening components
or circuits. Any of the signals provided over various buses
described herein may be time-multiplexed with other signals
and provided over one or more common buses. Additionally,
the interconnection between circuit elements or software
blocks may be shown as buses or as single signal lines. Each
of the buses may alternatively be a single signal line, and each
of the single signal lines may alternatively be buses, and a
single line or bus might represent any one or more of myriad
physical or logical mechanisms for communication between
components. The present embodiments are not to be con-
strued as limited to specific examples described herein but
rather include within their scope all embodiments defined by
the appended claims.

A method and apparatus are disclosed for updating for-
warding table entries 1n a more efficient manner than prior
techniques allow. In accordance with present embodiments, a
system that can be used for longest prefix match (LPM)
operations 1s disclosed that includes a CAM array and an
associated table management processor. The table manage-
ment processor 1s configured to order a plurality of entries
having various prefix lengths for storage in the CAM array
according to prefix length, and to maintain the ordering rela-
tionship as new entries are mnserted in the CAM array and/or
as old entries are deleted from the CAM array in a manner that
requires significantly less shuille operations than conven-
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tional techniques. Further, some of the present embodiments
can be implemented 1n the control plane without requiring
any changes to the CAM array architecture, and therefore can
be readily implemented 1n existing CAM architectures (e.g.,
as a software update).

For some embodiments, the table management processor,
which for some embodiments can be implemented as a soft-
ware program executed by a suitable processor in the control
plane of an associated routing device, selects anumber (N) of
the plurality of entries to be stored in the CAM array and
generates a prefix length distribution graph that indicates how
many of the selected entries have each prefix length. For
example, for one embodiment, each umque prefix length
assoclated with the selected entries 1s 1dentified, and then the
percentages of the selected entries that have each unique
prefix length are calculated. The prefix length distribution
graph, which serves to predict the prefix lengths of the
remaining entries (e.g., the non-selected ones of the plurality
of entries) to be stored in the CAM array, 1s then used to
allocate storage locations 1n the CAM array as a function of
prefix length. For one embodiment, the percentages embod-
ied in the prefix length distribution graph are then multiplied
by the total number of storage locations 1n the CAM array to
determine how many storage locations should be allocated for
cach prefix length.

More specifically, for one embodiment, no holes are 1ni-
tially reserved in the CAM array. However, for other embodi-
ments, any suitable technique can be used to 1nitially reserved
a number of holes 1n the CAM array. After a first number N of
entries 1s mserted (e.g., stored) in the CAM array, the first N
entries are copied to a builer and used by the table manage-
ment processor to generate the prefix length distribution
graph. Then, a plurality of hole groups, each derived for a
corresponding unique prefix length using the prefix length
distribution graph, are inserted into the CAM array. The first
N entries are then re-arranged 1n the CAM array so that they
are stored 1n holes allocated for their respective prefix lengths.
The remaining entries are then mserted into holes allocated
tor their respective prefix lengths. If the holes allocated for a
given prefix length are exhausted, then a table shuiile opera-
tion 1s performed 1f a new entry having the same prefix length
1s to be 1nserted.

Applicant has determined that the prefix length distribution
graph generated using a small subset of a large number of
routing table entries accurately predicts the prefix lengths of
the remaining entries, and therefore allocating varying num-
bers of holes (e.g., available CAM storage locations) for
different prefix lengths according to the prefix length distri-
bution graph significantly reduces the number of shuilles
required to maintain a proper ordering of entries according to
prefix lengths as described 1n more detail below and, for
example, 1llustrated by the comparative graphs depicted 1n
FIGS. 9A-9C.

FIG. 2 1s a block diagram of a CAM device within which
the present embodiments may be implemented. CAM device
200 includes a CAM array 210, an address decoder 220, a
comparand register 230, a read/write circuit 240, a priority
encoder circuit 250, match logic 260, a table management
processor 270, and an entry buffer 280. CAM array 210
includes any number of rows of CAM cells (not shown for
simplicity in FIG. 2), where each row of CAM cells can be
configured to store a data word (e.g., an IPv6 address having
an associated prefix length) and to include a valid bit 212 that
indicates whether a valid data word is stored in the row.
Further, while CAM array 210 1s shown 1n FIG. 2 as a single
CAM array, 1t may include any number of CAM array blocks
that can be independently searched.
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One or more mnstructions and related control signals can be
provided to CAM device 200 from an instruction decoder (not
shown for simplicity) to control read, write, compare, and
other operations for CAM device 200. Other well-known
signals that can be provided to CAM device 200, such as
enable signals, clock signals, and power connections, are not
shown for simplicity.

Each row of CAM cells (not shown 1n FIG. 2 for simplicity)
in CAM array 210 1s coupled to address decoder 220 via a
corresponding word line WL, and 1s coupled to priority
encoder 250 and to match logic 260 via a corresponding
match line ML. For simplicity, the word lines and match lines
are represented collectively in FIG. 2. Address decoder 220 1s
well-known, and includes circuitry to select corresponding
rows 1n CAM array 210 for read, write, and/or other opera-
tions, 1n response to an address recerved from an address bus
ABUS using the word lines WL. For other embodiments,
addresses may be provided to address decoder 220 from
another suitable bus and/or circuitry.

The match lines ML provide match results for compare
operations between comparand data (e.g., a search key) and
data stored in CAM array 210. Priority encoder 250, which 1s
well-known, uses the match results indicated on the match
lines to determine the matching entry that has the highest
priority number associated with 1t and generates the index or
address of this highest priority match (HPM). In addition,
priority encoder 250 may use the valid bits 212 from CAM
array 210 to generate the next free address that 1s available 1n
CAM array 210 for storing new data. Although not shown 1n
FIG. 2, for some embodiments, priority encoder 250 may
provide the next free address to the address decoder 220.

Match logic 260, which 1s well-known, uses the match
results on the match lines to generate a match tlag (MF)
indicative of a match condition in CAM array 210. I1 there 1s
more than one matching entry in CAM array 210, match logic
260 may generate a multiple match flag to indicate a multiple
match condition. In addition, match logic 260 may use the
valid bits 212 from CAM array 210 to assert a full flag when
all of the rows of CAM cells in CAM array 210 are filled with
valid entries.

Each column of CAM cells (not shown in FIG. 2 for sim-
plicity) in CAM array 210 1s coupled to comparand register
230 via one or more corresponding comparand lines CL, and
1s coupled to read/write circuit 240 via one or more corre-
sponding bit lines BL. For stmplicity, the comparand lines CL
and bit lines BL are represented collectively 1n FIG. 2. Com-
parand register 230 1s well-known, and 1s configured to pro-
vide a search key (e.g., a comparand word) received from a
comparand bus CBUS to CAM array 210 during compare
operations with data stored therein. For other embodiments,
the search key can be provided to CAM array 210 via another
bus and/or circuit. Read/write circuit 240 includes well-
known write drivers to write data to CAM array 210 via the bit
lines BL, and includes well-known sense amplifiers to read
data from CAM array 210 as output data (DOUT). For other
embodiments, read/write circuit 240 may be coupled to
another data bus. Further, although not shown 1n FIG. 2 for
simplicity, CAM device 200 can include a well-known global
mask circuit (e.g., coupled to the comparand register 230) that
can selectively mask the bits of the search key provided to the
CAM array 210.

Table management processor 270 includes a data input for
receiving entries (DIN) to be stored in CAM array 210, 1s
coupled to read/write circuit 240 via one or more data lines
DL, 1s coupled to entry builer 280, and 1includes an output to
provide write addresses (ADDR) to the address decoder 220.

As mentioned above, table management processor 270 1s
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configured to order a plurality of entries having various prefix
lengths for storage 1n the CAM array 210 according to prefix
length, to maintain the ordering relationship as new entries
are inserted in the CAM array and/or as old entries are deleted
from the CAM array. More specifically, for some embodi-
ments, table management processor 270 selects a number (N)
of the plurality of entries to be stored in the CAM array 210
and first stores the selected N entries in the builer 280. The
table management processor 270 analyzes the selected entries
to generate a prefix length distribution graph that indicates
how many of the selected entries have each prefix length. The
prefix length distribution graph 1s then used to predict the
prefix lengths of the remaining entries to be stored in the
CAM array 210, and 1n response thereto, table management
processor 270 allocates storage locations 1n the CAM array
for entries to be subsequently stored according to prefix
length, for example, so that entries having the same prefix
length are stored 1n contiguous storage locations of the CAM
array 210.

For example, for one embodiment, each unique prefix
length associated with the selected entries 1s 1dentified, and
the percentages of the selected entries that have each unique
prefix length are calculated. Then, the percentages embodied
in the prefix length distribution graph are then multiplied by
the total number of storage locations 1n the CAM array to
determine how many storage locations should be allocated for
cach prefix length.

Although depicted 1n FIG. 2 as a hardware component, for
other embodiments, the table management processor 270 can
be implemented as a software program executed by a suitable
processor in the control plane of an associated routing device,
thereby allowing techniques of the present disclosure to be
implemented 1n conventional CAM architectures without

additional hardware components.
FIG. 3 1s a more detailed block diagram of the CAM array

210 of FIG. 2. CAM array 210 1s shown to include a plurality
of CAM cells 202 organized in any number of rows and
columns. The CAM cells 202 can be any suitable type of
CAM cell including, for example, binary CAM cells, ternary
CAM cells, and/or quaternary CAM cells. Of course, for IPv6
routing functions, ternary or quaternary CAM cells are used,
and the entries are stored 1n the CAM array 210 according to
prefix length (e.g., the longest prefixes are stored at the lowest
physical CAM address and the shortest prefixes are stored at
the highest physical CAM address) to achieve longest prefix
match (LPM) functions. For some embodiments, LPM opera-
tions can be performed 1n CAM device 200 in the manner
described in commonly owned U.S. Pat. No. 6,237,061. For
other embodiments, LPM operations can be performed 1n
CAM device 200 using other suitable techniques.

As noted above, each row of CAM array 210 may also
include one or more valid bits. Each row of CAM cells 202 1s
coupled to a match line ML and to a word line WL.. Each word
line WL 1s driven by address decoder 220 (see also FI1G. 2) to
select one or more rows of CAM cells 202 for writing or
reading. Each match line ML 1s coupled to priority encoder
250 via a corresponding match latch 214. The match latches
214 are clocked by a match latch clock signal CLK_ML 1n a
well-known manner. Each column of CAM cells 202 in CAM
array 210 1s coupled to read/write circuit 240 via a comple-
mentary bit line pair BL/BLB, and to comparand register 230
via a complementary comparand line pair CL/CLB.

Prior to compare operations, the match lines are pre-
charged (e.g., to logic high), and each set of complementary
comparand line pairs CL/CLB are driven to the same prede-
termined logic level (e.g., to logic hugh). Then, during com-
pare operations, the comparand register 230 provides the

10

15

20

25

30

35

40

45

50

55

60

65

8

search key (1.e., the comparand word) to the CAM cells 202
by driving each pair of complementary comparand lines
CL/CLB to opposite logic states indicative of the correspond-
ing bit of the search key. For example, to provide a logic low
comparand bit (C) to a column of CAM cells, the correspond-
ing comparand line CL 1s driven to a first logic state (e.g.,
logic low) and the corresponding complementary comparand
line CLB 1s driven to a second logic state (e.g., logic high);
conversely, to provide a logic high comparand bit C to the
column of CAM cells, the corresponding comparand line CL
1s driven to the second logic state (e.g., logic high) and the
corresponding complementary comparand line CLB 1s driven
to the first logic state (e.g., logic low). Thereafter, 11 all the
CAM cells 202 1n a particular row match the corresponding
bits of the search key, then the match line ML remains 1n its
logic high state to indicate the match condition. Conversely, 1f
one or more of the CAM cells 202 1n the row do not match the
corresponding bit of the search key, then mismatching CAM
cells 202 discharge the match line (e.g., to ground potential)
to indicate the mismatch condition.

FIG. 4 1s table management processor 400 that 1s one
embodiment of the table management processor 270 of FIG.
2. The table management processor 400 1s shown to include a
prefix length distribution (PLD) logic 410, a table manage-
ment controller 420, and a PLD memory 430. The PLD logic
410 includes an mput to receive entries to be stored in the
CAM array 210 (e.g., as input data DIN), and 1s configured to
generate a PLD graph for the selected number N of entries. As
mentioned above, the PLD graph indicates how many of the
selected entries have each prefix length, and 1s used to predict
how many of all the entries to be stored 1n the CAM array have
cach prefix length.

The table management controller 420, which can be any
suitable type of table management tool, includes an 1nput to
receive the PLD graph from PLD logic 410, and includes an
output to provide entries and write addresses to the CAM
array for storage therein. In operation, table management
controller 420 performs table update functions such as shui-
fling existing entries stored 1n the CAM array to make room
for the insertion of new entries and/or the deletion of old
entries according to the allocation of available storage loca-
tions 1n the CAM array, as predicted by the PLD graph gen-
erated by the PLD logic 410. For some embodiments, table
management controller 420 preserves the ordering of entries
stored 1n the CAM array 210 according to their prefix lengths
in a well-known manner, and relies upon the PLD graph
generated by the PLD logic 410 for the allocation of CAM
array storage locations according to prefix length. In this
manner, the allocation of storage locations according to prefix
length 1s predicted using the PLD graph.

Software programs and/or 1nstructions executed by table
management controller 420 to perform table update functions
can be stored 1n a suitable memory (not shown for simplicity)
within or associated with table management controller 420.
Further, for embodiments 1n which PLD logic 410 executes a
soltware program and/or instructions to generation the PLID
graph, these software programs and/or instructions can be
stored 1n the associated memory.

FIG. 515 a functional diagram depicting the computation of
a prefix length distribution (PLD) graph and an associated
allocation of storage locations 1n the CAM array for storing
entries ordered according to prefix length. More specifically,
FIG. 5 depicts an entry buffer 510 that 1s one embodiment of
entry butler 280 of FIG. 2, an exemplary PLD graph 520, and
an exemplary depiction 550 of storage locations 5351 of CAM
array 210 of FI1G. 2. Entry builer 510 1s depicted as having N
storage locations 512. PLD graph 520 depicts the number of
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entries that have each prefix length (PL). CAM array 550 1s
depicted as having T storage locations 331 for which the
available storage locations or holes are labeled 552.

Referring also to FIG. 2, the table management processor
2770 selects a number N of entries from a plurality P of entries
to be stored 1n the CAM array 210, and stores the selected
entries 1n corresponding locations 512 of buffer 510 as ENT
(1)-ENT(N). For some embodiments, the selected number N
1s a small subset or fraction of the total number P of entries to
be stored 1n the CAM array 210. For example, 1n some imple-
mentations, the first 10,000 entries of a total of 100,000
entries are selected.

Then, the table management processor 270 analyzes the
prefix lengths of the selected entries ENT(1)-ENT(N) to gen-
erate the PLD graph 520, which as shown in FI1G. 5 depicts the
distribution of prefix lengths for the selected entries ENT(1)-
ENT(N). More specifically, the PLD graph 520 of FIG. §
illustrates the number of entries that have each prefix length
(PL). Thus, the number of the selected entries ENT that have
a given prefix length of 1 1s denoted as PFX(1), and the per-

centage of the selected entries ENT(1)-ENT(IN) that have a
given prefix length of 1 1s denoted as:

PLD(#)=PFX{)/N (1)

For example, 1f there are 10,000 selected entries stored in the
entry butier 510 (1.e., N=10,000), and 30 of those selected

10,000 entries have a prefix length of 12 (1.e., PFX(12)=50),
then the value of PLD(12) 1s calculated as 50/10,000=0.005.

For other embodiments, calculation of the PLD graph 520
can include other information and/or can be calculated using
other suitable expressions.

After determining PLD values for all unique prefix lengths
of the selected entries ENT(1)-ENT(N), the resulting PLD
graph 520 can be used to predict how many holes 552 within
CAM array 550 should be allocated to store entries of various
corresponding prefix lengths. For some embodiments, the
number of CAM holes 552 (NH(1)) allocated for entries hav-
ing a grven prefix length ot 11s determined by multiplying the
PLD value for the prefix length 1 by the total number T of
storage locations 551 1n the CAM array, as follows:

NH(:)=PLD@)*T (2)

For example, 1f PLD(12)=0.0035, and T=100,000, the number
of holes NH(12) allocated to entries having a prefix length of
12 15 (0.005)*(100,000)=500. Similarly, the number of stor-
age locations 1n the CAM array allocated for entries having
other prefix lengths can be determined using expression (2).

FI1G. 6 A 1s an 1llustrative flow chart 600 depicting an exem-
plary allocation of storage locations in a CAM array for
storing entries according to prefix lengths 1n accordance with
some embodiments. Referring also to FIG. 2, a first number
(N) of a plurality (P) of entries to be stored 1n the CAM array
210 according to prefix length are selected (602). For some
embodiments, the selected N entries are stored 1n the entry
butifer 280 of FIG. 2. Then, the table management processor
270 generates a prefix length distribution (PLD) graph using
the N selected entries (604). As described above, the PLD
graph uses the selected number N of entries to predict the
distribution of prefix lengths for the entire plurality of entries
to be stored 1n the CAM array. Next, the PLD graph 1s used by
the table management processor 270 to allocate a correspond-
ing subset of the CAM holes for each unique prefix length
(606). Then, the table management processor 270 stores all
the entries 1n corresponding allocated CAM holes according,
to prefix length (608). For some embodiments, the table man-
agement processor 270 uses the PLD graph to store the plu-
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rality of entries in the CAM array 210 according to prefix
length 1n accordance with the allocation of CAM holes gen-
erated using the PLD graph.

FIG. 6B 1s an illustrative flow chart 610 depicting an exem-
plary generation of a PLD graph (e.g., graph 520 of FIG. 5) 1n
accordance with some embodiments. For some embodi-
ments, the PLD graph 1s generated by the PLD logic 410 of
FIG. 4. First, the prefix length of each of the selected number
N of entries 1s 1identified (612). Next, for each identified prefix
length, the number of the selected entries that have the prefix
length 1s determined (614). Then, the percentages of the
selected number N of entries that have each of the identified
prefix lengths are calculated, for example, using expression
(1) above (616).

FIG. 6C 1s an illustrative flow chart 620 depicting an exem-
plary allocation of storage locations mn a CAM array for
storing entries according to prefix lengths 1n accordance with
other embodiments. Referring also to FIG. 2, a first number
(N) of a plurality (P) of entries are stored in the CAM array
210 (622). For some embodiments, the selected N entries are
stored 1n the entry buffer 280 of FIG. 2. Then, the table
management processor 270 generates a prefix length distri-
bution (PLD) graph using the N selected entries (624). As
described above, the PLD graph uses the selected number N
of entries to predict the distribution of prefix lengths for the
entire plurality of entries to be stored in the CAM array. Then,
holes are mnserted 1n the CAM array according to the PLD
graph by allocating a corresponding group of holes for each
umque prefix length (626). Note that the holes allocated for
cach unique prefix length have contiguous physical addresses
so that entries having the same prefix length will be stored 1n
a corresponding group of contiguous locations 1n the CAM
array.

The table management processor 270 then re-arranges the
first number N of selected entries in the CAM array to occupy
holes reserved for their corresponding prefix lengths (628).
Then, the table management processor 270 stores the remain-
ing entries into the CAM array according to their prefix
lengths (630). If there are not any remaiming prefixes to be
inserted, the process ends. Otherwise, if there are one or more
remaining prefixes to be inserted (e.g., all of the holes are now
occupied with valid data), as tested at 632, then the table
management processor 270 performs shuille operations to
insert any remaining entries ito the CAM array.

In the embodiments described above, the PLD graph 520 of
FIG. 5 1s used to predict prefix length distribution of all the
prefixes to be stored 1n the CAM array. To measure the accu-
racy of the prediction, the predicted prefix length distribution
1s compared with a number of actual prefix length distribu-
tions using the well-known Root Mean Square (RMS) error
function. As known 1n the art, RMS error can be used to
measure the difference between the values predicted by a
model and the actual values. RMS error 1s calculated as fol-
lows:

z (3)
2‘1 (pi — ai)*

e=\ z

where p, 1s the predicted percentage of prefixes of length 1, a,
1s the actual percentage of prefixes of length 1, and 1 1s the
largest prefix length. The lower the RMS error, the greater 1s
the accuracy of the prediction model. Results of such com-
parisons are described with respect to FIG. 7 below.
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FIG. 7 1s a diagram showing RMS errors i prefix length
distribution prediction to determine the relationship between
the number N of entries selected for generating the PLD graph
and the associated prediction errors. In this manner, the rela-
tionship between RMS error and the number of selected
entries can be used as a guide to choose a suitable number of
entries to select for generating the PLD graph. The RMS
prediction errors shown i FIG. 7 correspond to network
routing traces for which the number N of entries used for
prediction 1s varied between 1,000 and 10,000. Traces are
used from three well-known databases: potaroo, oregon-1,
and oregon-2. Although the predicted errors decline as the
number N of entries selected for prefix length prediction
increases, the selected number N of entries used for predic-
tion 1s limited for practical reasons (e.g., size of entry builer
510, computation time, and so on). Thus, note that when
selecting about 10% of the entries for prediction (e.g., select-
ing 10,000 out of a total of 100,000 entries), the prediction
error drops to less than 3%, which Applicant deems as an
acceptable value.

FIGS. 8 A-8C show comparisons of predicted prefix length
distribution and actual prefix length distribution 1n accor-
dance with some embodiments, where FIG. 8 A compares the
predicted and actual prefix length distribution for the
oregon-1 trace, FIG. 8B compares the predicted and actual
prefix length distribution for the oregon-2 trace, and FIG. 8C
compares the predicted and actual prefix length distribution
for the potaroo trace. Each of the traces contains 100,000
entries, and can be obtained online from routeviews.org. As
illustrated by FIGS. 8 A-8C, the predicted prefix length dis-
tribution generated by present embodiments 1s very close to
the actual prefix length distribution for the corresponding
trace entries. This indicates that a substantially accurate pre-
diction of the prefix length distribution can be made by select-
ing the first 10,000 entries of any set of entries to generate the
PLD graph for allocating CAM storage locations for the
entire set of entries according to prefix length.

Applicant has verified that the prefix length prediction
techniques set forth by the present embodiments result in
tewer shultles than the 3 conventional hole allocation tech-
niques commonly referred to as No Hole Allocation, Uniform
Hole Distribution, and Center Hole Distribution.

For example, FIG. 9A compares prefix length prediction
techniques of the present disclosure and the 3 conventional
techniques (1.¢., No Hole Allocation, Uniform Hole Distribu-
tion, and Center Hole Distribution) using the Oregon-1 trace
collected 1n 2003. Note that that the No Holes Allocation
technique requires the maximum number of shuifles. There 1s
no significant reduction in the number of shuilles using the
Unitorm Hole Distribution techmque or the Center Hole Dis-
tribution technique. However, using prefix distribution pre-
diction techniques of the present embodiments results 1n a
substantial reduction 1n the number of shuitles. For example,
the prefix distribution prediction technique disclosed herein
requires only 15% of the shuilles that occur 1n the No Holes
Allocation technique, only 16.5% of the shuiiles that occur in
the Uniform Hole Distribution technique, and only 18.1% of
the shuftles that occur 1n the Center Hole Distribution tech-
nique.

FIG. 9B compares prefix length prediction techniques of
the present disclosure and the 3 conventional techniques (1.¢.,
No Hole Allocation, Uniform Hole Distribution, and Center
Hole Distribution) using the Oregon-2 trace collected 1n
2007. The prefix distribution prediction techniques of the
present embodiments requires significantly fewer shuilles
than the 3 conventional techniques. For example, the prefix
distribution prediction technique disclosed herein requires
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only 12.6% of the shuilles that occur 1n the No Holes Allo-
cation technique, only 16.6% of the shuflles that occur 1n the
Unitorm Hole Distribution technique, and only 18.4% of the
shuifles that occur 1n the Center Hole Distribution technique.

FIG. 9C compares prefix length prediction techniques of
the present disclosure and the 3 conventional techniques (1.¢.,
No Hole Allocation, Uniform Hole Distribution, and Center
Hole Distribution) using the Potaroo trace collected 1n 2009.
The prefix distribution prediction techniques of the present
embodiments requires significantly fewer shuilles than the 3
conventional techmques For example, the prefix distribution
prediction technique disclosed herein requires only 8% of the
shuifles that occur in the No Holes Allocation technique, only
9.5% of the shuilles that occur 1n the Uniform Hole Distribu-
tion techmque, and only 11% of the shuilles that occur 1n the
Centre Hole Distribution technique. The results show that the
prefix distribution prediction technique of the present
embodiments outperforms the conventional techniques.
More specifically, the reduction in number of shuitles
achieved by the prefix length distribution prediction tech-
nique disclosed herein advantageously results 1n a propor-
tional increase 1n the CAM array update speeds.

While particular embodiments have been shown and
described, 1t will be obvious to those skilled 1n the art that
changes and modifications may be made without departing
from this disclosure 1n 1ts broader aspects and, therefore, the
appended claims are to encompass within their scope all such
changes and modifications as fall within the true spirit and
scope of this disclosure. Further, 1t should be noted that the
various circuits disclosed herein may be described using com-
puter aided design tools and expressed (or represented), as
data and/or mstructions embodied in various computer-read-
able media, in terms of their behavioral, register transfer,
logic component, transistor, layout geometries, and/or other
characteristics. Formats of files and other objects 1n which
such circuit expressions may be implemented include, but are
not limited to, formats supporting behavioral languages such
as C, Verilog, and VHDL, formats supporting register level
description languages like RTL, and formats supporting
geometry description languages such as GDSII, GDSIII,

GDSIV, CIF, MEBES and any other suitable formats and
languages.

What 1s claimed 1s:

1. A method for ordering a plurality (P) of entries having
various prefix lengths for storage in a number (1) of available
storage locations 1n a content addressable memory (CAM)
array according to the prefix lengths, the method comprising:

selecting a first number (N) of the entries, wherein N<P;

generating a distribution graph of the prefix lengths of the
first N entries;

for each unique prefix length, allocating a corresponding,

subset of the T storage locations 1n the CAM array
according to the distribution graph; and

storing all P entries in the corresponding allocated storage

locations.

2. The method of claim 1, wherein increasing numerical
CAM storage location addresses correspond to entries having
decreasing prefix lengths.

3. The method of claim 1, wherein the number N is selected
in response to a relationship between numbers of entries
selected for generating the distribution graph and associated
errors in predicting the prefix lengths of the remaining entries.

4. The method of claim 1, wherein all entries having the
same prefix length are stored 1n contiguous storage locations

of the CAM array.
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5. The method of claim 1, wherein the distribution graph
indicates how many of the first N entries have each of the
prefix lengths.

6. The method of claim 1, wherein the distribution graph
predicts how many of the P entries have each of the prefix
lengths.

7. The method of claim 1, wherein the generating com-
Prises:

identifying the prefix length of each of the first N entries;

for each of the identified prefix lengths, determining how

many of the first N entries have the prefix length; and
calculating percentages of the first N entries that have each
of the identified prefix lengths.

8. The method of claim 7, wherein each percentage 1s
expressed as PLD(1)=M(1)/N, where PLD(1) 1s the percentage
of the N entries that have a prefix length of 1, M(1) 1s the
number of the first N entries that have the prefix length of 1,
and 1 1s an integer greater than zero.

9. The method of claim 8, wherein the allocating com-
Prises:

for each unique prefix length, calculating the correspond-

ing subset of the P storage locations as NH(1)=PLD(1)*T,
where NH(1) 1s the number of storage locations allocated
to store entries having a prefix length of 1.

10. The method of claim 1, wherein the selecting com-
Prises:

storing the first N entries in a bu

CAM array.

11. A processor configured to order a plurality (P) of entries
having various prefix lengths for storage 1n a number (1) of
available storage locations in a content addressable memory
(CAM) array according to the prefix lengths, the processor
comprising;

means for selecting a first number (N) of the entries,

wherein N<P;

means for generating a distribution graph of the prefix

lengths of the first N entries;

for each unique prefix length, means for allocating a cor-

responding subset of the T storage locations 1n the CAM
array according to the distribution graph; and

means for storing all P entries 1n the corresponding allo-

cated storage locations.

12. The processor of claim 11, wherein increasing numeri-
cal CAM storage location addresses correspond to entries
having decreasing prefix lengths.

13. The processor of claim 11, wherein all entries having
the same prefix length are stored 1n contiguous storage loca-
tions of the CAM array.

14. The processor of claim 11, wherein the number N 1s
selected 1n response to a relationship between numbers of
entries selected for generating the distribution graph and
associated errors in predicting the prefix lengths of the
remaining entries.

15. The processor of claim 11, wherein the distribution
graph indicates how many of the first N entries have each of
the prefix lengths.

16. The processor of claim 11, wherein the distribution
graph predicts how many of the P entries have each of the
prefix lengths.

17. The processor of claam 11, wherein the means for
generating comprises:

means for 1dentifying the prefix length of each of the first N

entries:
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for each of the i1dentified prefix lengths, means for deter-
mining how many of the first N entries have the prefix
length; and

means for calculating percentages of the first N entries that
have each of the 1dentified prefix lengths.

18. The processor of claim 17, wherein each percentage 1s

expressed as PLD(1)=M(@1)/N, where PLD(1) 1s the percentage
of the N entries that have a prefix length of 1, M(1) 1s the
number of the first N entries that have the prefix length of 1,
and 1 1s an integer greater than zero.

19. The processor of claim 18, wherein the means for
allocating calculates, for each unique prefix length, the cor-
responding subset of the P storage locations as NH(1)=PLD
(1)*T, where NH(1) 1s the number of storage locations allo-

cated to store entries having a prefix length of 1.

20. The processor of claim 11, wherein the means for
selecting stores the first N entries 1n a buffer that 1s separate
from the CAM array.

21. A system for storing a plurality (P) of entries according
to their prefix lengths, comprising:

a data 1input to receive the plurality of entries;

a content addressable memory (CAM) array having a num-
ber (T) of storage locations, each for storing a corre-
sponding one of the entries;

a butler to store a first number (N) of the received entries,
wherein N<P;

logic configured to generate a distribution graph of the
prefix lengths of the first N entries, wherein the distri-
bution graph indicates how many of the first N entries
have each prefix length and predicts how many of the P
entries have each prefix length; and

a processor configured to allocate, for each unique prefix
length, a corresponding subset of the T storage locations
in the CAM array for storing entries that have the unique
prefix length.

22. The system of claim 21, wherein increasing numerical
CAM storage location addresses correspond to entries having
decreasing prefix lengths.

23. The system of claim 21, wherein all entries having the
same prefix length are stored 1n contiguous storage locations
of the CAM array.

24. The system of claim 21, wherein the number N 1s
selected 1n response to a relationship between numbers of
entries selected for generating the distribution graph and
associated errors in predicting the prefix lengths of the
remaining entries.

25. The system of claim 21, wherein the logic generates the
distribution graph by:

identitying the prefix length of each of the first N entries;

for each of the 1dentified prefix lengths, determining how
many of the first N entries have the prefix length; and

calculating percentages of the first N entries that have each
of the 1dentified prefix lengths.

26. The system of claim 25, wherein each percentage 1s
expressed as PLD(1)=M(@1)/N, where PLD(1) 1s the percentage
of the N entries that have a prefix length of 1, M(1) 1s the
number of the first N entries that have the prefix length of 1,
and 1 1s an 1nteger greater than zero.

277. The system of claim 26, wherein the processor calcu-
lates, for each unique prefix length, the corresponding subset
of the P storage locations as NH(1)=PLD(@1)*T, where NH(1) 1s
the number of storage locations allocated to store entries
having a prefix length of 1.
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