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METHOD AND APPARATUS PROVIDING
PERSPECTIVE CORRECTION AND/OR
IMAGE DEWARPING

FIELD OF THE INVENTION

The embodiments described herein relate generally to the
field of digital image processing, and more specifically to
methods and apparatuses providing for dewarping and/or per-
spective correction of a captured digital image.

BACKGROUND

Microelectronic 1maging devices are used 1n digital cam-
eras, wireless devices with picture capabilities, and many
other applications. Cellular telephones, personal digital assis-
tants (PDAs), computers, cameras equipped on automobiles,
and stand alone cameras, for example, are incorporating
microelectronic 1imaging devices for capturing and sending
pictures. The growth rate of microelectronic imaging devices
has been steadily increasing as they become smaller and
produce better images having higher pixel counts.

Microelectronic 1maging devices include 1mage sensors
that use charged coupled device (CCD) systems, complemen-
tary metal-oxide semiconductor (CMOS) systems or other
imager technology. CCD image sensors have been widely
used i digital cameras and other applications. CMOS 1mage
sensors are also popular because they have low production
costs, high yields, and small sizes.

A camera system uses at least one lens to focus one or more
images of a scene to be captured by an 1imaging device. The
imaging device includes a pixel array that comprises a plu-
rality of photosensitive pixels arranged 1n a predetermined
number of columns and rows. Each pixel in the array typically
has an individual assigned address. A lens focuses light on the
pixels of the pixel array, which then generate signals repre-
senting incident light. These signals are then processed to
produce an output 1mage.

It 1s sometimes desirable to alter an 1mage captured by an
imaging device. For example, a captured image may be dis-
torted due to the lens used to capture the image. Straight lines
1n a scene may appear to be curved in the captured image due
to the design of the lens used to focus the scene onto the pixel
array. This distortion 1s commonly called “warping,” and may
be particularly noticeable where certain types of wide angle
lenses are used. FIG. 1A 1llustrates an input image 110. Input
image 110 includes lines 116 and a rectangular object 118.
Input image 110 has warping (e.g., lines 116, that 1n reality
are straight, appear to be curved).

Warping 1n a captured image 110 can be corrected through
non-linear 1image processing (known as “dewarping”). FIG.
1B 1llustrates a corrected (i.e., “dewarped”) image 112, 1n
which the lines 116 from the scene which appeared curved in
the captured image 110 (FIG. 1A) now appear straight.

It may also be desirable to alter the apparent viewpoint of
the camera. For example, 1mage processing (known as “per-
spective correction”) can be used to make 1t appear as though
the camera 1s capturing the 1mage from a position further
away from the viewer and looking at the scene from a more
downward angle, reducing the effect of perspective causing
lines to appear as though they converge 1n the distance. For
example, the side edges of the rectangular object 118 appear
to converge away from the camera in the dewarped 1image 112
of FIG. 1B.

FIG. 1C illustrates a perspective-corrected and dewarped
image 114. Perspective-corrected and dewarped image 114
can be generated by applying further image processing to
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2

dewarped 1mage 112 (FIG. 1B). Based on the layout 1n the
perspective-corrected image 114, the camera appears to have
been 1n a different location from the one used to take the
warped and dewarped 1images 110, 112, relative to the rect-
angular object 118. The side edges of the rectangular object
118 also no longer appear to converge, but rather are parallel.

Dewarping and perspective correction may require signifi-
cant processing of the input image 110. Further, the process-
ing may require large amounts of hardware to implement.
Accordingly, there 1s a need and desire for a spatially and

temporally eflicient method for providing dewarping and/or
perspective correction ol an 1mage.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1llustrates a captured 1image.

FIG. 1B illustrates a dewarped image generated from the
captured image of FIG. 1A.

FIG. 1C 1llustrates a perspective-corrected image gener-
ated from the dewarped 1mage of FIG. 1B.

FIG. 2 1s a block diagram of an image processor with
address mapping, 1n accordance with a first embodiment of
the present invention.

FIG. 3 1s a block diagram of an image processor with
address mapping and an interpolation filter, 1n accordance
with a second embodiment of the present invention.

FIG. 4 1s a functional diagram of a first embodiment of an
address mapping function.

FIG. 5 15 a diagram showing examples of pixel locations of
an input and output 1mage.

FIG. 6 15 a functional diagram of a second embodiment of
an address mapping function.

FIG. 7 1s a functional diagram of a third embodiment of an
address mapping function.

FIG. 8 1s a functional diagram of a polynomial function
generator.

FIG. 9 1s an imaging device coupled to an 1image processor,
in accordance with an embodiment described herein.

FIG. 10 1s a system implementing an image processor in
accordance with an embodiment described herein.

DETAILED DESCRIPTION OF THE INVENTION

In the following detailed description, reference 1s made to
the accompanying drawings which form a part hereotf, and in
which are shown by way of 1llustration specific embodiments
that may be practiced. It should be understood that like ref-
erence numbers represent like elements throughout the draw-
ings. These example embodiments are described in sufficient
detail to enable those skilled 1n the art to practice them. It is to
be understood that other embodiments may be utilized, and
that structural and electrical changes may be made, only some
of which are discussed 1n detail below.

Embodiments described herein perform the dewarping
and/or perspective correction shown in FIGS. 1A through 1C
by rearranging portions of captured image 110 according to
processing described herein. Pixel values of captured image
110, or functions thereotf, are mapped onto corresponding
locations of dewarped and perspective-corrected image 114.
This mapping of a value for a desired output pixel location
from one or more mput pixel locations, while accounting for
desired dewarping and/or perspective correction, 1s 1mple-
mented using a single level of processing, described herein.
Furthermore, space-etlicient implementations of imager and
image processing components are disclosed. These efficien-
cies can help achieve smaller camera systems. In 1maging
devices that have the image processing circuitry for process-
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ing the captured image implemented on the same microchip
as the 1imager (1.e., “system-on-chip™), the size of the image
processing circuitry 1s of paramount concern.

FIG. 2 1llustrates a block diagram of a first embodiment of
an 1mage processor 200 for implementing dewarping and/or
perspective correction. Image processor 200 includes a butier
224, an output address generator 220, and an address map-
ping unit 222. Image processor 200 receives a plurality of
lines of pixel values 1.(x, y) from an input image that may have
warping and 1s captured from a first perspective (e.g., cap-
tured 1image 110 of FIG. 1A), and outputs individual output
pixel values 1 (x_, yv_) of an output image that 1s dewarped
and/or perspective-corrected (e.g., dewarped and perspec-
tive-corrected image 114 of FIG. 1C). The butfer 224 acts as
a storage circuit for the plurality of lines of pixel values 1.(x,
y), and outputs pixel values according to the address mapping
unit 222.

In 1mage processor 200, an output pixel value I _(x_, v ) for
an output pixel address (x_, v, ) 1n the output image 1s deter-
mined from a stored iput pixel value 1.(x. ., v, ) from the
input image. For each output pixel address (x_, y_) in the
output image, address mapping unit 222 calculates horizontal
and vertical input indexes x, y, indicating a corresponding
input pixel address (x,, ., v,,.) associated with an input pixel
valuet(x. v, .)storedinbufler 220 to be placed at the output
pixel address (x_, v_). When calculating the horizontal and
vertical input indexes X, v,, address mapping unit 222 uses
received parameters, discussed below, to determine the
amount of radial gain (1.e., horizontal and vertical scaling)
applied to the output pixel address (x_, y_) 1n order to account
for warping in the input image, and the amount of horizontal
gain (1.¢., horizontal scaling) and vertical offset (1.e., vertical
shifting) to be applied to the output pixel address (x_, y_) 1n
order to account for variation between the desired perspective
in the output image and the original perspective 1n the cap-
tured 1mage.

In 1mage processor 200, address mapping unit 222 calcu-
lates and outputs horizontal and vertical indexes x,, y, as
integer valuesx., ,v. . Theindexesx, .y,  aretransmittedto
the buffer 224, which outputs the corresponding input pixel
value 1.(x,, ., v...) as output pixel value f (x_, v_) to a storage
device, e.g., a random access memory 1094 (FIG. 10).

It should be understood that pixel values of an 1image are
organized as a grid of (MxN) coordinates. Each input pixel
value 1.(x, v) and output pixel value 1 (X, y) 1s assigned a
corresponding pixel address of Cartesian coordinates (X, ,.
y) measured from the top left corner of the grid. It should be
understood that, for addressing purposes, the horizontal and
vertical indexes x, y of the mput pixel address are integer
values. Thus, 1n 1mage processor 200, the horizontal and
vertical input indexes x ., y, calculated by the address mapping,
unit 222 (as described below) are integer values X, ., v, .. As
described 1n later embodiments (e.g., image processor 300 of
FIG. 3), however, it may be desirable to calculate the hori-
zontal and vertical input indexes X, v, as scaled floating point
values with integer components x and fractional com-
ponents X . rions Y praction:

It should also be understood that the mput and output
images may have differing numbers of pixels (i.e., different
values of M and N), and thus different center addresses. The
potential difference between center pixel addresses of the
input 1image 110 and the output image 114 can be accounted
for by performing image processing on the oifset of the
respective horizontal and vertical indexes (i.e., calculating
how far the corresponding horizontal and vertical input
indexes x,, y, are from the center of the captured image 110),
as described further below.
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The corresponding input pixel address (x,, ., v, ) represents
a portion of the captured image which, after dewarping and
perspective correction, properly belongs at the output pixel
address (x_, v _). For example, referring back to FIGS. 1A and
1C, to generate perspective-corrected and dewarped 1mage
114, each pixel address of the output image had a correspond-
ing input pixel address in the captured image 110, the corre-
sponding iput pixel address being determined by address
mapping unit 220. In perspective-corrected and dewarped
image 114, the pixel addresses of the pixels showing the lines
116 (now straight) would be approximately vertical, yet their
pixel value would be determined from a corresponding pixel
address constituting the curved edges of lines 116 in captured
image 110.

FIG. 3 1llustrates a block diagram of a second embodiment
of an 1mage processor 300, in accordance with an embodi-
ment for implementing dewarping and perspective correction
as described herein. Image processor 300 also includes a
builer 324, an output address generator 320, and an address
mapping unit 322.

Image processor 300 turther includes an interpolation filter
326. The mterpolation filter 326 and buffer 320 act as a
storage circuit for the plurality of lines of pixel values 1.(x, y),
and output pixel values according to the address mapping unit
322. As with the address mapping unit 222 of image processor
200 (FIG. 2), for each output pixel address (x_, v_) 1n the
output image, address mapping unit 322 calculates horizontal
and vertical input indexes X, y, indicating a corresponding
input pixel address (x,, ., v., .) associated with an input pixel
value f,(x,, ,v. )storedinbuffer 320 to be placed at the output
pixel address (X, v_). Also like address mapping umt 222 of
image processor 200 (F1G. 2), when calculating the horizon-
tal and vertical input indexes x, y,, address mapping unit 322
uses received parameters, discussed below, to determine the
amount of radial gain (1.e., horizontal and vertical scaling)
applied to the output pixel address (x_, vy ) in order to account
for warping in the input image, and the amount of horizontal
gain (1.¢., horizontal scaling) and vertical offset (1.e., vertical
shifting) to be applied to the output pixel address (x_, v_) 1n
order to account for variation between the desired perspective
in the output 1mage and the original perspective 1n the cap-
tured 1mage.

In the 1llustrated embodiment of 1image processor 300, the
horizontal and vertical indexes x, y, are calculated by address
mapping unit 322 as scaled floating point numbers with inte-
ger components X,,,, ¥;,, and fractional components X5, ;...
Y facrions 1€ 1Nteger components X,,., y,,, are transmitted
from address mapping unit 322 to buffer 324, which outputs
the corresponding input pixel value t,(x,, . v, .). In addition to
outputting the corresponding mnput pixel value 1.(x;, ., v, ).
builer 324 also outputs to interpolation filter 326 pixel values
corresponding to a plurality of neighboring input pixel
addresses.

The fractional components X, , ;... Ysucnon are output
from address mapping unit 322 to interpolation filter 326.
Interpolation filter 326 calculates an output pixel value f _(x_,
y_) corresponding to the output pixel address (x_, v_) as a
function of the determined 1nput pixel value 1.(x, ., v. ) and
the neighboring pixel values, according to the fractional com-
ponents X4, s..s ¥ sacrion- £ Or INstance, interpolation filter 326
may interpolate the pixel values output by butler 324, giving
weilght to each pixel value according to the fractional com-
poNents X, ..o..s ¥ sacsion- 1 1€ 1terpolation filter 326 outputs
the calculated output pixel valuef (x_, v _)to a storage device,
e.g., random access memory 1094 (FIG. 10).

In 1mage processor 300, the integer components X, v, .
and fractional components X5, .o,.» ¥ sacrion 01 the horizontal
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and vertical indexes X, y, calculated by address mapping unit
322 may be separated at the output of address mapping unit
322, according to any known methods (e.g., integer and com-
ponent filters). Alternatively, the entire scaled tloating point
values of horizontal and vertical indexes x,, y, may be output
by address mapping unit 322 to both builer 324 and interpo-
lation filter 326, and the inputs of butler 324 and interpolation
filter 326 may each filter the received horizontal and vertical
indexes X, y, to recetve the appropriate components.

In another embodiment of 1mage processor 300, address
mapping unit 322 may instead calculate the horizontal and
vertical indexes x, v, as mteger values (x,, ., v, .), and calcu-
late the output pixel value 1 _(x_, v_) according to pre-deter-
mined processes. In this alternative embodiment, address
mapping unit 322 communicates the horizontal and vertical
indexes x,, y, to buffer 324. Buffer 324 outputs the corre-
sponding input pixel value 1.(x, ., v, ) and the input pixel
values corresponding to a plurality of neighboring input pixel
addresses to interpolation filter 326. Because the horizontal
and vertical indexes X, v, are calculated as integer values x,, .
y. ., rather than recetving and using fractional components
X fractions Yractions 11t€rpolation filter 326 calculates an output
pixel value t_(x_,y_)according to pre-determined processes,
such as averaging ol the pixel values output by butfer 324, and
outputs I _(x_, v ) to a storage device, e.g., random access
memory 1094 (FI1G. 10).

FIG. 4 shows a functional diagram of a first embodiment of
an address mapping unit 400 that can be used in the 1image
processor 300 described above. Address mapping unit 400
determines the horizontal and vertical indexes X, y, corre-
sponding to an mnput pixel address (x., ., v, .) of the input
image 1.(x, v) stored in the butler 324 (FIG. 3). The pixel value
stored at the input pixel address (x,, ., v. J)1sused to determine
the pixel value corresponding to the desired output pixel
address (x_, vy ), allowing for dewarping and perspective cor-
rection of the mput image. To preserve horizontal straight
lines 1n the dewarped 1mage, the address mapping unit 400
implements perspective correction with linear scaling hori-
zontally about the center of the image, and shifting vertically.

Address mapping unit 400 calculates corresponding input
address indexes x., y, as described below. In the described
embodiment, the input address indexes x, v, are calculated as
scaled floating point values having integer components X, _,
Y., and fractional components X, ..o ¥sacrions SUCh as for
use 1n 1mage processor 300 (FIG. 3). In another embodiment,
however, the input address indexes X, y, may be calculated as
integer values, such as for use with image processor 200 (FI1G.
2), or with other embodiments of an 1image processor with an
address mapping unit which does not use fractional compo-
NeNts X, rions Ypacion FOr €xample, the horizontal ndex
polynomial function generator 430, vertical index polyno-
mial function generator 432, and radial gain polynomial func-
tion generator 434 may be configured such that their respec-
tive outputs are integer values.

Address mapping unit 400 receives the horizontal and ver-
tical output indexes x_, y_ from the output address generator
320 (FIG. 3). Address mapping unit 400 also receives three
sets of polynomial function coeflicients: horizontal index
polynomial coellicients P, ; vertical index polynomial coetii-
cients P ; and radial gain polynomial coefficients P,. Hori-
zontal index polynomial coetficients P, are used by address
mapping unit 400 to calculate the horizontal gain g_, in order
to account for the horizontal scaling of perspective correc-
tion. Vertical index polynomial coetficients P, are used by
address mapping unit 400 to calculate the vertical offsety 5, 1n
order to account for the vertical shifting of perspective cor-
rection. Radial gain polynomial coefficients P, are used by
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address mapping unit 400 to calculate the radial gain g, 1n
order to account for the horizontal and vertical scaling of
dewarping.

The sets of polynomial function coetticients P,, P, P, may
be mput from an external program or a user, or may be
pre-programmed 1n address mapping unit 400 as based on
known dewarping and perspective correction values for a
particular 1maging system, or for a desired result. For
example, 1t may be desirable to input horizontal and vertical
index polynomial coefficients P,, P,, calculated through

X2

known processes, based upon the desired perspective. It may
also be desirable to store radial gain polynomial coelficients
P 1n the address mapping unit 400 11 address mapping unit
400 1s configured for recerving an input image ifrom a camera
system (e.g., system 1000 of FIG. 10) having a lens 1090
having a known amount of 1mage warping.

Address mapping unit 400 also receives an output horizon-
tal perspective center index x_,, which represents the hori-
zontal center of the output 1mage, and an optical horizontal
perspective center index x_,, which represents the location of
the horizontal center for the desired perspective of the input
image. These values also may be input from an external
program or a user, or may be pre-programmed 1n address
mapping unit 400. Address mapping unit 400 also receives
horizontal and vertical optical center indexes x__ ... V__ ..
respectively, which represent the center pixel address of the
input 1image. FIG. 5 illustrates these indexes 1n association
with pixels 1n an mput 1mage 310 and output image 514.

It should be understood that embodiments of address map-
ping units described herein, such as address mapping units
400 (FIG. 4), 600 (FIG. 6), and 700 (FIG. 7), implement both
dewarping and perspective correction, the described address
mapping units may only perform one or the other process. For
example, 1 horizontal index polynomial coetficients P_ are
chosen such that the horizontal gain g =1, and vertical index
polynomial coetlicients P, are chosen such that y =y, and
X pi— X conzers NO perspective correction will be applied to the
input image. Similarly, 1f radial gain polynomial coefficients
P are chosen such that the radial gain g =1, no dewarping will
be applied to the mput image.

In the illustrated embodiment shown 1n FIG. 4, address

mapping unit 400 first computes perspective-corrected hori-
zontal and vertical indexes X, y,,, respectively. The perspec-
tive-corrected indexes X, y, represent the address (x,,, y,) of
the input pixel value corresponding to the desired output pixel
address (x_, v,) after the input image 1s linearly scaled and
shifted to implement perspective correction.
The perspective-corrected vertical index y, may be calcu-
lated by address mapping unit 400 as described below. The
vertical output index y_ 1s input 1nto a vertical index polyno-
mial function generator 430. The vertical index polynomaial
function generator 430 also recerves the set of vertical index
polynomial coefficients P,. The result of the vertical index
polynomial function generator 430, perspective-corrected
vertical index y,, accounts for vertical shifting to be imple-
mented during perspective correction.

The perspective-corrected horizontal index x,, may be cal-
culated by address mapping unit 400 as described below. The
vertical output index vy 1s input into a horizontal index poly-
nomial function generator 432. The horizontal index polyno-
mial function generator 432 also recerves the set of horizontal
index polynomial coefficients P_. The horizontal index poly-
nomial function generator 432 calculates and outputs a per-
spective-corrected horizontal gain g . The perspective-cor-
rected horizontal gain g, represents the amount of gain (1.e.,

horizontal scaling) to be applied to the horizontal offsetx .,
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according to the vertical output index y_, 1n order to imple-
ment the desired perspective correction.

The horizontal output index x, 1s input 1nto a first subtrac-
tion circuit 431 along with the output horizontal perspective
center index x_,,, the result of which 1s the horizontal offset
X ger 1 N€DOr1zontal offsetx . .1s entered into a first product
circuit 433 along with the perspective-corrected horizontal
gain g . The output product X xg, 1s entered into a first
summing circuit 433 along with the imput horizontal perspec-
tive center mdex x_,,, thus adjusting the corrected horizontal
offset X, ».,xg, to be relative to pixel addresses in the mput
image, and centered at the desired new perspective center.
The output of the first summing circuit 433, X, +(X,, 5. X2.):
gives the value of the perspective-corrected horizontal index

Ap

In the 1llustrated embodiment, the vertical output index y_
remains constant for a line (X, _. ,,, V) 0of output pixel values.
Theretore, the perspective-corrected vertical index y,, and the
perspective-corrected horizontal gain g _also remain constant
for a line (X515 Va) 01 output pixel values.

In the illustrated embodiment, the address mapping unit
400 also accounts for dewarping of the pixel image when
calculating horizontal and vertical input indexes correspond-
ing to the horizontal and vertical output indexes x_, y_ of the
desired output pixel address (x_, v, ). Horizontal and vertical
input mndexes X, v, can be determined from the perspective-
corrected horizontal and vertical indexes x ,, v, as described
below.

The horizontal and vertical optical center indexes x
V ..., which represent the center pixel address (x__, ...
y_.....) of the mput pixel image 1.(x, y), respectively, are
entered 1nto second and third subtraction circuits 437, 438
along with the perspective-corrected horizontal and vertical
indexes X, y,, respectively. The results of the second and
third subtraction circuits 437, 438 are the horizontal and
vertical optical offsets x,,,, ¥,,,- The horizontal and vertical
optical offsets x,,,, y,,,, are each squared in second and third
product circuits 439, 440, respectively, and both squared opti-
cal offsets xﬂpfj yﬂpf are entered 1mnto a second summing
circuit 441. The result of second summing circuit 441 1is
squared radius r°, which represents the radial distance of the
perspective-corrected pixel address (x,, y,) from the center
pixel address (x__, ..., V.........) of the input image 1.(x, v).

The squared radius r~ is input into a radial gain polynomial
function generator 434. Radial gain polynomial function gen-
crator 434 also receives the set of radial gain polynomial
coellicients P,. Radial gain polynomial coetficients P, may be
programmed based on the degree of warping of the input
image {.(X, y). The radial gain polynomaial function generator
434 outputs the radial gain g,.

The horizontal and vertical optical offsets x_ ., y,,, are
cach multiplied by the radial gain g, at fourth and fifth product
circuits 442, 443. At third and fourth summing circuits 444,
445, the horizontal and vertical optical center indexes x

Cerr e

cepter?

y._....... are added back to the respective dewarped horizontal
and vertical optical offsets x , xg,, v, Xg,, thus centering the
dewarped horizontal and vertical offset optical offsets x__ x
2., Voo Xg, relative to the center pixel address (X_,,ze,» ¥ cenzer)
of the nput 1image 1,(x, y). The resulting sums (x,,xg, )+
X conters Y opX & )+Y cenzer YePresent the respective horizontal
and vertical input indexes X, y, indicating the address of the
iputpixel value 1.(x,, ., v, ) that will be used to determine the
output pixel valuet (x_,y_ ) atthe desired output pixel address
(X5 ¥o)-

FIG. 6 shows a functional diagram of a second embodi-
ment of an address mapping unit 600 that can be used in
processors 200, 300 described above. Address mapping unit
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600 1s similar to address mapping unit 400 (FI1G. 4), and like
numerals and functions indicate like elements. In address
mapping unit 600, however, the output of the radial gain
polynomial function generator 434 1s used by a reciprocal
function block 636. The reciprocal of the output of the radial
gain polynomial function generator 434 1s used as the radial
gain g . By taking the output of the reciprocal function block
636 as the radial gain g,, address mapping unit 600 may
provide better dewarping when a low-order polynomial func-
tion generator 1s used for the radial gain polynomial function
generator 434.

As with address mapping unit 400 (FIG. 4), the 1llustrated
embodiment of address mapping unit 600 calculates corre-
sponding input address indexes X, y, as scaled floating point
values, such as for use by the interpolation filter 326 of image
processor 300 (FIG. 3). In another embodiment, however, the
mput address idexes X, y, may be calculated as integer
values (1.¢., the horizontal index polynomial function genera-
tor 430, vertical index polynomial function generator 432,
and radial gain polynomial function generator 434 are con-
figured such that their respective outputs are integer values),
such as for use with image processor 200 (FIG. 2), or with
other embodiments of an 1mage processor with an
address mapping unit which does not use fractional compo-
NeNtS Xy, crions ¥ fraction:

FIG. 7 1s a functional diagram of a third embodiment of an
address mapping unit 700. Address mapping unit 700 uses
multiplexers to reduce the number of polynomial function
generators used 1n the computation, thus reducing the size of
address mapping unit 700. Because the polynomial functions
calculated for perspective correction (1.e., the vertical optical
offset y,,, and the perspective-corrected horizontal gain g )
are calculated using the vertical output index y_ but not the
horizontal output index x_, these polynomial functions
remain constant for a line of output pixel values (X, ., V)
and need only be calculated once per line of output pixel
values. Accordingly, the vertical optical oftset y, ,, and the
perspective-corrected horizontal gain g, may be determined
by polynomials of twice the length as those used for calcu-
lating the radial gain g, and stored in registers 762, 766 for
use 1n processing all pixels 1n the respective line.

Address mapping unit 700 includes a polynomial function
generator 750. In the illustrated embodiment, the polynomial
function generator 750 calculates all polynomial functions
for the perspective-corrected horizontal gain g_, the perspec-
tive-corrected vertical mdex y,, and the radial gan g,.
Address mapping unit 700 also includes a parameter multi-
plexer (PMUX) 756, a variable multiplexer (VMUX) 758,
and a coordinate multiplexer (RMUX) 760. The multiplexers
756,758, 760 are controlled by a control unit 754. Polynomaial
function generator 750 receives mput from the parameter
multiplexer 756 and variable multiplexer 758.

Address mapping unit 700 receives an output horizontal
perspective center index x_,,, an optical horizontal perspec-
tive center index x_ ., and horizontal and vertical optical
centerindexesx__ ..V . . respectively. Asin address map-
ping units 400 (FIG. 4) and 600 (FIG. 6), 1n address mapping
unit 700, the output horizontal perspective center index x_,,,
represents the horizontal center of the output image, the opti-
cal horizontal perspective center index x_,, represents the
location of the horizontal center for the desired perspective of
the mput image, and the horizontal and vertical optical center
indexesx__ .y __ . respectively, represent the center pixel
address of the mput image. Address mapping umt 700 uses
the difference of optical horizontal perspective center index
X.,; and horizontal optical center indexes x_,,.,, thus the
value of the difference x_,,—x

Cpr’
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than the individual values. The center indexes x_,,, X_,;
X . Y. may beinput from an external program or user,
or may be pre-programmed 1n address mapping unit 700.
Address mapping unit 700 also includes a horizontal gain
register 766 for storing the perspective-corrected horizontal
gain g _, a vertical optical offset register 762 for storing the

.

vertical optical offset y . a squared vertical optical offset
register 764 for storing the squared value of the vertical opti-
cal offsety,, 2, and an odd polynomial register 768 for storing
odd terms y,, ;44 2. oax ©1 the perspective-corrected vertical
index y, and the perspective-corrected horizontal gain g _,
both of which are output by the polynomial function genera-
tor 750. Outputs of the registers 766, 762, 764, 768 are also
controlled by the control unit 754, as described below.
Parameter multiplexer 756 receives five inputs, each of
which 1s one of five sets of polynomial coetficients: the odd
P, ssandevenP terms for the vertical index polynomial

V even
coetlicients P ; the odd P, ,,,and even P, ,,, terms for the

horizontal 1ndex polynomial coefiicients P_; and the radial
gain polynomial coetficients P,. The polynomial coetlicients
P, ouar P P P P_may be input {from an external

Vv even’ - x odd’ - x evern?
program or a user, or may be pre-programmed in address
mapping unit 700. The odd P, ;. P, .. and even P

Vv even’

P__. . terms for the horizontal and vertical index polynomaial
coeflicients P,, P, may be received separately by address
mapping unit 700, or separated at the iput to the parameter
multiplexer 756.

Variable multiplexer 758 recetrves five imputs, the first four
of which are the squared value of the vertical output index
(y,)?, as output by a first product circuit 759. The final input
to variable multiplexer 758 is a squared radius r* determined
for each output pixel address (x_, v, ).

Coordinate multiplexer 760 receives two inputs, the first
being the vertical optical offset y_ . stored in the vertical
optical offset register 762. The other input to coordinate mul-
tiplexer 760 1s the horizontal optical offset x,, .. Thus, only the
final mputs to both variable multiplexer 758 (1.e., squared
radius 1) and coordinate multiplexer 760 (i.e., horizontal
optical offset x,, ) change within a given row of output pixel

values (Xq_.a1p Yar).

Address mapping unit 700 also includes several switches
751, 753, 755, 757 further described herein. The first switch
751 separates terms of polynomials v, and g_ from the radial
gain polynomial g, when these polynomials are output by the
polynomial function generator 750. The second switch 753
separates eVen terms Y, ,,.,.» & oye, romodd y, . n 2. oua
terms of the perspective-corrected vertical index y, and the
perspective-corrected horizontal gain g . The third switch
755 separates the perspective-corrected vertical index y,
from the perspective-corrected horizontal gain g_. The fourth

switch 757 separates the squared value of the vertical optical

olffset yﬂpf from the squared value of the horizontal optical
offset x__*. The switches 751, 753, 755, 757 switch between

opt
one of hfro positions, creating alternate connections depend-
ing upon the current cycle of the address mapping unit 700, as
turther described below. The switches 751,753, 755, 757 may
be controlled by control unit 754, or alternatively may be
seli-controlled according to alternating input values.

The address mapping unit 700 calculates corresponding
input address indexes x, y, as described below. In the
described embodiment, the mput address indexes x,, y, are
calculated as scaled floating point values, such as for use with
interpolation filter 326 of image processor 300 (FIG. 3). In
another embodiment, however, the input address indexes x.,
y. may be calculated as integer values, such as for use with

image processor 200 (FIG. 2).
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The operation of address mapping unit 700 1s described
herein. For each row of output pixel addresses, address map-
ping unit 700 cycles through five different states. The first two
states determine the odd and even terms of the vertical optical
offset y, .. The second two states are used to determine the
odd and even terms of the perspective-corrected horizontal
gain g . In the final state, the horizontal and vertical 1nput
indexes x, y, corresponding to each output pixel address (x_,
y_) in the row of output pixel addresses (X, ., V) are deter-
mined and output by address mapping unit 700.

Beginning with each new row of output pixel addresses,
address mapping unit 700 1s set to the first state. The control
module 754 1s programmed to set parameter multiplexer 756
and variable multiplexer 758 to output their respective first
inputs. First switch 751 1s set to direct the output of the
polynomial function generator 750 to the second switch 753,
which 1n turn 1s set to output to odd polynomial register 768.
Odd polynomial register 768 1s set to recerve a value for
storing.

Address mapping unit 700 recerves output pixel indexes x_,
y_ of the desired output pixel address (x_, y_) from output
address generator 320 (FIG. 3). Vaniable multiplexer 758
outputs the squared vertical output index y,* to polynomial
function generator 750. Parameter multiplexer 756 outputs
the odd terms P, ;, of the vertical index polynomial coetti-
cients P, to the polynomial function generator 750. The poly-
nomial function generator 750 produces the odd terms y, ;s
of the perspective-corrected vertical index y,, which pass
through first and second switches 751, 753 and are tempo-
rarily stored in odd polynomaial register 768.

Address mapping unit 700 1s next set to the second state.
Control module 754 switches the second switch 753 to output
to a first summing circuit 763, and the third switch to direct
the output of the first summing circuit 763 to a first subtrac-
tion circuit 765. The odd polynomial register 768 is set to
output the odd terms y,, ., of the perspective-corrected ver-
tical index y, to a second product circuit 761, where 1t 1s
multiplied by the vertical output index vy .

Control module 754 also switches the parameter multi-
plexer 756 and the variable multiplexer 758 to output their
respective second mputs (1.e., P, ., and y,) to the polyno-
mial function generator. The polynomial function generator
750 computes the even terms y,, ,,,, 01 the perspective-cor-
rected vertical index y, from the even coefficients P, of

EVEF

the vertical index polynomial coetlicients P, and the squared
vertical output index y,°. The even terms Y, even O1 the per-
spective-corrected vertical index y,, are passed through first
and second switches 751, 753 and nput to a first summing
circuit 763 with the odd terms y, ;, output by the second
product circuit 761, thus producing the perspective-corrected
vertical index y . The perspective-corrected vertical index y,,
passes through the third switch 753, the vertical optical center
index y__ . 1s subtracted at first subtraction circuit 765, and
the resulting vertical optical otfsety,_ , 1s stored in the vertical
optical offset register 762.

Address mapping unit 700 1s next set to the third state. First
switch 751 remains set to direct the output of the polynomial
function generator 750 towards second switch 753, while
second switch 753 is reset to output to odd polynomial reg-
ister 768. Odd polynomaial register 768 1s set to recerve a value
for storing.

Control module 754 switches the parameter multiplexer
756 and the variable multiplexer 758 to output their respective
third 1inputs to the polynomial function generator 750. Vari-
able multiplexer 758 outputs the squared vertical output index
y,°, while parameter multiplexer 756 outputs the odd terms
P__ . .ofthe horizontal index polynomial coetlicients P_. The

A
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polynomial function generator 750 produces the odd, terms
g ..ol the perspective-corrected horizontal gain g_; the odd
terms g, _ .. are temporarily stored in the odd polynomial
register 768.

Address mapping unit 700 1s next set to the fourth state.
Control module 754 sets second switch 733 to output to first
summing circuit 763, and sets third switch 753 to direct the
output of the first summing circuit 763 to the horizontal gain
register 766. The odd polynomial register 768 1s set to output
the odd terms g_ _ ., of the perspective-corrected horizontal
gain g_to second product circuit 761, where they are multi-
plied by the vertical output index v ..

Control module 754 also switches the parameter multi-
plexer 756 and the variable multiplexer 758 to output their
respective fourth inputs to the polynomial function generator
750. The polynomial function generator 750 computes the
eventermsg __ _ ofthe perspective-corrected horizontal gain
g _from the squared vertical output index y,” and the even
terms P of the horizontal index polynomial coellicients

X EVEF:

P_. The even terms g_ . of the perspective-corrected hori-
zontal gain g_are passed through first and second switches
751, 753 and input to a first summing circuit 763 with the odd
terms g_ _ ., output by the second product circuit 761, thus
producing the perspective-corrected horizontal gain g.. The
perspective-corrected horizontal gain g, passes through third
switch 755 and 1s stored in the horizontal gain register 766.
This value of the perspective-corrected horizontal gain g, 1s
maintained 1n the horizontal gain register 766 and used to
calculate corresponding input pixel addresses (x, y,) for the
rest of the row of desired output addresses (Xq_ .1 Var)-

During either the third or fourth states of the polynomial
function generator 750, control module 754 sets radial gain
multiplexer 760 to output 1ts first input, and sets fourth switch
757 to output to the squared vertical optical ofiset register
764. The vertical optical offset y, , 1s output by the vertical
optical offset register 762, squared by a fourth product circuit
770, passed through the fourth switch 757, and stored 1n the
squared vertical optical ofiset register 764. This squared ver-
tical optical offset yﬂpf 1s used to calculate corresponding
input pixel addresses (x, y,) for the rest of the row of desired
output addresses (X, .as Va)-

Address mapping unit 700 now enters the final state. With
the squared vertical optical offset yﬂpf and perspective-cor-
rected horizontal gain g, calculated through the first four
states, corresponding horizontal and vertical input indexes
can be determined for each desired output address 1n the row
(X5 .15 Yar), as described below.

Control module 754 sets parameter multiplexer 756, vari-
able multiplexer 758, and radial multiplexer 760 to output
their respective final iputs. Parameter multiplexer 756 out-
puts the radial gain coetficients P, to the polynomial function
generator 750. First switch 751 1s set to output to a reciprocal
tfunction block 752, and fourth switch 757 1s set to output to a
third summing circuit 771. Squared vertical optical oifset
register 764 1s set to output the squared vertical optical oifset
yﬂpf to the third summing circuit 771, and horizontal gain
register 766 1s set to output the horizontal gain g, to a third
product circuit 768.

Each horizontal output index x_ 1s mput mmto a second
subtraction circuit 767, where the output horizontal perspec-
tive center mndex x_,, 1s subtracted. In a third product circuit
768, the resulting horizontal offset x_ » . 1s multiplied by the
perspective-corrected horizontal gain g_that 1s output by the
horizontal gain register 766. This product x . xg 1S
summed by second summing circuit 769 with the difference
of the input horizontal perspective center index X_,; and the
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horizontal optical center index x
summation (X
offset x, ..
Radial multiplexer 760 receives and outputs the horizontal
optical offset x_ ,, which 1s then squared by tfourth product
circuit 770 to generate a squared horizontal optical offset
X0y . The squared horizontal optical offset Xy Zis directed by
fourth switch 757 into the third summing circuit 771 along
with the squared vertical optical oifset yﬂpf output by the
squared vertical optical offsetregister 764. The sum output by
third summing circuit 771 is the squared radius r*. Variable
multiplexer 758 receives and outputs the squared radius r* to
polynomial function generator 750. Parameter multiplexer
756 outputs the set of radial gain polynomial coefficients P to
the polynomaial function generator 750. Polynomaial function
generator 750 generates the radial gain g , which then passes
through first switch 751 and reciprocal function block 752.
Both the stored vertical optical otfset y, . and the current
horizontal optical offset x , are multiplied by the radial gain
g at fifth and sixth product circuits 772, 773, respectively.
These values are then oflset by the horizontal and vertical
optical center indexesy__ . ., X __ . at fourth and fifth sum-
ming circuits 774, 775, thus centering the dewarped horizon-
tal and vertical offset optical offset indexes X, ,,Xg,, ¥, X2,
relative to the center pixel address (x__, ... V... ....) of the input
image 1,(x, y). The resulting sums (X_, X2 )+X o, s0m (Yo,X
g +y_ .. .. represent the respective horizontal and vertical
input indexes x,, y, that will be used to determine the pixel
value 1(x_, v_) at the desired output pixel address (x_, v_).
FIG. 8 1s a functional diagram of a polynomial function
generator 800, 1n accordance with polynomial function gen-
erators (1.e., polynomial function generators 430, 432, 434 1n
FIGS. 4 and 6, and polynomial function generator 750 1n FI1G.
7) used in embodiments described herein. Polynomial func-
tion generator 800 generates N” order polynomial equation
g(a) from the input variable a and a set of constant coeificients
P=[po, Di> P55 - - - » Par1> Pad- The mput variable a passes
through successive multipliers 876 to produce increasing
powers of a (i.e., a, a°, a” ... a" ', a"). These increasing
powers of a are multiplied by individual coefficients P=[p,,
Doy - . .5 Darts Pal, and summed together along with the 07
order coefficient p, to produce the N” order polynomial equa-

tion shown 1n Equation 1:

—onrors ANd the result of the

cpi—Xconter) T XomeXE,) 18 the horizontal optical

g(@)=Prxa™+Py a" 7 ... +P,a’+P a+P,, Equation 1:

The above described embodiments provide spatially efli-
cient methods and apparatuses for implementing dewarping
and/or perspection correction when processing an 1nput
image. Although certain advantages and embodiments have
been described above, those skilled 1n the art will recognize
that substitutions, additions, deletions, modifications and/or
other changes may be made. For example, the product, sum-
ming, and subtraction circuits in embodiments described
herein may be implemented by a single arithmetic circuit or
program, multiple circuits or programs, or through other
known circuits or devices. The processing described may be
implemented on a stand-alone 1image processor, as part of an
imaging device, or as part of a system-on-chip device that
contains i1mage acquisitions and processing circuitry. The
polynomial function generators 1 the embodiments
described herein may be of any approprate order for image
processing. Accordingly, embodiments of the image proces-
sor and address mapping units are not limited to those
described above.

The 1image processing described in embodiments herein
may be implemented using either hardware or software or via
a combination of hardware and software. For example, in an
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integrated system-on-chip semiconductor CMOS 1maging
device 900, as illustrated 1n FIG. 9, the dewarping and/or
perspective correction may be implemented within a hard-
ware 1mplemented image processor 300. FIG. 9 illustrates a
simplified block diagram of a system-on-chip semiconductor
CMOS mmaging device 900 having a pixel array 980 includ-
ing a plurality of pixel cells arranged 1n a predetermined
number of columns and rows. Each pixel cell 1s configured to
receive incident photons and to convert the incident photons
into electrical signals. Pixel cells of pixel array 980 are output
row-by-row as activated by a row driver 981 1n response to a
row address decoder 982. Column driver 984 and column
address decoder 985 are also used to selectively activate indi-
vidual pixel columns. An 1imager control circuit 983 controls
address decoders 982, 985 for selecting the appropriate row
and column lines for pixel readout. The control circuit 983
also controls the row and column driver circuitry 981, 984
such that driving voltages may be applied.

To capture an 1image, the imager control circuit 983 triggers
the pixel array 980, via the row and column decoders 982, 985
and row and column drivers 981, 984 to capture frames of an
image. For each frame captured, each pixel cell generally
outputs both a pixel reset signal v, . and a pixel image signal
Vg Which are read by a sample and hold circuit 986 accord-
ing to a sampling scheme, for example, a correlated double
sampling (“CDS”) scheme. The pixel reset signal v, . repre-
sents a reset state of a pixel cell. The pixel image signal v,
represents the amount of charge generated by the photosensor
in the pixel cell 1n response to applied light during an 1nte-
gration period. The pixel reset and image signals v, v, are
sampled, held and amplified by the sample and hold circuit
986.

The sample and hold circuit 986 outputs amplified pixel
reset and image signals V, . V.. The ditference between 'V,
and V__ represents the actual pixel cell output with common-
mode noise eliminated. The differential signal (e.g., V,_—
Vi) 18 produced by differential amplifier 987 for each read-
out pixel cell. The differential signals are digitized by an
analog-to-digital (A/D) converter 988.

The analog-to-digital converter 988 supplies the digitized
pixel signals 1.(X,v) to image processor 300, which receives
and stores the pixel signals from the ADC 988 and performs
dewarping and perspective correction, as described above. In
the 1llustrated embodiment, 1image processor 300 includes
output address generator 320, address mapping unit 322,
butiler 324, and interpolation filter 326. Image processor 300
outputs pixel signals 1{(x_, y_) for storage in a memory, such as
the random access memory 1094 (F1G. 10).

Embodiments of the methods and apparatuses described
herein may be used 1n any system which employs a moving,
image or video imaging device, including, but not limited to
a computer system, camera system, scanner, machine vision,
vehicle navigation, video phone, surveillance system, auto
focus system, star tracker system, motion detection system,
image stabilization system, and other imaging systems.
Example digital camera systems in which the invention may
be used include video digital cameras, still cameras with
video options, cell-phone cameras, handheld personal digital
assistant (PDA) cameras, and other types of cameras.

FIG. 10 shows a typical system 1000 1n which an imaging
device 900 implementing an embodiment of the image pro-
cessor 300 described herein may be employed; in this
example, a digital camera. The system 1000 includes an
imaging device 900 that includes either software or hardware
to implement the 1mage processing 1n accordance with the
embodiments described above. System 1000 also may

include a processing unit 1093, such as a microprocessor, that
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controls system functions and which communicates with an
input/output (I/0) device 1096 over a bus 1092. Imaging
device 1000 also communicates with the processing unit 1093
over the bus 1092. System 1000 also includes random access
memory (RAM) 1094, and can include removable storage
memory 1095, such as flash memory, which also communi-
cates with the processing unit 1093 over the bus 1092. Lens
1090 focuses an 1image on a pixel array of the imaging device
900 when shutter release button 1091 1s pressed.

It should be noted that although the embodiments have
been described with specific reference to CMOS 1maging
devices, they have broader applicability and may be used 1n
any 1maging apparatus which generates pixel output values,
including charge-coupled devices CCDs and other imaging
devices.

What 1s claimed as new and desired to be protected by
Letters Patent of the United States 1s:

1. An image processor that creates an output image from an
input 1mage, the 1mage processor comprising:

a storage circuit that stores a plurality of lines of pixel
values from the input 1image, each pixel value having an
associated mput pixel address, and outputs pixel values
as an output 1mage;

an output address generator that specifies an output address
for a pixel value 1n the output image; and

an address mapping unit that recerves the output address
and determines at least one input pixel value from the
input 1mage stored in the storage circuit which the stor-
age circuit should associate with the output address,
wherein the address mapping umt provides dewarping of
the input image by applying vertical scaling to a vertical
output index of the output address and horizontal scaling
to a horizontal output index of the output address to
determine dewarped horizontal and vertical indexes cor-
responding to an input pixel address, wherein the
address mapping unit further comprises:

a first polynomial function generator that determines a
radial gain for the horizontal and vertical scaling of
dewarping by using a squared horizontal offset value and
a squared vertical offset value.

2. The 1image processor of claim 1, wherein the storage

circuit further comprises:

a buffer circuit that recerves the plurality of lines of pixel
values from the mput image and outputs at least one of
the pixel values 1n accordance with the address mapping
unit.

3. The 1mage processor of claim 2, wherein the storage

circuit further comprises:

an nterpolation filter that receives the at least one of the
pixel values that 1s output from the buffer and uses
interpolation to produce a corresponding output pixel
value.

4. The image processor of claim 1, wherein the address
mapping unit provides perspective correction of the input
image by applying vertical shifting to a vertical output index
of the output address and horizontal scaling to a horizontal
output index of the output address, and outputs perspective-
corrected horizontal and vertical indexes corresponding to an
input pixel address.
5. The image processor of claim 4, wherein the address
mapping unit further comprises:
a second polynomial function generator that provides the
vertical shifting for the perspective correction; and

third polynomial function generator that provides a hori-
zontal gain for the horizontal scaling for the perspective
correction.
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6. The 1mage processor of claim 1, wherein the address
mapping unit 1s further configured to perform:

perspective correction of the imput image by applying ver-
tical shifting to a vertical output index of the output
address and horizontal scaling to a horizontal output
index of the output address to determine perspective-
corrected horizontal and vertical indexes and

wherein the dewarping 1s perfomed on the perspective-
corrected vertical index and the perspective-corrected
horizontal index.

7. The 1mage processor of claim 1, wherein the 1mage
processor 1s part of a system for capturing and processing the
input 1image, the system further comprising:

an 1maging device having a pixel array; and

an 1mager control circuit for controlling capture of the
input 1mage.

8. The image processor of claim 7, wherein the system 1s

contained on a single chip.

9. An 1mage processor that creates an output image from an
input 1mage, the 1mage processor comprising:

a storage circuit that stores a plurality of lines of pixel
values from the input 1image, each pixel value having an
associated input pixel address, and outputs pixel values
as an output 1mage;

an output address generator that specifies an output address
for a pixel value 1n the output image; and

an address mapping unit that receives the output address
and determines at least one mput pixel value from the
input 1mage stored 1n the storage circuit which the stor-
age circuit should associate with the output address,
wherein the address mapping unit provides dewarping of
the mput 1image, wherein the address mapping unit 1s
configured to provide:

perspective correction of the imput 1image by applying ver-
tical shifting to a vertical output index of the output
address and horizontal scaling to a horizontal output
index of the output address to determine perspective-
corrected horizontal and vertical indexes; and

dewarping of the input 1image by applying vertical scaling
to the perspective corrected vertical output index and
horizontal scaling to the perspective-corrected horizon-
tal mndex to determine horizontal and vertical input
indexes corresponding to an input pixel address, the
address mapping umt further comprising:

a first polynomial function generator that provides a value
for the vertical shifting for the perspective correction;

a second polynomial function generator that provides a
horizontal gain for the horizontal scaling for the per-
spective correction; and

a third polynomial function generator that determines a
radial gain for the horizontal scaling and the vertical
scaling of the dewarping by using a squared horizontal
olfset value and a squared vertical offset value.

10. The image processor of claim 9, wherein the address

mapping unit receives:

the vertical output index and horizontal output index of the
output address provided by the output address generator;

a {irst set of coellicients used by the first polynomial func-
tion generator for determining a vertical ofiset for the
vertical shifting for perspective correction;

a second set of coetlicients used by the second polynomial
function generator for determining a horizontal gain for
the horizontal scaling for perspective correction;

an output horizontal perspective center index representing,
the horizontal center of the output 1mage;
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an optical horizontal perspective center index representing,
the location of the horizontal center for the desired per-
spective of the iput 1image;

a third set of coelficients used by the third polynomial
function generator to determine the radial gain for the
horizontal and vertical scaling of dewarping; and

horizontal and vertical optical center indexes representing
the center pixel address of the input 1image.

11. The image processor of claim 10, wherein the first,
second, and third sets of input coellicients are received from
an external source.

12. The image processor of claim 10, wherein the first,
second, and third sets of iput coelficients are stored 1n the
address mapping unit.

13. The image processor of claim 9, wherein the address
mapping unit further comprises a reciprocal element that
receives an output of the third polynomial function generator
and outputs a reciprocal of the output of the third polynomaial

function generator.

14. An 1image processor that creates an output 1mage from
an input 1mage, the 1mage processor comprising:

a storage circuit that stores a plurality of lines of pixel
values from the input 1image, each pixel value having an
associated mput pixel address, and outputs pixel values
as an output 1mage;

an output address generator that specifies an output address
for a pixel value 1n the output image; and

an address mapping unit that recerves the output address
and determines at least one input pixel value from the
input 1mage stored 1n the storage circuit which the stor-
age circuit should associate with the output address,
wherein the address mapping umt provides dewarping of
the mput 1image, wherein the address mapping unit 1s
configured to provide:

perspective correction of the mput image by applying ver-
tical shifting to a vertical output index of the output
address and horizontal scaling to a horizontal output
index of the output address to determine perspective-
corrected horizontal and vertical indexes; and

dewarping of the input 1image by applying vertical scaling
to the perspective corrected vertical output index and
horizontal scaling to the perspective-corrected horizon-
tal mdex to determine horizontal and vertical input
indexes corresponding to an imput pixel address,
wherein the address mapping unit further comprises:

a first multiplexer that recerves and outputs one of squared
horizontal and vertical optical offset values computed
from pre-programmed perspective-correction coelll-

cients and horizontal and vertical output indexes from an

output address generator;

a second multiplexer that recerves and outputs one of a
squared value of the vertical output index from the out-
put address generator and a sum of the squared horizon-
tal and vertical optical offset values output by the first
multiplexer;

a third multiplexer that receives and outputs one of:

a first set of even and a first set of odd coetficients used
for determining a value for the vertical shifting for the
perspective correction;

a second set of even and a second set of odd coellicients
used for determining a horizontal gain for the hori-
zontal scaling for the perspective correction; and

a fifth set of coellicients used for determining the radial
gain for the horizontal scaling and the vertical scaling
of the dewarping by using a squared horizontal offset
value and a squared vertical offset value;
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a polynomial function generator receiving mput from the
second and third multiplexers; and
a control unit that controls the first, second, and third mul-
tiplexers.
15. The image processor of claim 14,
further comprising a reciprocal element that receives the
radial gain and outputs a reciprocal of the radial gain.
16. A method of processing an input image comprising:
storing a plurality of pixel values of the input 1image 1n a
butler, each pixel of the mput 1image having a corre-
sponding 1nput pixel address;
designating an output pixel address having a horizontal
output index and a vertical output index;
determining an mput pixel address corresponding to the
designated output pixel address by calculating a hori-
zontal iput 1ndex and a vertical input 1ndex, wherein
calculating the horizontal and vertical input indexes pro-
vides dewarping of the input 1mage;
determining an output pixel value associated with the out-
put pixel address based on the pixel value at the corre-
sponding at least one mput pixel address; and
outputting the output pixel value, wherein calculating the
horizontal and vertical input indexes provides for:
perspective correction of the input image by applying ver-
tical shifting to the vertical output index and horizontal
scaling to the horizontal output index to determine per-
spective-corrected horizontal and vertical indexes; and
dewarping of the input image by applying vertical scaling
to the perspective-corrected vertical index and horizon-
tal scaling to the perspective-corrected horizontal index
to determine horizontal and vertical input indexes cor-
responding to an 1mput pixel address which the storage
circuit should associate with the output address, wherein
calculating the horizontal and vertical mput indexes
COmprises:
generating a perspective-corrected vertical index from the
vertical output index and a first set of coetlicients for
determining the amount of vertical shifting;
generating perspective-corrected gain from the vertical
output index and a second set of coelficients for deter-
mining the amount of horizontal scaling for dewarping;
subtracting an output horizontal perspective center index
from the horizontal output index to produce a horizontal
olffset, wherein the output horizontal perspective center
index represents the horizontal center of the output
1mage;
multiplying the perspective-corrected gain and the hori-
zontal offset, and
adding a desired new horizontal perspective center to the
product to generate a perspective-corrected horizontal
index:
subtracting a vertical optical center index from the vertical
output index to produce a vertical optical offset value,
and subtracting a horizontal optical center index from
the horizontal output index to produce a horizontal opti-
cal offset value, wherein the vertical and horizontal opti-
cal center indexes represent the center pixel address of
the input 1image;
calculating the radial gain by:
squaring the horizontal optical ofiset value;
squaring the vertical optical offset value;
generating a radial gain from a sum of the squared hori-
zontal and vertical optical offset values and a third set
of coellicients for determiming the horizontal scaling
and the vertical scaling for the dewarping; and
outputting the radial gain;
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multiplying the vertical optical offset and the radial gain,
and adding the vertical optical center index to the prod-
uct to generate the dewarped vertical index; and

multiplying the horizontal optical offset and the radial
gain, and adding the horizontal optical center index to
the product to generate the dewarped horizontal index.

17. The method of claim 16, wherein the horizontal and
vertical input indexes are calculated as integer values.

18. The method of claim 16, wherein the horizontal and
vertical input indexes are calculated as scaled floating point
values, each having an integer component and a fractional
component.

19. The method of claim 16, wherein the horizontal and
vertical input indexes are equal to the perspective-corrected
horizontal and vertical indexes, respectively.

20. The method of claim 16, wherein the horizontal and
vertical input indexes are equal to the dewarped horizontal
and vertical indexes, respectively.

21. The method of claim 16, wherein calculating the radial
gain further comprises calculating a reciprocal value of the
generated radial gain, and outputting the reciprocal value as
the radial gain.

22. The method of claim 16, wherein the steps of storing a
plurality of pixel values, designating an output pixel address,
determining an mput pixel address, determining an output
pixel value, and outputting the output pixel value are imple-
mented on a single microchip.

23. The method of claim 16, wherein the steps of storing a
plurality of pixel values, designating an output pixel address,
determining an iput pixel address, determining an output
pixel value, and outputting the output pixel value are imple-
mented by a single processing module 1n a computer proces-
SOF.

24. A method of processing an input image, the method
comprising;

storing a plurality of rows of pixel values of the input

image, each pixel of the mput 1image having an 1mnput
pixel address, each input pixel address having a horizon-
tal index and a vertical index; and

generating a row of output pixel values, each output pixel

value having an output pixel address having a horizontal
output index and a vertical output index, wherein each of
the output pixel values 1s determined by:

designating the output pixel address corresponding to the

output pixel value;

determining an input pixel address corresponding to the

designated output pixel address, wherein the determina-
tion includes calculating a horizontal mnput index and a
vertical input index, wherein the determination provides
for at least one of perspective correction and dewarping;
determining the output pixel value associated with the out-
put pixel address based on the stored pixel value corre-
sponding to the determined input pixel address; and
outputting the output pixel value, wherein generating a row
of output pixel values further comprises:
generating a vertical offset perspective-corrected index
and storing 1t 1n a first register; and
generating a perspective-corrected horizontal-gain and
storing 1t 1n a second register,

and wherein determiming an mput pixel address corre-

sponding to the designated output pixel address for each

output pixel address 1n the row of output pixel values

further comprises:

inputting the horizontal output index and an output hori-
zontal perspective center 1n a first subtraction means;

inputting the result of the first subtraction means and the
perspective-corrected horizontal gain stored in the
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second register 1nto a second product means to gen-
erate a perspective-corrected horizontal index;
entering the perspective-corrected horizontal index and
a difference of an optical horizontal perspective cen-
ter and an optical center horizontal index into a second
summing means to generate a horizontal offset per-
spective-corrected 1index;
generating a radial gain based on a square of the hori-
zontal offset perspective-corrected index and a square
of the vertical ofiset perspective-corrected index;
inputting the vertical ofiset perspective-corrected
index and the radial gain into a third product means;
inputting the horizontal offset perspective-corrected
index and the radial gain mto a fourth product means;
inputting a result of the third product means and the
optical center vertical index to a summing means to
generate the mput vertical index; and

20

inputting a result of the fourth product means and the
optical center horizontal index to a summing means to
generate the input horizontal index.

25. The method of claim 24, wherein generating a radial

5 gain further comprises calculating a reciprocal value of the
generated radial gain, and inputting the reciprocal value as the
radial gain into the third product means.

26. The method of claim 24, wherein the steps of storing a
plurality of rows of pixel values of the input image and gen-

10 erating a row of output pixel values are performed on a single
microchip.

277. The method of claim 24 wherein the steps of storing a
plurality of rows of pixel values of the input 1mage and gen-
erating a row ol output pixel values are performed by a single

15 processing module on a computer processor.
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