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IMAGE PROCESSING APPARATUS AND
CONTROL METHOD FOR IMAGE
PROCESSING APPARATUS

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an 1mage processing appa-
ratus that displays reduced images (hereinbelow, referred to
as “thumbnail 1mages™) representing each i1mage when
browsing images and that can display an index display, and a

control method for the 1mage processing apparatus.
2. Description of the Related Art

Image browsing apparatuses that display images formatted
using JPEG (Joint Photographic Experts Group) and the like
on personal computers and television devices and provide
audio-visuals of an 1mage to a user are becoming widespread.
Such 1mage processing apparatuses are called image viewers
or 1mage browsing devices. An image browsing device 1s
generally provided with an index display function, displays a
thumbnail 1image of each 1image arranged 1n plurality on one
screen, and provides the user with an 1image selection inter-
face. This index display function has the advantage that
searching for a desired image 1s facilitated because a user can
browse a plurality of images simultaneously and can actually
confirm the 1mage content.

In addition, 1n order to improve the search performance for
a large number of 1mages, technology has been proposed 1n
which a user selects thumbnail images that are to be displayed
on one screen by using, for example, the image capture times
for each of the image, and the selected images are displayed
as representative 1mages (refer, for example, to Japanese
Patent Laid-Open No. 2008-269490). In this technology, the
images used 1n the index display are grouped by using the
image capture time and the similarities between images
(color, composition and the like), and a representative image
tor each group 1s displayed in an index display. Thereby, 1n the
index display state, the number of operations the user must
perform until the desired 1mage 1s viewed can be reduced.

The index display function can search for a desired 1image
while the user browses 1mages, and on this point, 1t 1s superior
to other image search functions. However, 1t 1s disadvanta-
geous on the point that, in the case 1n which the desired image
1s arranged at a location distantly separated from the screen
(index screen) in the current display, cost and labor (time,
number of operations) are incurred in a search until a desired
image 1s found. For example, 1n an 1mage browsing apparatus
having an index display function, assume a case in which
twenty thumbnail images are displayed 1n one screen. In this
image browsing apparatus, in the case 1n which 1000 images
are browsed, 50 operations must be carried out even when a
page skip function 1s used to move from the first to the last
image. Note that a “page skip function” denotes a function
that simultaneously updates all the images 1n one screen (20
images 1n the present example). In the technology that 1s
disclosed 1n Japanese Laid Open Patent Application, Publi-
cation No. 2008-269490, the effect 1s obtained that the move-
ment between a large number of images can be speeded up by
displaying only representative images in the index display
state. However, there 1s a problem 1n that the user cannot
indicate an index for selecting the representative image that 1s
displayed. Originally, there 1s a condition in which, in the case
in which the user searches for images at a higher speed or the
case 1 which the user wishes to search for images 1n more
detail or the like, search conditions and the like that are
appropriate for each situation cannot be provided.
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It 1s an object of the present invention to provide an 1mage
processing apparatus that can efficiently carry out image
search processing in an index display 1n a short time, and a
control method for an 1mage processing apparatus.

SUMMARY OF THE INVENTION

The apparatus according to the present invention 1s an
image processing apparatus having a function that resolves
the above-described situation, acquires a respective 1image
capture time for each of a plurality of images, and displays an
index display of showing a portion of the images in 1image
capture time sequence using reduced size 1mages (reduced
images). The apparatus being provided with a time difference
calculating device that calculates the 1mage capture time dii-
ferences between 1images based on the information about the
image capture times for each of the images, a display deter-
mination device that selects 1images to be displayed in the
index display as reduced images by comparing the image
capture time differences calculated by the time difference
calculating device with a set threshold, and a display process-
ing device that, using reduced images, displays an index
display of each 1image selected by the display determination
device according to their image capture times.

According to the present invention, in an index display, a
user can carry out image search processing 1n a short time and
cificiently.

Further features of the present mvention will become
apparent from the following description of exemplary
embodiments (with reference to the attached drawings).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a drawing that shows the structure of an 1image
processing apparatus according to an embodiment of the
present 1nvention.

FIGS. 2A-C are drawings that disclose examples of pro-
cessing 1llustrated on an index display screen.

FIG. 3 1s a drawing that 1llustrates an 1image data group that
1s used during an index display image selection and image
display.

FIG. 4 1s a flowchart that shows an example of the proce-
dure for processing 1n which an index display 1mage 1s cre-
ated.

FIGS. SA-D are drawings for explaining the temporal tran-
sition of the index display states using the time differences
between 1images.

FIG. 6 1s a drawing for explaining an example of the tran-
sition of the screen 1image when a page jump function 1s used.

FIG. 7 1s a drawing showing the transition of the screen
images when a direction key 1s pressed at a boundary between
display areas due to an operation instruction of a user.

FIG. 8 15 a flowchart that shows an example of the proce-
dure for the threshold setting process.

FIG. 9 1s a table that shows an example of the time differ-
ence threshold managing table used to obtain threshold infor-
mation.

FIG. 10 1s a flowchart that shows the update process pro-
cedure 1n an index display state.

FIG. 11 1s a schematic drawing that shows the transition of
index display states.

FIG. 12 1s a drawing that 1llustrates an 1mage data group
used during index display image selection and 1image display
in a second embodiment.

FIGS. 13A-B are drawings for explaining the changes 1n an
index display state that uses the time differences between
images 1n the second embodiment.
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FI1G. 14 1s a flowchart showing an example of the procedure
for processing 1n which an index display image 1s created 1n a
third embodiment.

DESCRIPTION OF THE EMBODIMENTS

Below, preferred embodiments of the present invention
will be explained 1n detail with reference to the attached
figures.

FIG. 1 shows an example of the structure of an image
browsing apparatus that serves as an 1mage processing appa-
ratus. Note that FIG. 1 also shows the connection relation-
ships between the equipment and the apparatus and the like
that are used along with the 1mage browsing apparatus 1, and
in the figure, these connection relationships are schematically
shown by a circular mark.

First, an outline of the 1image browsing apparatus 1 will be
explained. The image browsing apparatus 1 includes a func-
tion that presents a still image or a video 1mage to the user.
The image that 1s created by this image browsing apparatus 1
for presentation to the user 1s displayed 1n a monitor 2 that 1s
connected to the 1mage browsing apparatus 1. A digital tele-
vision apparatus 1s an example of an apparatus 1n which the
image browsing apparatus 1 and the monitor 2 are integrally
tormed. Specifically, the embodiment of the present invention
1s not limited to a structure in which the image browsing
apparatus 1 and the monitor 2 are normally separated. In
addition, the operation of the 1mage browsing apparatus 1 by
the user are carried out by using any type of operation 1nstruc-
tion device such as the operation buttons and switches and the
like of the remote control 3. The user can use the remote
control 3 provide instructions for the control for switching the
display of images, the enlarging and reducing process for
images, and the activation or termination of the image brows-
ing apparatus 1.

A still image or a video 1mage 1s provided for display to the
image browsing apparatus 1 from a recording medium 4 or
via a network 5. Examples of a recording medium 4 include
SD cards (Secure Digital cards), CF (Compact Flash), and a
hard disc and the like. In addition, examples of 1mages being,
acquired from a network 5 include internet online albums and
DMS (Digital Media Server) that conforms to DLNA (Digital
Living Network Alliance).

Next, the internal configuration of the 1mage browsing
apparatus 1 will be explained in detail. Note thatin FI1G. 1, the
solid arrows 1indicate the flow of data, and the broken arrows
indicate the tlow of control signals. The control umt 101,
which controls the image browsing apparatus 1 overall,
directs, for example, for the control of the selection process
tor the displayed images and the image display format change
process and the like. Note that phrase “image display format
change process” denotes a process 1n which the display posi-
tion and display quality of the images, and the display mag-
nification and the like of the 1mages are changed.

The 1image capture umit 102 captures image data via a
recording medium 1nterface unit 104, to be described below,
from a recording medium 4 according to an 1mage capture
request signal that 1s 1ssued by the control umit 101, or
acquires 1mage data via a network interface unit 103 from a
network 5. The image data acquired by the 1mage acquiring
unit 102 1s not limited to still pictures, but also includes video.
In addition, the image format is not particularly limited, and
images 1n all formats are acquired.

The network interface unit 103 acquires image data that has
been specified by the image acquiring unit 102 via a network
5. The network interface unit 103 includes a protocol process-
ing function for carrying out HI'TP (Hyper Text Transfer
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Protocol) communication and the like, and an interface tunc-
tion for acquiring contents in DMS and contents online.
Reproductive (copying) processing 1s carried out by the net-
work iterface unit 103 on the images that have been acquired
via the network 5, and these 1mages are sent to the 1mage
acquiring unit 102.

The medium interface umt 104 acquires image data speci-
fied by the image acquiring unit 102 from among the image
data that has been stored on the recording medium 4. The
recording interface 104 includes, for example, a control func-
tion for a USB (Universal Serial Bus) or an SATA (Serial
Advanced Technology Attachment). The image data that has
been acquired from the recording medium 4 1s sent to the
image acquiring unit 102,

The 1image managing unit 105 manages the images that
have been acquired by the image acquiring unit 102. In the
image managing unit 105, images are arranged based on
various types of information that have been obtained by an
image analysis unit 106, which will be explained below, and
the arrangement information 1s managed. Note that the
expression “‘various types of information” denotes the image
capture time information for the images, the image capture
location information for the images, the resolution informa-
tion for the images, and mformation about the photographic
apparatus that captured the images and the like. In addition,
the expression “arrangement of 1mages™ means that an image
group that 1s managed by the image managing unit 105 is
arranged 1n a time sequence according to the 1image capture
time and the like.

The image analysis unit 106 carries out analysis processing,
of the images that are managed by the 1mage managing unit
105 when a start instruction for 1image analysis processing
issued by the control unit 101 has been received. Specifically,
the 1mage analysis unit 106 extracts various types of infor-
mation that has been appended to the images and specifies the
image capture times of the images and the like. For example,
in an 1image that has been created by a digital camera, Exaf
(Exchange image-file format) tags, including the 1image cap-
ture time mformation, the 1image capture location informa-
tion, and information about the photographic apparatus and
the like, are provided as appended information. The 1image
analysis unit 106 includes an Exif tag analysis function that 1s
appended, for example, to a JPEG 1mage, and extracts the
information i the Exif. The image managing unit 105
arranges the 1images by using the information that has been
extracted by the image analysis unit 106, and carries out
processing in which the arranged information 1s managed. In
addition, the image managing unit 105 carries out the man-
agement of the image information that has been extracted by
the 1mage analysis unit 106.

The time difference calculating unit 107 uses the image
information that 1s managed by the image managing unit 105,
and calculates the image capture time diflerence between the
arranged 1mages. For example, 1n the case 1n which image An
image B, and image C are arranged 1n an 1mage capture time
sequence, the time difference calculating unit 107 calculates
the 1mage capture time difference between image A and
image B, and the image capture time difference between
image B and image C. Or the image capture time difference
between image B and image C may be calculated based on the
image capture time of image A. The time difference calculat-
ing unit 107 sends the calculated information to the display
determining unit 110, which will be described below.

The user 1nstruction information managing unit 108 stores
and manages instruction information that has been input via a
user interface unit 109, which will be described below, while
a user operates the remote control 3. The information that 1s
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managed by the user instruction information control unit 108
includes time difference threshold information and the like,
and this 1s information that 1s necessary for selecting images
for carrying out an index display that 1s executed by a display
processing unit 112, which will be described below. Note that
the expression “time difference threshold information™
denotes information related to a threshold for comparing the
image capture time differences between images that are man-
aged. The mput information that has been indicated by a user
operation 1s not limited to a mode 1n which the time difference
threshold 1s directly indicated 1n a time format, and thus, the
user 1istruction information managing unit 108 also simulta-
neously manages tables for converting instruction iforma-
tion from the user and a time threshold. Below, this table 1s
referred to as a “time difference threshold conversion table™.
In addition, the time difference threshold information that 1s
managed 1s provided to the display determining unit 110,
which will be described below, by the user mstruction nfor-
mation managing unit 108.

The user interface umt 109 accepts key codes that are input
from the remote control 3 during user operation, converts
these codes to instruction signals, and sends the 1nstruction
signals to circuit units at suitable times. Examples of the data
that 1s transmitted to the user istruction information manag-
ing unit 108 include the time difference threshold information
described above.

The display determiming unit 110 receives instructions
from the control unit 101, and carries out determination pro-
cessing to determine the images that are to be displayed in the
monitor 2. Specifically, the display determining unit 110
compares the time difference threshold information from the
user instruction information managing unit 108 and the image
capture time differences between images that have been cal-
culated by the time difference calculating unit 107 and sends
the results of the comparison to the control unit 101. Note that
a specific example of the comparison results 1s a sign (posﬂwe
or negative) of the difference between the time difference
threshold information indicated by a user and the image cap-
ture time difference between images that has been calculated
by the time difference calculating unit 107, or zero.

A decoder 11 acquires the 1mage data that 1s managed by
the 1mage managing unit 105, and appropriately converts the
image data to a format that can be displayed. For example,
processing 1n which a JPEG 1mage 1s converted to a bit map
format and the like 1s carried out. In addition, in the case of an
AVCHD (Advanced Video Codec High Definition) image,
the image data for one frame 1s extracted from the video data,
and processing 1s carried out in which a still image thatis to be
used 1n the index display 1s created. The decoder 111 carries
out image resolution conversion according to the istructions
of the control unit 101, and also carries out conversion pro-
cessing to convert image data to a display resolution.

The display processing unit 112 outputs a display to the
monitor 2 based on instructions from the control unit 101.
Specifically, the display processing unit 112 acquires the
image results for display from the decoder 111, and after
creating a layout for the index display, outputs an 1mage
signal to the monitor 2. Thereby, index display 1s carried out
on the monitor 2 (the details thereof will be explained below).

Note that the image browsing apparatus 1 1s not limited to
processing JPEG image data, but it can also similarly process
MPEG (Moving Picture Experts Group) 1 image data.

Next, the index display function of the image browsing
apparatus 1 will be explained 1n detail. FIGS. 2A-E are draw-
ings that disclose examples of processing illustrated on an
index display screen 201. The index display screen 201 1is

displayed on the monitor 2 (FIG. 2A). A plurality of thumb-
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6

nail images 202 1s displayed on the index display screen 201,
and a cursor 203 (refer to the thick lines) 1s also displayed that
points to a thumbnail 1image 202 that 1s selected according to
the user operation. Note that generally 1n the case of photog-
raphy using a digital camera, the thumbnail images 202 are
appended as a reduced 1mage (reduced in size) within a still
image. A reduced image 1s created by carrying out extraction
and resolution conversion processing ol the image by the
decoder 111 in FIG. 1 for still images and video images for
which a reduced image has not been appended 1n an 1mage. In
addition, the resolution of the thumbnail image 202 that 1s
appended to the photograph 1mage of a digital camera 1s
generally 120 pixels vertically and 160 pixels horizontally.

The display processing unit 112, which executes the index
display, includes a function that moves the curser 203 accord-
ing to the operation of the remote control by the user, and
selects the desired thumbnail 1image 202. FIG. 2B 1s a sche-
matic drawing for explaining the movement of the curser due
to a user’s operation, and shows a screen 301 that shows the
state before the cursor 1s moved and a screen 302 shows the
state after the cursor has been moved following a user opera-
tion. The screen 301 shows a state in which the cursor 203 has
been positioned at the second row, fourth column. Here, when
the user presses a “down” button key (not 1llustrated) on the
remote control 3, the cursor 203 moves downward by one
image, and as shown 1n the screen 302, arrives at a position 1n
the third row, fourth column. Note that generally, the remote
control 3 1s provided with operating buttons for four direc-
tions: up, down, left, and right. Thus, operations are possible
that enable moving the position of the cursor 203 freely in any
direction. In addition, after the cursor 203 has arrived at the
top edge or the bottom edge of the screen, the 1mages are
scrolled, and new thumbnail 1mages are displayed on the
screen. In addition, a function that updates all thumbnail
images on a screen at one time, which 1s known as a page
switching function, 1s known.

In the index display function, the cursor 203 1s moved on
the screen according to a user operation, and the desired
image can be decided by selecting an image. In the selection
processing for an image, the curser 203 1s moved in the index
display state in which plural thumbnail 1mages are arranged.,
and an 1mage can be viewed after selecting the desired 1mage
by a user operation.

FIG. 2C 1s a drawing for explaining an example of a tran-
sition from the mndex display state to the full-screen display
state for processing aiter the cursor movement and up to
viewing an image. For example, a condition 1s assumed in
which, 1n the index display state, the user desires to view
image 401. At this time, 1n a state 1n which the cursor is at the
position of image 401 and this 1mage 1s selected, the user
presses a “select” button (not illustrated) of a remote control
3. As shown 1n screen 402, the selected image 401 1s dis-
played as an enlarged image on substantially the entire
screen. Note that the remote control 3 1s provided with an
operation button for shifting from a state 1n which an enlarged
image 401 1s displayed in the screen 402 to the original index
display state.

Below, the index display image selection and the image
display processing that use the image capture time difference
will be explained. First, the image data used during the index
display image selection and the image display 1s shown. FIG.
3 i1s a drawing that schematically shows the index display
image selection and the image data group that 1s used during
image display. In this figure, the time axis 1s set 1n the left-to-
right direction, and this means that the time 1s more recent
progressing toward the right, that 1s, the time approaches the
present time. In addition, rectangles having appended thereto
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letters of the alphabet from A to Q represent individual
images. Each of the images 1s shown distributed along the
direction of the time axis according to their respective image
capture times. Specifically, image A shows the image having
the oldest image capture time, and 1mage QQ shows the image
that was photographed most recently. In addition, in FIG. 3,
the longer length of the gap between the rectangles that indi-
cate 1images shows a larger amount of the 1mage capture time
difference. For example, the gap between image C and image
D shows that the time difference 1s more than 12 hours, and
the gap between 1image H and 1image I shows that the time
difference 1s more than 24 hours. In addition, as shown
between 1mage A and 1mage B, and image B and image C,
FIG. 3 schematically shows that images having a narrow gap
there between have close the 1mage capture times. In the
illustrated examples, this means that the there 1s a high prob-
ability that the image group from 1mage A to image C and the
image group from 1image D to image H are respectively pho-
tographing the same scene.

Next, the process 1n which the time difference for the image
capture time of the images 1s used to select the displayed
image will be explained, up to the completion of the index
display. FIG. 4 1s a flowchart that shows an example of the
procedure for the process that creates an index display image.
Here, an explanation will be provided assuming, as an 1nitial
condition, the case 1n which the cursor position, 1n the index
display state, 1s at the leftmost upper edge (column 1, row 1)
of the screen. This means that this cursor position shows the
image having the oldest image capture time 1n one screen of
the mdex display. Therefore, among the 1image groups dis-
played 1n one screen, the position at row 4, column 5 1s the
position at which an 1mage having an image capture time
closest to the present time 1s displayed.

First, the detection process of the cursor position 1s carried
out by the control unit 101 1n FIG. 1 (S601). Here, the cursor
position 1s at the leftmost upper end of the screen, but depend-
ing on the state, as described above, the cursor position 1s
arbitrary, and cursor can be moved to various positions in the
index display.

Next, processing 1s carried out in which the number of
displayed images newer 1n time 1s displayed 1n back of the
cursor position 1s calculated (S602). Specifically, the image
managing unit 105 shown 1 FIG. 1 calculates how many
images are to be displayed 1n back of the cursor position 1n
one screen. Note that the expression “farther back than the
cursor position” 1s an expression for the case in which, 1n the
index display screen shown in FIG. 1, the position at row 1,
column 1 1s set as image display position most toward the
front, and the position at row 4, column 3, 1s set to the image
display position most toward the back. Therefore, 1n the case
in which the cursor 1s present at the position at row 4, column
4, only the position of for row 4, column 5, 1s behind the
cursor position. For example, 1n the index display state, as
shown 1n FIGS. 2A-C, when a total of 20 1images 1n four rows
and five columns are displayed in one screen, there are 19
images that are newer 1n time than the cursor position. Thus,
when an index display 1s carried out, processing that deter-
mines 19 display images becomes necessary. Note that in the
case1n which a portion of the images, for example, the images
present 1in row 1, are newly inserted in a screen by a scroll
process and the like, image selection processing 1s necessary
only for newly displayed images. Note also that at this time,
in the case 1n which there are fewer 1images managed by the
image managing unit 103 than the maximum 1mage number
tor the index display screen, the flowchartin FIG. 4 ends at the
point 1n time at which the selection process for all managed
images has been completed.
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Next, processing 1s carried out that stores the image at the
curser position as a temporarily stored image (S603). Here,
the control unit 101 that 1s shown 1n FIG. 1 stores this image
on the recording medium 4 via the recording medium inter-
face unit 104. Subsequently, the selection of the displayed
image 1s implemented by sequentially updating these tempo-
rarily stored images.

Next, processing 1s carried out that calculates the image
capture time differences between images (5604). Specifi-
cally, the time difference calculating unit 107 1n FIG. 1 cal-
culates the 1mage capture time difierence between a tempo-
rarily stored image that was stored in S603 and the image
photographed next after the temporarily stored image among
the candidate display images. The term “candidate display
image” denotes an 1image group that 1s arranged and managed
by the image managing unit 105. For example, 1n FIG. 3, 1in
the case 1 which an 1mage present at the cursor position 1s
image A, the temporarily stored image becomes image A. In
addition, the image having an image capture time next closest
to 1mage A becomes 1mage B. Therefore, in S604, the time
difference between 1mage A and image B 1s calculated. Note
that the 1image capture times for each of the images are cal-
culated by analyzing the information that the image analysis
unit 106 has appended to this image. The image and the image
information that includes the image capture time are managed
in a database or the like by the image managing unit 105. The
image managing unit 105 manages 1images 1n an 1image cap-
ture time sequence by arranging them according to a time
series, and the time difference calculating unit 107 calculates
the 1mage capture time differences between the arranged
1mages.

Next, the display determiming unit 110 determines whether
the image capture time difference 1s equal to or greater than a
threshold (S605). Specifically, the display determining unit
110 compares the image capture time difference thathas been
calculated in S604 and the threshold that has been obtained
from the user mstruction information managing unit 108, and
determines whether the time difference 1s equal to or greater
than the threshold. As a result, 1n the case in which the image
capture time difference 1s less than the threshold (S605: No),
the processing proceeds to S608.

In contrast, 1n the case 1n which, 1n S605, it has been
determined that the image capture time difference 1s equal to
or greater than the threshold (S605: Yes), the display deter-
mining unit 110 carries out selection such that the next image
1s set as a display image (5606). Subsequently, the display
determining umt 110 determines whether all of the images
necessary for the display have been selected (S607). As a
result, 1n the case i which all the images necessary for
display have been selected (S607: Yes), the processing pro-
ceeds to S609. In contrast, in the case in which all the images
necessary for display have not yet been selected (S607: No),
the processing proceeds to S608.

In S608, processing that stores the next image as a tempo-
rarily stored 1image 1s carried out. Specifically, the control unit
101 in FIG. 1 stores the next image on the recording medium
4 via the recording medium interface unit 104.

Here, the processing from S604 to S608 1s explained with
reference to FIG. 3. In S604, the time difference between
image A and 1mage B 1s calculated, and this time difference
and the time difference threshold information are compared
in S605. Here, when the user has set a value o1 12 hours as the
time difference threshold information, because the time dif-
ference between 1image A and 1mage B 1s less than 12 hours,
in S605, i1t 1s determined that the time difference 1s smaller
than the threshold. Therefore, the processing proceeds from
S605 to S608, and image B, which 1s the next image, 1s stored




US 8,405,754 B2

9

as a temporarily stored image. In S611, which will be
explained below, 1n the case 1n which 1t has been determined
that a next image among the temporarily stored 1images 1s
present, the processing again returns to S604, and the time
difference between image B, which 1s the temporarily stored
image, and image C, which has the next closest image capture
time, 1s calculated. Because the time difference between
image B and image C 1s smaller than 12 hours, which 1s the
threshold, the processing again returns to S608, and 1image C
1s stored as a temporarily stored image. Subsequently, the
time difference between 1mage C, which 1s a temporarily
stored image, and 1mage D 1s calculated by S604. Because the
time difference calculated by this process exceeds 12 hours,
in S603, it 1s determined that the time difference 1s equal to or
greater than the threshold, and 1n S606, image D, which 1s the
next image, 1s selected as a display image.

In S611 1n FIG. 4, processing 1s carried out in which it 1s
determined whether a next image among the temporarily
stored 1mages, which has been updated in S608, 1s present.
This determination process 1s a process that determines
whether, 1n the image data group that has been arranged 1n a
date sequence, the temporarily stored image 1s the final
image. In the case 1 which 1t has been determined that the
target 1mage 1s the final 1mage, the process 1 which the
display 1mages are selected 1s stopped, and the processing
proceeds to S609. In addition, 1n the case 1n which 1t has been
determined that a next image among the temporarly stored
images 1s present, the processing returns to S604. In the
present embodiment, the above processing 1s repeated, and all
images that are to be displayed 1n one screen are decided.

In S609, the display processing unit 112 1n FIG. 1 creates
the 1mage display layout, and then display processing 1s car-
ried out (S610). Signals for the created image display layout
are output to the monitor 2 in FIG. 1, and the index display
images are provided to the user.

Due to the above processing, 1mage selection processing,
using threshold information 1s carried out. In the explanation
of FIG. 4, 1t was mentioned that behind the cursor position,
that 1s, where the image capture times are more recent, even 1n
the case 1n which the cursor position 1s not at the leftmost
upper edge of the screen 1n the index display state, this can be
handled by similar processing. For example, when the cursor
1s positioned 1n one screen, behind the cursor position, that s,
where the 1mage capture times are more recent, the process-
ing in the flowchart that 1s shown 1n FIG. 4 can be applied
as-1s. In addition, in front of the cursor position, that 1s, where
the 1mage capture times are older, the image that has been
selected 1n S604 of the flowchart shown 1n FIG. 4 1s set not to
the next image but to the previous image. That 1s, processing,
1s executed 1n which the image having an 1image capture time
older than that of the image that 1s temporarnly stored is
selected, and the time difference 1s calculated. In addition to
the explanation with reference to FIG. 3, in the case 1n which
the image that 1s at the cursor posmon 1s 1image I, the image
capture time differences for the images behind the cursor
position are calculated 1n sequence from image J, which
tollows image I. In contrast, the time ditl

erences for images 1n
front of the cursor position are calculated 1n a sequence from
image H to the older image capture times. Due to the above
processing, the images displayed 1n the index display screen
are selected based on the threshold information for time dii-
ferences.

Next, from the state in which the image at the cursor
position 1s the image I 1n FIG. 3, the index display screen
image to which image selection process using a threshold has
been applied will be explained with reference to FIGS. SA-D.
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FIGS. 5A-D are drawings for explaining the temporal transi-
tion of the index display states using the time differences
between images Screen 701 1n FIG. SA 1llustrates an image
for the case 1n which the image groups shown in FIG. 3 are all
displayed 1n an index display, and screen 702 in FIG. 5B
illustrates an 1mage after the image selection process using a
threshold has been applied. In screen 701, images having the
oldest image capture time are displayed at the leftmost upper
edge, and the image capture times are renewed 1in the
sequence shown by the arrow. In addition, the cursor 1s posi-
tioned over image 1. Additionally, from the state of screen
701, when the image selection processing using a threshold 1s
applied, the state shown 1n screen 702 results. Here, 1t 1s
assumed that the threshold 1s 12 hours. Based on image I,
which 1s at the cursor position, by applying processing based
on the flowchart that 1s shown 1n FIG. 4 toward the back and
the front, the state shown 1n screen 702 can be realized. The
images shown 1n screen 702 are all images for which the
image capture time differences are equal to or greater than 12
hours. Thus, because a state occurs in which the representa-
tive 1mage 1s selected from an 1mage group for which the
image capture time differences are comparatively small, as
described above, the time scale that 1s shown 1n one screen
becomes large. As a result, the overall viewability within one
screen increases, the time required until arriving at the desired
image due to user operations 1s reduced, and the search per-
formance 1s improved. Note that “time scale” denotes, 1n an
image group, the 1image capture time difference between an
image having the oldest image capture time and the image
having the newest image capture time.

An example of an index display screen 1n which the present
embodiment has been used 1s shown 1n screen 703 of F1G. 5C
and screen 704 of FIG. 5D. In screen 703, an example 1s
shown 1n which the time scale image, which shows the image
capture time 1n the present screen 1n the index 1image screen,
1s displayed at the right side. In the application of the present
embodiment, the images that are shown 1n one screen are
changed depending on the selection by a user operation.
Images displayed 1n one screen may be those taken on one day
or may have a timescale of one year. Thus, as shown 1n screen
703, simultaneously displaying a time scale image so that the
image capture time of the images in the screen can be easily
grasped 1s effective. Screen 704 1llustrates a format that dis-
plays whether or not images displayed 1n an index display are
representative images. As shown 1n screen 704, 1t 1s desirable
that a graphic display 1s carried out so that representative
images can be clearly distinguished, and a value 1s displayed
that indicates the number of 1mages that constitute the image
group to which this representative image belongs. In the
example of F1G. 5D, graphics are rendered such that an image
C represents an 1image group consisting of five images. The
rendering 1s displayed such that plural images appear to be
overlapping, and shows the total number of 1mages that are
included in the 1mage group using a numeral. Thereby, 1n the
index display screen, a user can visually distinguish the num-
ber of images that are included 1n a screen and whether these
images are representative images, and thus, the image search
performance 1s increased. Note that a screen may simulta-
neously use the display formats of screen 703 and screen 704.
Of course, 1n addition to the display of FIG. 5D, a configura-
tion can be used 1n which the time scale image shown in FIG.
5C 1s also displayed. In addition, as reference information for
cach of the images, the image capture time information may
be displayed in proximity to each of the thumbnail images.

In the explanation above, a change 1n the image display
state due to a threshold change 1s displayed 1n a state 1n which
the cursor position does not change, but even 1n the case in
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which the cursor position 1s changed due to a user operation,
the flowchart 1n FIG. 4 can be used. The transition of the
screen 1mage due to a user operation and the display image
selection method that uses FI1G. 4 will be explained that used
FIG. 6 and FIG. 7.

FIG. 6 1s a drawing that for explaining an example of the
transitions of screen images when using the page jump func-
tion, which 1s one of the functions of an 1mage browsing
apparatus that 1s explained in the present embodiment. Screen
1501 shows the state betore transition, and a screen 1502 that
shows the state after the page jump. In screen 1501, 1mage A
to image T are an 1mage group that 1s displayed 1n an image
browsing apparatus, and 1image U to image 7, and further-
more, image a to image n are an 1image group intended to be
displayed after image T. In addition, the cursor 1s set above the
position of 1image T. When a downward page jump 1s indi-
cated 1n the display state of screen 1501 by a user operation,
the screen transitions to screen 1502. The displayed image
selection at this time 1s executed by the flowchart in FIG. 4.
Here, the threshold for the time differences between images 1s
set to zero. When there has been a page jump 1nstruction, 1n
S602 of FIG. 4, the number of displayed images behind the
cursor 1s calculated. In the example 1n FIG. 6, because all
twenty 1mages 1in one screen are updated by a page jump, the
number of displayed images, including the image at the cur-
sor position, becomes 20. According to the flowchart in FIG.
4, the 20 1mages from 1mage U to image n are selected as
display 1images, and rendering update processing of the dis-
play area 1s carried out by S609 and S610 in FIG. 4. Dueto the
above processing, the transition from screen 1501 to screen
1502 1n FIG. 6 15 executed.

FIG. 7 shows an example of the transition of the screen
image for the case in which the direction key has been pressed
due to an operation instruction of a user at the boundary
between display regions. Screen 1601 1n FI1G. 7 1llustrates the
state before the transition, and screen 1602 illustrates the state
alter the down button has been pressed. Note that the image
group that 1s displayed 1n screen 1601 1s 1dentical to the case
of the screen 1501 of FIG. 6, but the image group that 1s
displayed 1n screen 1602 1s from 1image F to image Y. In the
case 1n which the cursor 1s positioned at image T, one line (5
images 1n screen 1601) 1s displayed after being repeatedly
shifted upward due to the down button being pressed. There-
fore, 1n the 1image selection process according to the flowchart
in FIG. 4, the number of displayed images following the
cursor 1s set to 5 1 S602 of FIG. 4. Subsequently, according
to the flowchart 1n FI1G. 4, image U to image Y are selected as
new displayed images, and the rendering 1s updated. The
transition from screen 1601 to screen 1602 in FIG. 7 1s
executed by the above processing.

Next, the process that sets the threshold described above
will be explained in detail. FIG. 8 1s a flowchart that shows an
example of a procedure for a threshold setting process, and
shows the process up to updating the time difference thresh-
old mmformation and carrying out the update instruction for the
index display screen due to an instruction from the user.

First, processing 1s carried out that acquires a key code that
1s mnput by a user operation (S801). The key code 1s sent by the
operation of the remote control 3 1 FIG. 1, and 1s then
transmitted to the user instruction information managing unit
108 via the user interface unit 109. Here, a +button and a
—button are defined as buttons (note 1llustrated) of the remote
controller 3 operated by the user. The +button has a function
that changes a state from a certain state 1n a direction that
increases a value, while 1n contrast, the —button has a function
that changes a state from a certain state 1n a direction that
decreases a value.
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Next, the user instruction information managing unit 108
converts a key code to threshold information (5802). FI1G. 9

shows an example of a time difference threshold managing
table that 1s used for obtaining threshold information. This
table 1s used by the user instruction information managing
umt 108 to find time difference threshold information from
the acquired key code. In the example shown 1n FIG. 9, 10
stages are set from a time difference of O to a time difference
of 1 year. In addition, an ID (identification information) 1s set
for each of the time differences, and the ID and the time
difference are managed as a pair. For example, zero 1s setas an
initial value for the ID. Specifically, the index display in the
initial state 1s set so that all images are displayed because the
time difference threshold 1s zero.

Here, consider a case 1n which zero 1s set as a state value
and a key code 1s acquired from a remote control 3. When the
+button 1s pressed, the state value at the current point 1n time
1s incremented by only 1. Because the 1nitial state value 1s 0O,
the state value becomes 1. Referring to the time difference
conversion table 1n FIG. 9 using the state value of 1, a time
difference of 1 hour, whose ID 1s 1, 1s found. Furthermore,
when the +button 1s pressed, the state value becomes 2 due to
being incremented. Therefore, the time difference at this time
of 6 hours can be calculated based on the time difference
threshold conversion table. In contrast, when the —button 1s
pressed, the state value 1s decremented only by 1. Due to the
above operation, from the result of pressing the +button and
the —button, new time difference threshold information can be
calculated based on the time difference threshold conversion
table that 1s shown 1n FIG. 9. Note that each of the pressing
processes becomes disabled (the state value does not change)
when the —button 1s pressed while the state value 1s 0 and the
case 1n which the +button 1s pressed when the state value 1s 9.

Returning again to FIG. 8, the storage process for the time
difference threshold information 1s carried out (S803). Spe-
cifically, the user instruction information managing unit 108
in FIG. 1 saves the time difference threshold information that
was acquired 1n S802. In addition, processing 1n which the
index display state 1s changed 1s carried out (S804 ). Here, the
user mstruction mformation managing umt 108 notifies the
control unit 101 that the time difference threshold has been
changed. Thus, the control unit 101 directs that an index
display screen be created by the display processing unit 112
according to this new threshold, and thereby the index display
screen 1s updated.

Next, an explanation of the tlow of the sequence up to the
point that the user changes the time difference threshold
information and the index display screen 1s updated. FIG. 10
1s a tlowchart illustrating the change process sequence of the

index display state, and index display is carried out in an

initial state.

First, the user instruction information managing umt 108
acquires a key code (51001). Next, the user instruction infor-
mation managing unit 108 determines whether this key code
1s a plus (+) or a minus (-) (S1002). Here, 1n the case 1n which
the key code 1s neither “+” or =" (S1002: No), the processing
in step S1001 1s carried out again. In contrast, in the case 1n
which the key code 1s “+” or “-" (§81002: Yes), acquisition
processing of a time difference threshold 1s carried out
(51003). This processing 1s the same as S802 in FIG. 8.
Subsequently, the user instruction information managing unit
108 determines whether the time difference threshold has
been updated (S1004). In the case in which the time differ-
ence has not been updated (S1004: No), the processing
returns to S1001. In contrast, in the case in which the time

difference threshold has been updated (51004: Yes, the index
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display state 1s changed (S1005). This processing 1s similar to
the processing 1n S804 1n FIG. 8.

Due to the above procedure, the updating process for the
index display state 1s realized by the user inputting an instruc-
tion for changing the time difference threshold. FIG. 11 sche-
matically shows the transition of the index display state due to
this process. Screen 1101 shows 1mage display state for the
case 1n which the threshold 1s zero; screen 1104 shows the
image display state for the case 1n which the threshold 1s setto
1 hour; and screen 1107 shows the image display state for the
case 1n which the threshold 1s 6 hours. Specifically, in screen
1101, the time difference threshold i1s zero, and all of the
images are displayed. The segment shown by reference
numeral 1102 shows the time scale of 1mage groups that are
managed by the image browsing apparatus 1. In addition, the
segment shown by reference numeral 1102 shows the time
scale for an 1image group that 1s displayed 1n screen 1101. As
can be understood by comparing the respective time scales
shown by reference numerals 1103 and 1102, in the case 1n
which the time difference threshold 1s zero, only 1images 1n a
portion of the time scale among all image groups are dis-
played.

Next, in the display state of screen 1101, the transition
result for the case 1n which the +button of the remote control
3 has been pressed by a user operation 1s shown 1n screen
1104. In this case, because the time difference threshold 1s set
to 1 hour, images having a time difference exceeding 1 hour
are displayed in the screen. The segment that 1s shown by
reference numeral 11035 schematically shows the time scale
for 1mages that are displayed on one screen, and as can be
understood by comparing the time scales (refer to reference
numeral 1106) of all managed images, an 1image group having
a wider range than the state in screen 1101 1s displayed 1n one
screen.

Furthermore, in the display state 1n screen 1104, when the
+button of the remote control 3 1s pressed, the state transitions
to screen 1107. In screen 1107, only 1mages having a time
difference of 6 hours or greater are displayed. As shown by
the segment of reference numeral 1108, 1t can be understood
that the time scale for images that are displayed 1n one screen
occupies a larger time 1nterval 1n comparison to the time scale
(refer to reference numeral 1109) for all images that are
managed. Note that the transition between time scales for
cach of the images can be transitioned together by operating
the buttons of the remote control 3, and according to the
operating instructions of the user, the display images 1n one
screen can be changed by an arbitrary time scale.

Due to this series of processes, the user can freely control
the time scale. For example, 1n the case 1n which the user
conilrms that an 1mage 1s at a location that 1s separated 1n time
from the present image, a change can be carried out such that
the time scale becomes larger. As a result, 1n an index display,
the time 1nterval, which can be changed by cursor movement,
can be increased, the search time until the desired image 1s
obtained 1s reduced, and the search performance thereby can
be improved. In addition, after moving the cursor when the
time scale has been made large, the user can carry out in detail
an 1mage search i proximity to a desired scene by making the
time scale small.

Note that 1n the embodiment described above, a configu-
ration in which the user can freely control the time scale by
operating the remote control was explamned. At this time,
preferably images that correspond to the time scale that 1s
schematically shown 1n FIG. 11 are displayed simultaneously
with the index display screen. By carrying out the display in
this manner, the user can intuitively grasp what range 1s
displayed by what size of time scale among the time scales for
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all images that are managed. In addition, 1n the case 1n which
the displayed time scale 1mage 1s configured as a user inter-
face, direct control 1s possible. For example, 1n the case of a
display apparatus that allows touch panel operation, the user
can Ireely control the displayed dates and the like using the
time scale by directly touching the time scale image with a
finger.

As explained above, according to the first embodiment, the
user can effectively carry out image search process in an
index display 1n a short time.

In addition, because of having a function by which the user
can arbitrarily indicate a threshold and a determination refer-
ence value associated with the time difference between
images, the time scale of 1images that are displayed in one
screen can be freely changed. Thereby, an operation can be
realized 1n which, 1n the case 1n which the transition between
images 1s fast, the time scale 1s large, and 1n the case 1n which
the precision of the transition between 1mages 1s should be
high, the time scale 1s made small, and an implementation in
which an 1mage search 1s fast and precise can be 1mple-
mented.

Note that images photographed by using one photographic
apparatus were the object in the above explanation, but this 1s
not limiting. In the case in which images that have been
photographed by a plurality of photographic apparatuses are
mixed during index display, the time difference between
images may be calculated without distinguishing the photo-
graphic apparatus to create the index display image. For
example, assume a case in which images A, B, and C are
images photographed by a first camera, and 1images a, b, and
¢ are 1mages photographed by a second camera. When these
images are arranged 1n an 1mage capture time sequence start-
ing irom the oldest image, the 1mages are arranged in the
order A, a, B, b, ¢, and C. In the case in which it has been
determined that, according to the setting of the threshold,
images A, a, and B are close, and images b, ¢, and C are close,
in the index display, image A 1s displayed as a representative
image of a and B, and at their right, image b 1s displayed as a
representative image for images b, ¢, and C.

In a state in which 1images that have been photographed by
a plurality of photographic apparatuses are mixed 1s not lim-
ited to the case 1n which an index display 1s implemented or
the case 1n which a plurality of photographic apparatuses are
used 1n separate locations. For example, in the case 1n which
the image capture time and the image capture location for an
image photographed by a first camera and an 1image photo-
graphed by a second camera are close, preferably images for
carrying out the index display are selected without distin-
guishing the photographic apparatuses. Thereby, a reduction
ol the search performance caused by redundant images being
displayed in the index display can be prevented. Note that this
embodiment does not need to be applied to all images that are
managed by the 1image managing apparatus 105 in FIG. 1.
This embodiment may be applied only to a portion of the
image groups that are managed by the image managing unit
105.

Next, a second embodiment of the present invention will be
explained. The second embodiment shows an example 1n
which, 1n the case 1n which images that have been photo-
graphed by a plurality of cameras are mixed during index
display, the index display image 1s created by calculating the
time difference of the images for each photographic appara-
tus. Note that the configuration of the 1image browsing appa-
ratus for realizing the present embodiment, the processing,
sequence that determines the 1images to be used in the index
display by using the time difference between each of the
images, and the setting process for time difference threshold
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information by the user are the same as those 1n the first
embodiment, and thus further redundant explanation thereof
will be omitted. In the present embodiment, the 1mage analy-
s1s unit 106 calculates the 1image capture time of 1mages for
cach photographic apparatus and the time difference calcu-
lating unit 107 calculates the time difference for each of the
images for each photographic apparatus.

First, the selection of the mndex display images and the
image data that 1s used during image display will be
explained. FIG. 12 schematically shows the distribution of
images for which the time 1s shown on the horizontal axis and
the 1mage capture times for each of the images. The more
recent 1mage capture times are toward the right on the hori-
zontal axis. In addition, rectangles 1n the figure represent each
of the images. The 1images having appended capital letters of
the alphabet A to L are images that have been photographed
by a first camera, and the 1images having appended small
letters of the alphabet a to 7 are images that have been photo-
graphed by a second camera. In addition, in FIG. 12, the
image capture time diflerences between images are shown by
the distances between rectangles. Specifically, image A and
image a have a small image capture time difference, and this
1s shown by their being close to each other.

Next, an image of the screen that displays the image data
group shown in FIG. 12 1n an index display will be explained.
FIGS. 13A-B are figures for explaining the changes in the
index display state that uses the time differences between
images. The screen 1301 1n FIG. 13A shows an 1mage when
the 1mages shown 1n FIG. 12 are all displayed 1n an image
capture time sequence, and the screen 1302 in FIG. 13B
shows an 1mage of the case in which the images to be dis-
played are determined by calculating the time differences
between each of the images were photographed. In screen
1301, images that have been photographed by two photo-
graph apparatuses are mixed and displayed. In contrast,
screen 1302 displays the state for the case in which the time
difference for each camera apparatus 1s calculated to deter-
mine the displayed images. Note that here, the time difference
threshold that determines the 1mages to be displayed 1s set to
10 minutes. As shown 1n screen 1302, by carrying out the
determination process to determine the 1images that are dis-
played for each camera, each of the images are displayed in
respective 1ndex displays when the cameras that photo-
graphed the images are different, even if 1mages are close 1n
time. For example, image A 1s shown 1n the index display as-1s
or as an 1mage that represents 1image B, and image a 1s dis-
played on the right side thereot. Furthermore, at the right side
thereot, 1image b 1s displayed 1n the index display as-1s or as an
image representing image ¢ to image 1.

The images viewed by using the image browsing apparatus
1 are not limited only to those photographed by the same
photographing apparatus. Specifically, 1n the case 1n which
pictures to be displayed are selected based on the result of
comparing the time differences between each of the images to
a threshold that serves as a determination reference, 1t can be
considered that because which photographic device photo-
graphed an 1image 1s not taken 1nto consideration, images that
have been photographed by a plurality of cameras are dis-
played in an index display in a mixed state. In the case in
which the apparatuses that photographed the 1mages are not
distinguished, there 1s a possibility that necessary images will
not be displayed in the index display screen. For example,
suppose the case 1n which an image photographed by a first
camera was photographed domestically, and an 1mage pho-
tographed by a second camera was photographed overseas.
Even if the image capture times are close during a search, the
search efliciency 1s improved by displaying the images pho-
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tographed 1n an index display after distinguishing the images
captured by each camera. According to the present embodi-
ment, 1n such a case, all available 1mages to be searched can
be displayed 1n an index display by distinguishing the photo-
graphic apparatus and calculating the time differences.

The flow of the basic processing 1n the second embodiment
1s similar to that for the case of FIG. 4. However, the flow
differs on the point that information that indicates the photo-
graphic apparatus associated with the image 1s acquired, and
processing from S601 through S611 is carried out for the
image data group that has been photographed by the same
apparatus. For example, the example 1n FIG. 12 assumes the
case 1n which the image capture time difference between
image B and image C by a first camera are equal to or greater
than a threshold. Because 1images photographed by a second
camera are processed without immediately proceeding to the
processing of the next target image photographed by the first
camera, the image a, which has an image capture time that 1s
close to 1mage A, 1s set as the target image, and processing
advances. Therefore, the flowchart explained in FIG. 4 can be
extended by a method in which the process 1s switched for
cach camera or the images are arranged according to the
image capture times of representative images after carrying
out processing for each camera and the like, and thus, further
redundant detailed explanation thereof will be omaitted.

Note that the present embodiment need not be applied to all
images that are managed by the 1image managing unit 105 1n
FIG. 1, and the present embodiment may be applied only to a
portion of the image group that 1s managed by the image
managing unit 105.

Next, a third embodiment of the present invention will be
explained below with reference to FIG. 14. In the third
embodiment, selection of 1mages to be used in an index dis-
play implemented 1n an 1mage browser apparatus uses a
method 1n which an accumulated value of the time differences
between 1mages 1s used. Note that the configuration for real-
1zing the third embodiment and the setting method ofthe time
difference threshold information by the user 1s identical to the
case of the first embodiment, and thus, further redundant
explanation thereotf 1s omitted.

FIG. 14 shows an example of a flowchart up to the point in
time that the index display image 1s created, and as an 1nitial
condition, a case 1s shown 1n which the cursor position in the
index display state 1s at the leftmost upper edge. This means
that, 1n one index display screen, the cursor 1s positioned over
the 1mage having the oldest image capture time.

First, 1n S1701, detection processing for the cursor position
1s carried out by the control unit 101 1n FIG. 1. In the present
example, the cursor position 1s at the leftmost upper edge, but
as explained above, depending on the state, various locations
in the index display can be occupied by the cursor. In the next
step S1702, calculation processing 1s carried out to calculate
the number of 1mages that should be displayed behind the
cursor position in one screen. For example, in the index dis-
play state, as shown 1n FIGS. 2A-C, 1n the case in which a total
of 20 1images, that 1s, 4 columns and 5 rows, are displayed 1n
one screen, the number of 1images positioned behind the cur-
sor position 1s 19, and processing in which the 19 displayed
images are determined 1s necessary in order to carry out index
display. In S1703, processing 1s carried out 1n which an image
at the cursor position 1s stored as a temporarly stored 1image.
Subsequently, the 1image capture time difference between
images 1s determined based on this temporarily stored 1image.
In S1704, an 1mage having an image capture time that 1s the
next closest to the cursor position 1mage 1s set as the com-
parison target image. The comparison target image 1s a target
image that 1s compared to a temporarily stored image to
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obtain a time difference, and processing 1s executed that
selects and determines the images to be displayed by updating
in sequence the comparison target 1mage.

In 81705, processing 1s carried out by the time difference
calculating unit 107 in which the image capture time differ-
ences between the temporarily stored 1images that have been
stored 1n S1703 and the comparison target image that has
been stored 1n S1704 are calculated. In addition, the manag-
ing of each of the images and the image information 1s carried
out by the 1mage managing unit 103, and after the time dii-

terence calculating unit 107 has acquired the 1mage capture
time of each of the images by the image managing unit 105,

the time differences are calculated. In S1706, the display
determining unit 110 1 FIG. 1 carries out a comparison

between the 1mage capture time differences that have been
calculated 1 S1705 and the threshold indicated by the user,

and determines whether the time difference 1s equal to or
greater than the threshold. Note that the threshold information

1s acquired by the user instruction information managing unit
108 1n FIG. 1.

In S1706, 1n the case 1n which 1t has been determined that
the calculated time difference 1s equal to or greater than the

threshold, the processing proceeds to S1707, and the com-
parisontarget image 1s set as the image to be displayed. At this
time, processing that updates the temporarily stored 1image to
the present comparison target 1image 1s carried out simulta-
neously. Subsequently, in S1708, 1t 1s determined whether all
the 1images necessary for display have all been selected. In the
case 1n which all images have been selected, the processing
proceeds to S1711, while 1n the case in which not all 1images
have been selected, the processing proceeds to S1709.

In S1709, processing 1s carried out that determines whether

an 1mage close to the next image capture time of the compari-
son target image 1s present. Here, in the case in which there 1s

no 1mage aiter the comparison target image, the selection
process for displayed images has completed for the all images

of the image data group, and the processing proceeds to
S1711. In addition, in the case 1n which an image following

the comparison target image 1s present, the processing pro-
ceeds to S1710, and then processing 1s carried out 1n which
the comparison target image 1s updated to the image having
the next closest image capture time.

The above processing is repeated, and after all images that
are to be displayed 1n one screen have been determined, 1n
S1711, the display processing unit 112 in FIG. 1 creates an
image display layout. Subsequently, the processing proceeds
to S1712, an 1image signal that represents the display layout
that has been created 1n S1711 1s output to the monitor 2 in
FIG. 1, and the mndex display image 1s provided to the user.

According to the explanation 1n FIG. 14, by implementing
the third embodiment, a selection process for selecting the
necessary 1mages by using the time difference based on the
image capture time of a certain image can be implemented
without using an 1mage selection process that employs a
threshold between 1mages. Thus, along with the effect that
only images for which the time difference between images 1s
separated are selected as representative 1mages, even 1n an
image group having a threshold that 1s less than a given value,
the plural representative images can be can be selected from
this 1mage group.

Note that each of the processes shown 1n each of the
embodiments can be realized by executing an 1image brows-
ing program via a network or various types of recording
medium using a processing apparatus such as a computer.

[

Other Embodiments

Aspects of the present invention can also be realized by a
computer of a system or apparatus (or devices such as a
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central processing unit (CPU) or micro-processing unit
(MPU)) that reads out and executes a program recorded on a
memory device to perform the functions of the above-de-
scribed embodiments, and by a method, the steps of which are
performed by a computer of a system or apparatus by, for
example, reading out and executing a program recorded on a
memory device to perform the functions of the above-de-
scribed embodiments. For this purpose, the program 1s pro-
vided to the computer for example via a network or from a
recording medium of various types serving as the memory
device (e.g., non-transitory computer-readable storage
medium). The program includes computer-executable
instructions for implementing the present invention.

An operating system (OS) or other application software
running on a computer can execute part or all of actual pro-
cessing based on 1nstructions of the program to realize the
functions one or more of the above-described exemplary
embodiments.

Additionally, the program read out of a storage medium
can be written into a memory of a function expansion card
inserted 1n a computer or into a memory of a function expan-
sion unit connected to the computer. In this case, based on
instructions of the program, a CPU or MPU provided on the
function expansion card or the function expansion unit can
execute part or all of the processing to realize the functions of
one or more of the above-described exemplary embodiments.

A wide variety of storage media may be used to store the
program. The storage medium may be, for example, any of a
flexible disk (floppy disk), a hard disk, an optical disk, a
magneto-optical disk, a compact disc (CD), a digital versatile
disc (DVD), a read only memory (ROM), a CD-recordable
(R), a CD-rewritable, a DVD-recordable, a DVD-rewritable,
a magnetic tape, a nonvolatile memory card, a flash memory
device, and so forth.

While the present invention has been described with refer-
ence to exemplary embodiments, it 1s to be understood that
the mvention 1s not limited to the disclosed exemplary
embodiments. The scope of the following claims 1s to be
accorded the broadest iterpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2009-131829 filed Jun. 1, 2009 which 1s

hereby incorporated by reference herein 1n its entirety.

What 1s claimed 1s:

1. An 1image processing apparatus comprising:

a selection unit that selects an 1mage for an index screen
from a plurality of images 1n accordance with a record-
ing time of each of the plurality of images,

wherein the selection unit selects one ol two 1mages, where
the two 1mages are successive 1mages 1n a sequence of
recording times and a difference between the recording
times of the two successive 1mages 1s larger than a
threshold, 1n accordance with whether the recording
times of the two successive 1mages are earlier than a
recording time of a predetermined 1mage among the
plurality of images, and

wherein, 1f the recording times of the two successive
images are earlier than the recording time of the prede-
termined 1image among the plurality of images, the selec-
tion unit selects the image having the earlier recording
time than the other image among the two successive
images, and, 11 the recording times of the two successive
images are later than the recording time of the predeter-
mined image, the selection unit selects the image having
the later recording time than the other image among the
two successive 1mages; and
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an output unmit that generates an index screen including the
image selected by the selection unit and outputs the
index screen to a display device.

2. The 1mage processing apparatus according to claim 1,
turther comprising a control umt that controls the selection
unit and the output unit,

wherein the index screen 1s a first index screen and, it an

instruction to change the threshold 1s 1ssued from a user
during output of the first index screen by the output unit,
the control unit controls the selection unit to select an
image for the first index screen 1n accordance with the
changed threshold and controls the output unit to gener-
ate a second 1ndex screen including the image selected 1in
accordance with the changed threshold by the selection
unit, and

wherein the output unit switches from the first index screen

to the second 1ndex screen.

3. A control method for an image processing apparatus, the
control method comprising;

selecting an 1mage for an index screen from a plurality of

images 1n accordance with a recording time of each of
the plurality of 1mages,

wherein one of two images 1s selected, where the two

1mages are successive images 1n a sequence of recording
times and a difference between the recording times of
the two successive 1images 1s larger than a threshold, 1n
accordance with whether the recording times of the two
successive 1mages are earlier than a recording time of a
predetermined image among the plurality of images, and
wherein, 1f the recording times of the two successive
images are earlier than the recording time of the prede-
termined 1mage among the plurality of images, the
image having the earlier recording time than the other
image among the two successive images 1s selected, and,
if the recording times of the two successive 1mages are
later than the recording time of the predetermined
image, the image having the later recording time than the

other 1mage among the two successive images 1s
selected;
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generating an index screen including the selected 1mage;

and

outputting the index screen to a display device.

4. The control method according to claim 3, wherein, if an
instruction to change the threshold 1s 1ssued from a user
during output of the index screen, selecting the image for the
index screen includes selecting an image for a first index
screen 1n accordance with the changed threshold and gener-
ating the index screen includes generating a second index
screen including the image selected according to the changed
threshold further comprising:

switching from the first index screen to the second mdex

screen.

5. The 1mage processing apparatus according to claim 1,
turther comprising an obtaining unit configured to obtain the
plurality of 1images via a network.

6. The image processing apparatus according to claim 1,
turther comprising an obtaining unit configured to obtain the
plurality of 1mages from a recording medium.

7. The 1mage processing apparatus according to claim 1,
further comprising a change unit configured to change the
threshold 1n accordance with an instruction from a user,
wherein the selection unit selects the image for the imndex
screen based on the changed threshold.

8. The image processing apparatus according to claim 1,
wherein the output unit generates the index screen including
the predetermined 1mage.

9. The control method according to claim 3, further com-
prising obtaining the plurality of images via a network.

10. The control method according to claim 3, further com-
prising obtaiming the plurality of images from a recording
medium.

11. The control method according to claim 3, further com-
prising changing the threshold in accordance with an 1nstruc-
tion from a user, wherein the image for the index screen 1s
selected based on the changed threshold.

12. The control method according to claim 3, wherein
generating the index screen includes generating the index
screen including the predetermined 1mage.
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