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12302

ACQUIRE A PACKET BEING COMMUNICATED FROM A BRANCH NODE TO A HEADQUARTERS
NODE OVER A NETWORK CONNECTION, THE BRANCH NODE AND THE HEADQUARTERS NODE
BEING ASSOCIATED WITH A ENTERPRISE IDENTIFIER EMBEDDED WITHIN THE PACKET, AND
THE NETWORK CONNECTION BEING ASSOCIATED WITH A CONNECTION IDENTIFIER
EMBEDDED WITHIN THE PACKET

2304
Y 4

SELECT A SET OF DELIVERY OPTIMIZATION OPERATIONS TO ASSOCIATE WITH THE PACKET
BASED ON THE ENTERPRISE IDENTIFIER AND CONNECTION IDENTIFIER

12306

SELECT A DELIVERY OPTIMIZATION OPERATION FROM THE SELECTED SET OF DELIVERY
OPTIMIZATION OPERATIONS BASED ON THE CONNECTION IDENTIFIER, ENTERPRISE
IDENTIFIER AND THE POP IDENTIFIER

v [

2308

PROCESS THE PACKET TO PERFORM THE SELECTED DELIVERY OPTIMIZATION OPERATION

2310

S 2 AR

DIRECT THE PROCESSED PACKET TO A SECOND POP LOCATION FOR FURTHER PROCESSING
TO PERFORM A FURTHER DELIVERY OFPTIMIZATION OPERATION, OF THE SET OF DELIVERY
OPTIMIZATION OPERATIONS, WHICH IS TO BE SELECTED BASED ON THE ENTERPRISE
IDENTIFIER AND THE CONNECTION IDENTIFIER

FIGURE 23
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/2402

OBTAIN A PACKET INCLUDING A HEADQUARTERS IDENTIFIER THAT IDENTIFIES A ENTERPRISE
HEADQUARTERS, AND A CONNECTION IDENTIFIER, THAT IDENTIFIES A NETWORK
CONNECTION BETWEEN A BRANCH CLIENT AND A HEADQUARTERS SERVER

2404
v 4

DIRECT THE PACKET TO A POINT OF PRESENCE BASED ON THE HEADQUARTERS IDENTIFIER
INCLUDED IN THE PACKET, THE PACKET INCLUDING THE HEADQUARTERS IDENTIFIER AND
THE CONNECTION IDENTIFIER

FIGURE 24
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:2502

OBTAIN FROM A ENTERPRISE BRANCH NODE, A PACKET INCLUDING A HEADQUARTERS
IDENTIFIER THAT IDENTIFIES A ENTERPRISE HEADQUARTERS, AND A CONNECTION
IDENTIFIER, THAT IDENTIFIES A NETWORK CONNECTION BETWEEN A BRANCH CLIENT AND A
HEADQUARTERS SERVER

2504
Y [

IDENTIFY AN APPLICATION ACCELERATION FUNCTION TO PERFORM ON THE PACKET BASED
ON THE CONNECTION IDENTIFIER AND THE ENTERPRISE IDENTIFIER. IDENTIFY A ROUTE OF
THE PACKET BASED ON THE HEADQUARTERS IDENTIFIER.

2506
v -

PERFORM THE APPLICATION ACCELERATION FUNCTION ON THE PACKET

v /2508

‘ DIRECT THE PACKET TO A POINT OF PRESENCE BASED ON THE HEADQUARTERS IDENTIFIER ‘

FIGURE 25
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/2602

OBTAIN FROM A FIRST POINT OF PRESENCE, A PACKET INCLUDING A HEADQUARTERS
IDENTIFIER THAT IDENTIFIES A ENTERPRISE HEADQUARTERS, AND A CONNECTION
IDENTIFIER, THAT IDENTIFIES A NETWORK CONNECTION BETWEEN A BRANCH CLIENT AND A
HEADQUARTERS SERVER

2604
v [

IDENTIFY AN APPLICATION ACCELERATION FUNCTION TO PERFORM ON THE PACKET BASED
ON A HEADQUARTERS IDENTIFIER AND THE CONNECTION IDENTIFIER WITHIN THE PACKET

2606
v 4

PERFORM THE APPLICATION ACCELERATION FUNCTION ON THE PACKET BASED ON THAT |

IDENTIFICATION

2608
Y [

DIRECT THE PACKET TO A ENTERPRISE HEADQUARTERS BASED ON THE HEADQUARTERS |

IDENTIFIER

\ FLOW DIAGRAM ILLUSTRATING A
METHOD OF A FURTHER POINT OF
PRESENCE SYSTEM

FIGURE 26
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ROUTING AND SERVICE PERFORMANCE
MANAGEMENT IN AN APPLICATION
ACCELERATION ENVIRONMENT

FIELD OF TECHNOLOGY

This disclosure relates generally to computer networking,
and, more particularly, to a method, an apparatus, and a sys-
tem of a routing and service performance management 1n an
application acceleration environment.

BACKGROUND

Routing and service performance in an application accel-
eration environment may be challenging. For example, a net-
work may be heterogencous with many constituent parts.
Performance of the application may be a factor of bandwidth
and latency of the network. Speed of data transier between a
source point and a destination point on Internet may be lim-
ited by a number of factors (e.g., congestion, distance, size of
link). The network of service providers may not be optimized
to handle the bottleneck in speed of data transfer. As a result,
the data transfer between the headquarters and the branch
olfices may 1ncur a large delay (e.g., approximately 250 ms
tfor a file transier between US and India).

SUMMARY

Disclosed are a system, a method and an apparatus of
reduction of routing and service performance management in
an application acceleration environment. In one aspect, a
system 1ncludes a branch site that includes a branch client. In
addition, the system includes a headquarters site that includes
a headquarters server. The headquarters site including a head-
quarters server includes the branch site. The headquarters site
1s commumnicatively coupled over a link via transmission
media. The link 1s i1dentified through a link i1dentifier. The
headquarters site including a headquarters server also
includes the branch client and the headquarters server being
communicatively coupled over a network connection via the
transmission media. The network connection is i1dentified
through a connection identifier. The system also includes a
first point of presence (POP) communicatively coupled with
the branch site over a first segment of the link. The system also
includes a second POP communicatively coupled with the
first POP over a second segment of the link. The second POP
1s also commumcatively coupled with the headquarters site
over a third segment of the link. The branch site of the system
1s configured to transmit a packet of the network connection.
In addition, the branch site of the system 1s associated with the
branch client, over the first segment to the first POP, based on
the link 1dentifier, the packet encoding the link identifier and
the connection 1dentifier.

In addition, the system includes the first POP being con-
figured to select a delivery optimization operation to perform
on the packet based on a first POP 1dentifier, the link identifier,
and the connection 1dentifier. The first POP 1s also configured
to perform the delivery optimization operation on the packet
based on that identification. In addition, the first POP 1s con-
figured to transmit the packet to the second POP over the
second segment of the link based on the link 1dentifier.

The second POP of the system 1s configured to select a
turther delivery optimization operation to perform on the
packet based on a second POP 1dentifier, the link identifier,
and the connection identifier. In addition, the second POP of
the system 1s configured to perform the further delivery opti-
mization operation on the packet based on that 1dentification.
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2

The second POP of the system 1s also configured to transmit
the packet to the headquarters site over the third segment of
the link based on at least one of the link i1dentifier and the
connection 1dentifier.

The branch client and the headquarters server may estab-
lish the network connection with one another prior to the
branch site directing the packet to the first POP over the first
segment of the link. A set of branch clients of the branch site
and a set of headquarters servers of the headquarters site may
establish a plurality of separate network connections with one
another. The system may be configured to direct a plurality of
packets, each associated with a different one of the plurality
ol network connections, simultaneously over the first seg-
ment, the second segment, and/or the third segment of the
link. The network connection may be one of the one or more
separate network connections. The branch client and the
headquarters server may establish the network connection
through a transmission control protocol three-way hand-
shake. The connection 1dentifier may be encoded 1n an Inter-
net Protocol (IP) header that may include a source IP address,
a destination IP address, a source port identifier, and a desti-
nation port identifier. The first POP and the second POP may
cach 1nclude an enterprise selection module configured to
identily 1n a memory system, an enterprise associated with
the packet, based on the link i1dentifier. In addition, the first
POP and the second POP may each include an operation set
selection module configured to identily in the memory sys-
tem, a set of delivery optimization operations associated with
the packet, based on the identified enterprise and the connec-
tion 1dentifier.

The set of delivery optimization operations associated with
the packet may include a data compression function, a data
decompression function, a protocol proxy function, an
encryption function, and a decryption function. The first POP
may include an operation selection module configured to
select the delivery optimization operation of the 1dentified set
of delivery optimization operations to perform on the packet,
based on an association of the first POP identifier with the
connection identifier 1n the memory system. Also, the first
POP may include a delivery optimization module configured
to utilize a processor to pertorm the selected delivery optimi-
zation operation on the packet. The second POP may include
an operation selection module configured to select the deliv-
cry optimization operation of the identified set of delivery
optimization operations to perform on the packet, based an
association of the second POP i1dentifier with the connection
identifier in the memory system, and a delivery optimization
module configured to utilize a processor to perform the
selected further delivery optimization operation on the
packet.

The branch site may be associated with a branch enterprise
premise module configured to perform the set of delivery
optimization operations on the packet prior to the branch site
transmitting the packet over the first segment to the first POP.
The headquarters site may be associated with a headquarters
enterprise premise module configured to perform the set of
delivery optimization operations on the packet subsequent to
receiving the packet from the second POP over the second
segment.

The system may include a set of interconnectors. The set of
interconnectors may include a branch site imterconnector, a
first POP interconnector, a second POP 1nterconnector and a
headquarter site interconnector. The branch site interconnec-
tor may be associated with the branch site. The first POP
interconnector may be associated with the first POP. The
second POP interconnector may be associated with the sec-
ond POP. The headquarters site interconnector may be asso-
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ciated with the headquarters site. Each of the set of intercon-
nectors may be configured to perform a router function and/or
a bridge function. The first segment may be identified through
a 1irst segment 1dentifier that identifies the branch site inter-
connector and/or the first POP interconnector. The second
segment may be 1dentified through a second segment 1denti-
fier that identifies the first POP mterconnector and/or the
second POP interconnector. The third segment may be 1den-
tified through a third segment identifier that 1dentifies the
second POP interconnector and/or the headquarters intercon-
nector.

The branch site and the headquarters site may be associated
with an enterprise and the branch site interconnector may not
be programmable by the enterprise to manipulate an extended
header of the packet.

The system may include a database server communica-
tively coupled with the branch client. The database server
may be configured to receive from the branch client, a target
destination for the packet. In addition, the database server
may be configured to provide a unique Internet Protocol (IP)
address to the branch client based on the target destination,
the unique IP address uniquely encoding the first segment
identifier, the link identifier, and the connection identifier.
The branch client of the system may be configured to trans-
mit, via the branch site interconnector, the packet to the first
POP over the first segment using the first segment 1dentifier.
The branch site and the headquarters site may be associated
with an enterprise and the branch site interconnector 1s pro-
grammable by the enterprise to manipulate an extended
header of the packet.

The branch site interconnector may be configured to deter-
mine through a memory system that the first segment 1denti-
fier 1s associated with the link i1dentifier, place the link 1den-
tifier 1n the extended header of the packet, place the first
segment 1dentifier 1n another extended header of the packet,
and based on the first segment 1dentifier, transmit the packet
over the first segment to the first POP.

The first POP interconnector may be configured to deter-
mine through a memory system that the second segment
identifier 1s associated with the link i1dentifier, place the link
identifier 1n an extended header of the packet, place the sec-
ond segment 1dentifier in another extended header of the
packet, and based on the second segment 1dentifier, transmit
the packet over the second segment to the second POP. The
packet may be a request packet.

The connection identifier may include a headquarters
server 1dentifier and a branch client identifier. The second
POP 1nterconnector may be configured to substitute the
branch client identifier with the third segment identifier, and
a modified branch client identifier. The connection 1dentifier
may reflect the headquarters server identifier as a destination,
and reflects the third segment identifier and the modified
branch client identifier as a source, and cause the second POP
interconnector to transmit the request packet to the headquar-
ters site over the third segment.

The headquarters site may be configured to provide the
request packet to the headquarters server using the headquar-
ters server 1dentifier as the destination, The headquarters site
may be configured to designate the third segment 1dentifier
and the modified branch client identifier as the destination,
and the headquarters server 1dentifier as the source. In addi-
tion, the headquarters site subsequent to providing the request
packet to the headquarters server may transmit a return packet
that 1s associated with the request packet over the third seg-
ment to the second POP based on the third segment 1dentifier.

Responsive to recerving the return packet from the head-
quarters site, the second POP may be configured to access a
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4

memory system to associate the modified branch client 1den-
tifier with the branch client identifier, and to access the
memory system to associate the branch client identifier and
the headquarters server identifier with the connection 1denti-
fier. In addition, the second POP may be configured to access
the memory system to associate the connection identifier with
the link 1dentifier, to access the memory system to associate
the link 1dentifier with the second segment 1dentifier, and to
transmit the return packet to the first POP based on the second
segment 1dentifier.

In addition, the second POP interconnector may be config-
ured to determine through a memory system that the third
segment 1dentifier 1s associated with the link identifier, place
the link 1dentifier 1n the extended header of the packet, place
the third segment 1dentifier in another extended header of the
packet, and based on the third segment 1dentifier, transmit the
packet over the third segment to the headquarters site.

The extended header and/or the other extended header may
reflect one or more of Internet a Protocol Security (IPSec), a
Multiprotocol Label Switching (MPLS), a virtual Local Area
Network (VLAN), 1P, and Generic Routing Encapsulation
(GRE) access protocols. The first POP iterconnector may be
one of one or more interconnectors that are communicatively
coupled with the branch site interconnector and are accessible
by the branch site interconnector. The branch site intercon-
nector may be configured to select the first POP interconnec-
tor from the one or more interconnectors based on the first
segment 1dentifier. The second POP interconnector may be
one of one or more of POP interconnectors communicatively
coupled with the first POP interconnector over one or more
segments. The first POP interconnector may select the second
POP 1nterconnector from the one or more POP interconnec-
tors based on the second segment 1dentifier. The headquarters
site 1nterconnector may be one of one or more headquarters
site interconnectors that are communicatively coupled with
the second POP interconnector over one or more segments.
The second POP 1nterconnector may be configured to select
the headquarters site interconnector from the one or more
headquarters site interconnectors, based on the third segment
identifier.

The packet may be a request packet. The headquarters site
interconnector may be configured to receive a return packet
associated with the request packet from the headquarters
server. In addition, the headquarters site interconnector may
also be configured to determine through a memory system of
the headquarters site that the link i1dentifier encoded 1n the
return packet 1s associated with the third segment 1dentifier
and to transmuit the return packet from the headquarters site to
the second POP based on the third segment identifier.

The second POP interconnector may be configured to
determine through a memory system of the second POP that
the link identifier encoded 1n the return packet 1s associated
with the second segment 1dentifier, and to transmuit the return
packet from the second POP to the first POP, based on the
second segment 1dentifier.

Also, the first POP interconnector may be configured to
determine through a memory system of the first POP that the
link 1dentifier encoded 1n the return packet 1s associated with
the first segment 1dentifier, and to transmit the return packet
from the first POP to the branch site interconnector, based on
the first segment 1dentifier.

In another aspect, a system includes a branch site that
includes one or more branch clients. In addition, the system
includes a headquarters site including a headquarters server.
The system also includes the branch site and the headquarters
site being communicatively coupled over a link via transmis-
sion media. The link of the system 1s 1dentified through a link
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identifier, and the branch client and the headquarters server
being communicatively coupled over a network connection
via the transmission media. The network connection of the
system 1s 1dentified through a connection identifier. The sys-
tem further includes a first point of presence (POP) commu-
nicatively coupled with the branch site over a first segment of
the link. The system also 1ncludes a second POP communi-
catively coupled with the first POP over a second segment of
the link and communicatively coupled with the headquarters
site over a third segment of the link. The branch site may be
configured to forward a packet of the network connection,
and associated with the branch client, over the first segment to
the first POP, based on the link 1dentifier, the packet encoding,
the link 1dentifier and the connection 1dentifier.

The first POP of the system 1s configured to perform a
delivery optimization operation on the packet, determine
whether to forward the packet to the second POP, and based
on determining that that the packet 1s to be forwarded to the
second POP, forward the packet to the second POP over the
second segment of the link based on the link 1dentifier.

The second POP of the system 1s configured to perform a
turther delivery optimization operation on the packet, deter-
mine whether to forward the packet to the headquarters site,
and based on determining that that the packet 1s to be for-
warded to the headquarters site, forward the packet to the
headquarters site over the third segment of the link based on
at least one of the link 1dentifier and the connection identifier.

The system may include a set of interconnectors including,
a branch site interconnector associated with the branch site, a
first POP interconnector associated with the first POP, a sec-
ond POP interconnector associated with the second POP, and
a headquarters site interconnector associated with the head-
quarters site. Each of the set of interconnectors may be con-
figured to perform a router function or a bridge function. The
first segment may be 1dentified through a first segment 1den-
tifier that identifies the branch site interconnector and the first
POP interconnector. The second segment may be i1dentified
through a second segment 1dentifier that identifies the first
POP interconnector and/or the second POP interconnector.
The third segment may be 1dentified through a third segment
identifier that identifies the second POP interconnector and/or
the headquarters interconnector.

The link 1dentifier may be configured to be encoded 1n an
inner extended header of the packet. The first segment 1den-
tifier, the second segment identifier, and/or the third segment
identifier are configured to be encoded 1n outer extended
header of the packet.

The branch site interconnector may be configured to
encode the first segment 1dentifier 1n a source field and a
destination field of the outer extended header of the packet
that the branch site 1s configured to forward to the first POP,
the first segment 1dentifier including a branch site intercon-
nector 1identifier and a first POP interconnector identifier.

Based on the first POP determining that the packet 1s to be
returned to the branch site, the first POP interconnector may
be configured to place the first POP interconnector 1identifier
in the 1n the source field of the outer extended header, place
the branch site interconnector identifier 1n the destination
field of the outer extended header, and return the packet to the
branch site over the first segment based on the branch site
interconnector identifier 1n the destination field of the outer
extended header.

The first POP interconnector may be configured to encode
the second segment 1dentifier 1n a source field and a destina-
tion field of the outer extended header of the packet that the
first POP 1s configured to forward to the second POP, the
second segment 1dentifier including a second POP intercon-
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nector 1dentifier and a headquarters site interconnector 1den-
tifier. Based on the second POP determining that the packet 1s
to be returned to the first POP, the second POP interconnector
may be configured to place the second POP interconnector
identifier in the 1n the source field of the outer extended
header, place a first POP interconnector identifier in the des-
tination field of the outer extended header, and return the
packet to the first POP interconnector over the second seg-
ment based on the first POP interconnector identifier in the
destination field of the outer extended header.

The delivery optimization operation and the further deliv-
cry optimization operation may be a set of delivery optimi-
zation operations including a data compression function, a
data decompression function, a protocol proxy function, an
encryption function, and a decryption function.

The branch site may be associated with a branch enterprise
premise module configured to perform the set of delivery
optimization operations on the packet. The branch enterprise
premise module may be further configured to determine
whether to return the packet to the branch client prior to the
branch site forwarding the packet over the first segment to the
first POP, and return the packet to the branch client based on
determining that the packet 1s to be returned to the branch
client.

The headquarters site may be associated with a headquar-
ters enterprise premise module configured to perform the set
of delivery optimization operations on the packet subsequent
to recerving the packet from the second POP over the second
segment.

In yet another aspect, a method of performing a point of
presence (POP) includes acquiring a packet associated with a
network connection, the packet travelling over a segment of
one or more segments that form a link between a requesting

site and a providing site. The packet includes a link identifier
that identifies the link, and a connection 1dentifier that 1den-
tifies the network connection.

The method also includes selecting a set of delivery opti-
mization operations to associate with the packet based on the
link 1dentifier and the connection identifier. In addition, the
method 1ncludes selecting a delivery optimization operation
from the selected set of delivery optimization operations
based on a POP i1dentifier that identifies the POP, the link

identifier, and the connection identifier. '

T'he method also
includes processing the packet to perform the selected deliv-
ery optimization operation. The method also includes deter-
mining whether a further delivery optimization operation s to
be performed prior to forwarding the processed packet to a
delivery optimization operation provider. The method further
includes forwarding the packet to the delivery optimization
operation provider over a further segment of the plurality of
segments, based on determining that the further delivery opti-
mization operation 1s to be performed.

The delivery optimization operation provider may include
a second POP. The further delivery optimization operation
may be selected based on a second POP 1dentifier, the link
identifier and the connection 1dentifier.

The delivery optimization operation provider may include
a provider enterprise premise equipment 1n a provider site.
The further delivery optimization operation may be selected
based on a headquarters site 1identifier, the link 1dentifier and
the connection identifier.

In addition, the method may 1nclude determining that the
further delivery optimization operation i1s not to be per-
formed. The method may include determining that the packet
1s to be returned to a source of the packet. The method may
also include returning the packet towards the source of the
packet over the segment based on the determining that the
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turther delivery optimization operation 1s not to be performed
and the determining that the packet 1s to be returned to the
source of the packet.

Determining that the further delivery optimization opera-
tion 1s to be performed may include accessing a determination
value stored 1n a memory system. The determination value
may be associated with a bandwidth threshold value and/or a
throughput threshold value related to the further segment.

The selection of the set of delivery optimization operations
may 1nclude determining that the link 1dentifier 1s associated
with an enterprise identified through an enterprise 1dentifier
in a memory system, and determining that the enterprise
identifier and the connection 1dentifier are associated with the
set of delivery optimization operations in the memory system.
The selection of the delivery optimization operation from the
set of delivery optimization operations may include determin-
ing that the delivery optimization operation of the set of
delivery optimization operations 1s associated with the con-
nection 1dentifier and the POP identifier 1n the memory sys-
tem.

The association between the link 1dentifier, the connection
identifier, and the set of delivery optimization operations may
be pre-defined based on a user preference. The association
between the connection identifier and the delivery optimiza-
tion operation of the set of delivery optimization operations
may be pre-defined based on a user configuration of the POP.
The delivery optimization operation of the set of delivery
optimization operations may be selected from the group of
delivery optimization operations consisting of data compres-
sion, data decompression, protocol proxy, authentication,
encryption, and/or decryption. A requesting client of the
requesting site and a providing server of the providing site
may establish the network connection using Internet protocol
(IP). The connection 1dentifier may be encoded 1n an inner
header of the packet. The connection 1dentified includes a
source Internet protocol (IP) address, a destination IP
address, a source port identifier, and/or a destination port
identifier. The link 1dentifier may be encoded 1n an extended
header of the packet. The link identified may retlect a generic
routing encapsulation, multiprotocol label switching, virtual
private local area network services, and/or Internet Protocol
(IP).

A machine-readable medium including instructions that

when executed by a machine may cause the machine to per-
torm the method as described herein.

BRIEF DESCRIPTION OF THE VIEWS OF
DRAWINGS

Example embodiments are illustrated by way of example
and not limitation 1n the figures of accompanying drawings,
in which like references indicate similar elements and 1n
which:

FIG. 1 1s a network diagram illustrating a basic represen-
tation of system overlay network.

FIG. 2 1s a flow diagram 1illustrating implementation of
routing and service chain operations performed on the system
overlay network illustrated in FIG. 1, according to one
embodiment.

FI1G. 3 1s a network diagram illustrating different segments
forming the system overlay network illustrated in FIG. 1,
according to one embodiment.

FI1G. 4 1s an exploded view of a requesting site illustrated in
FIG. 3, when the requesting site 1s a customer owned site,
according to one embodiment.
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FIG. 5 1s an exploded view of a providing site 1llustrated 1n
FIG. 3, when the providing site 1s a customer owned site,
according to one embodiment.

FIG. 6 1s an exploded view of a providing site 1llustrated 1n
FIG. 3, when the providing site 1s a cloud infrastructure
provider site, according to one embodiment.

FIG. 7 1s an exploded view of a providing site illustrated 1n
FIG. 3, when the cloud infrastructure provider site uses NAT/

Firewall routing, according to one embodiment.

FIG. 8 1s an exploded view of a providing site illustrated 1n
FIG. 3, when the providing site is a cloud platform provider
site, according to one embodiment.

FIG. 9 15 a table view 1illustrating the different topology
types and connectivity between the topology types, according
to one embodiment.

FIG. 10 15 a table view illustrating the different premaise
types that perform service functions, according to one
embodiment.

FIG. 11 1s structural view 1illustrating the format of differ-
ent example packets transmitted over the system overlay net-
work 1illustrated i FIG. 1, according to one embodiment.

FIG. 12 1s a table view illustrating the various access pro-
tocols used to transmit the example packet 1llustrated 1n FIG.
11, according to one embodiment.

FIG. 13 1s a structural view 1llustrating the double header
format to securely transmit the example packet 1llustrated 1n
FIG. 11 over the system overlay network, according to one
embodiment.

FIG. 14 1s anetwork view 1llustrating a packet transmission
over an example system overlay network having customer
owned site types, according to one embodiment.

FIG. 15 1s anetwork view 1llustrating a packet transmission
over an example system overlay network having a customer
site type with restricted routing functions, according to one
embodiment.

FIG. 16 1s anetwork view illustrating a packet transmission
over another example system over network having a customer
site type with restricted routing functions, according to one
embodiment.

FIG. 17 1s a table view illustrating example access proto-
cols used to transmit the packet illustrated in FIG. 11 over
different segments between different customer site types and/
or customer site designations, according to one embodiment.

FIG. 18 1s a tlow diagram illustrating the packet transmis-
sion over the system overlay network 1llustrated 1n FIG. 1.

FIG. 19 15 an exploded view of a point of presence system
and the service flow through the point of presence.

FIG. 20 1s an exploded view of the tables module 1llustrated
in FI1G. 19.

FIG. 21 1s a table view 1llustrating a list of services per-
formed by the point of presence illustrated 1n FIG. 19.

FIG. 22 15 a table view illustrating example point of pres-
ence operations.

FI1G. 23 1s a flow diagram illustrating a method of selecting
and performing delivery optimization operations.

FIG. 24 15 a flow diagram 1illustrating a method of a point of
presence system

FIG. 25 15 a flow diagram 1llustrating a method of a cus-
tomer branch site.

FIG. 26 1s a flow diagram 1llustrating a method of a further
point of presence system. Other features of the present
embodiments will be apparent from accompanying Drawings
and from the Detailed Description that follows.
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DETAILED DESCRIPTION

Disclosed are a system, a method and an apparatus of
reduction of routing and service performance management in
an application acceleration environment. It will be appreci-
ated that the various embodiments discussed herein need not
necessarily belong to the same group of exemplary embodi-
ments, and may be grouped into various other embodiments
not explicitly disclosed herein. In the following description,
for purposes of explanation, numerous specific details are set
forth 1n order to provide a thorough understanding of the
various embodiments.

FI1G. 1 1s a network view illustrating a basic representation
of a system overlay network 100, according to one embodi-

ment. In particular, FIG. 1 illustrates a system overlay net-
work 100, a client 104, a server 106, a path A 101, a path B
102, a POP A 110 A, a POP B 110 B, an optional enterprise
premise equipment 108 A and 108 B.

A data may be transferred between a client 104 and a server
106. The client 104 may include, but not limited to a desktop
or a laptop. The server 106 may include, but not limited to an
exchange center. The client C 104 may request the server S
106 for the data. The data transier may be a file transier or a
centralized application being accessed between a branch and
a headquarters office. The data may be transierred as packets
1100 A-C. The data transier between a client 104 and a server
106 office may be performed through an Internet. The server
106 may be an actual server. The actual server may be a final
end point of a client-server communication. The data may be
transierred over multiple paths over the Internet. In an
example embodiment, the data may be transferred on path A
101 or path B 102.

The data transfer over path A 101 may not be optimized.
Path A 101, may not be an optimized network. However, 1n
path B 102, the client 104 and server 106 sites may be coupled
to optimization agents (€.g., optional enterprise premise mod-
ule 108 A-B, POPs 110 A-N) that may be configured to
optimize the data transfer over path B 102. The optimization
agents may be located at the WAN network between the client
and server site. The optimization agents may also be located
at the client and/or server sites. For example, the optional
enterprise premise equipment 108 A-B may be coupled to the
client 104 and/or server 106 at the client 104 and/or server 106
sites (e.g., at the requesting site 304 and/or providing site 306,
at the private LAN). The POPs 110 A-N may also be coupled
to the client and/or the server and located at the WAN network
between the client 104 and the server 106 (e.g., network A
308). Path B 102 may have n-number of points of presence

110 A-N (used as POP from here after). The n-number of
POPs 110 A-N in the network path B 102 may enable the
transier ol optimization operations 2102 from the client 104
and/or server 106 site to the network.

The optimization agents may be a proxy. For example, the
POPs 110 A-N and the optional enterprise premise module
108 A-B as illustrated 1n FIG. 1 are proxies of the original
server 106. The proxy may perform all the functions of the
actual server 106. The proxy may be a transparent or opaque
entity that performs whole or part of a server function at a
location near or away from the actual server. As explained
carlier, the proxies may be located at the client 104 and server
106 ends (e.g., optional enterprise premise module 108 A-B
illustrated in FIG. 1). The proxies may also be located 1n the
network connecting the client 104 and the server 106 (e.g., the
POPs 110 A-C located 1n network A 308 that connects the
requesting site 304 and providing site 306 illustrated in FIG.
3). In an example embodiment, illustrated 1n FI1G. 1 the POPs
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110 A-N and the optional enterprise premise module 108 A-B
may enable acceleration as a service over path B 102 in the
system overlay network 100.

Companies may consolidate applications and/or servers at
a central location. The centralized location may be the head-
quarters. The consolidation of the application and/or servers
may enable the management of the application and/or server
more cost-elfectively. The consolidation may also help to
meet regulatory requirements for data security and backup.
However, the centralized applications may be designed to
operate optimally over a local area network. It the physical
distance between the end points of the network over which the
consolidated application and/or server 1s accessed 1s large,
then the performance of the application may be compro-
mised. The performance of the application may be a factor of
the bandwidth and latency of the network. The speed of data
transier between a source point and a destination point on the
Internet may be limited by a number of factors (e.g., conges-
tion, distance, size of link). The network of the service pro-
viders may not be optimized to handle the bottleneck 1n speed
of data transfer. As a result, the data transfer between the
headquarters and the branch oflices may incur a large delay
(e.g., approximately 250 ms for a file transtier between US and
India).

Acceleration as a service may be required over the network
to minimize the effects of the bottleneck. Acceleration as a
service may be a method to accelerate performance of the
centralized application located at the providing side (e.g.,
headquarters office, server) for the user at the requesting site
(e.g., branch office, client) as shown 1n FIG. 1. The perfor-
mance of the centralized application being accessed by the
requesting site may depend on latency and/or bandwidth.
Accelerating the performance of the centralized application
may require addressing the latency and/or bandwidth related
1ssues using optimization operations. The various optimiza-
tion operations 2102 may be discussed 1n detail in FIG. 21. In
an example embodiment, the path B 102 in FIG. 1 may
provide acceleration as a service.

The path B 102 may have an optional enterprise premise
equipment 108 A-B as shown 1n FIG. 1. The optional enter-
prise premise equipment 108 A-B may optimize a portion of
the path B 102 from the client C 104 to the POP A 110 A. The
optional enterprise premise equipment 108 A-B may apply
the optimization operation 2102 on the data from client C 104
to server S 106. The optional enterprise premise equipment
108 A-B may have a subset of the optimization operations
2102 performed by the POP. The different optional enterprise
premise equipment 108 A-B may be described in FIG. 10. The
POPs 110 A-N and/or optional enterprise premise equip-
ments 108 A-B may enable the provisioning of acceleration as
a service over path B 102. The path B 102, forces the data to
pass through the n-number of POPs 110 A-N and/or optional
enterprise premise equipment 108 A-B.

The path B 102 may be divided into n-number of segments.
The different segments may be described 1n FIG. 3. A client-
server connection from client C 104 to the server S 106 may
terminate at each optional enterprise premise equipment 108
A-B and/or the POP A-N. An optimization operation 2102
applied at the optional enterprise premise equipment 108 A-B
and/or n-number of POPs 110 A-N may be terminated at
another optional enterprise premise equipment 108 A-B and/
or POPs 110 A-N. For example, a stream level compression
applied on the data at optional enterprise premise equipment
108 A may be decompressed at POP A 110 A. In another
example, a gzip compression applied at POP A 110 A may be
decompressed at POP B 110B. The process of applying opti-
mization operations 2102 at the optional enterprise premise
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equipment 108 A-B and/or n-number of POPs 110 A-N and
terminating at another optional enterprise premise equipment
108 A-B and/or POPs 110 A-N may be termed as a distributed
optimization. The distributed optimization may be symmetric
or asymmetric. For example, a compress and decompress
operation may be a symmetric operation. A caching operation
may be an asymmetric operation. In path B 102 of the system
overlay network 100, symmetric optimization may be
enabled through the deployment of n-number of POPs 110
A-N. The process flow that enables acceleration as a service
operations and routing on the system overlay network 100
may be described 1n FIG. 2.

FIG. 2 1s a flow diagram 1illustrating implementation of
routing and service chain operations performed on the system
overlay network illustrated 1in FIG. 1, according to one
embodiment. In particular, FIG. 2 illustrates an enterprise
202, an enterprise site designation and type 204, an enterprise
site topology 206, a connection establishment 208, a connec-
tion information 210, a proxy operation 212, an optimization
operation set delivery operation 214, an operation set infor-
mation 216, an optimization operation selection function 218,
an operation selection mformation 220, an enterprise link
222, a secure packet delivery operation 224, a detlect opera-
tion 226, a routing operation 228, a detlect back operation
230, an extended header operation 232, an mnsertion model
234. All the operations and/or functions 1llustrated 1n FIG. 2
may be performed through a processor.

In an example embodiment, an enterprise 202 may be any
entity that requests for acceleration as a service. In an
example embodiment, the enterprise 202 may be identified by
enterprise and site identifier (used as CSID from here after).
In an example embodiment, the enterprise and site 1identifier
may also be termed as link identifier. In an example embodi-
ment, the source to destination route and/or an enterprise may
be determined through the link idenftifier. In an example
embodiment, the enterprise 202 may have multiple sites. The
enterprise sites may be designated through a site designation.
Each designated enterprise site may have different site types.
In an example embodiment, the routing mechanism and con-
nectivity between sites may differ with the different enter-
prise site designation and types 204. The enterprise site may
be designated as a headquarters and/or a branch. Each enter-
prise site designation may employ different types of sites. The
different types ol enterprise site may be enterprise owned
(used as CO hereatter), cloud infrastructure provider (CIP)
and/or cloud platform provider (CPP). An enterprise site des-
ignated as headquarters may employ any of the CO, CIP
and/or CPP enterprise site types. An enterprise site designates
as branch may also employ the different types of enterprise
site described above. For example, a Company X may be an
enterprise requesting for acceleration as a service. The Com-
pany X has offices in New York, California, India and China.
The different offices of Company X 1.e. the New York office,
Califormia office, India office and China oifice may be differ-
ent enterprise sites. The New York office and California office
may be designated as headquarters and the India and China
olfices may be designated as branch offices. Each of the New
York, California, India and China offices may employ the
enterprise owned site type, the cloud infrastructure provider
site type and/or the cloud platform provider site type.

The cloud infrastructure provider topology may be a topol-
ogy 1n which an infrastructure for operation 1s provided by a
cloud operator. The infrastructure may be a virtual machine.
For example, Amazon EC2™ is a cloud infrastructure pro-
vided by Amazon Web Services™, where EC2 allows users to
rent virtual computers on which to run their own computer
applications. The cloud platform provider topology may be a
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topology 1n which the cloud operator provides an application
plattorm. The cloud provider platform examples may be
Salesforce.com, Google App Engine or soltware as service
vendors.

Each enterprise site may have an enterprise site topology
206. In an example embodiment, the different enterprise site
topology 206 may be a client C 104 topology and/or a server
S 106 topology. Each enterprise site may implement a client
C 104 and/or a server S 106 that communicates with each
other. A client C 104 may communicate with the server S 106
through establishing a connection. A connection establish-
ment 208 may enable a communication between data
between the client C 104 and the server S 106. Each client C
104 and/server S 106 at an enterprise site may establish mul-
tiple network connections with clients and/or servers of other
enterprise sites. The site which 1nitiates the establishment of
the client-server connection may be a client C 104. Every
connection in a network may be viewed as a connection
between a client and a server. For example, a TCP connection
may be a client-server connection. In a TCP connection a
client C 104 may have to perform a three way handshake to
establish a client-server connection. In a three way hand-
shake, the client C 104 may initiate the connection establish-
ment. In a three way handshake the client C 104 may request
a server S 106 to establish a connection by sending a SYN
packet. The server S 106 may acknowledge the request
through sending a SYN-ACK packet back to the client C 104
and then the client C 104 may respond to the SYN-ACK with
an ACK sent by the client C 104 to the server S 106. Once the
client C 104 sends the ACK the client-server a connection
may be established. Based on an mitiation of the client-server
connection establishment, the branch or the headquarters
may be the client 104 site and/or the server 106 site.

The connection information 210 about a client-server con-
nection may be obtained from the header of the packet 1100
transmitted over the client server connection. In an example
embodiment, the branch client and the headquarters server
may be communicatively coupled over a network connection
via the transmission media 320, the network connection being
identified through a connection i1dentifier 2204. The packet
1100 having the connection identifier 2204 may be termed as
“csconn” packet 1104. The csconn packet 1104 may have
csconn header and a data as 1llustrated in FIG. 11. The con-
nection information 210 may enable a POP system 110 and/or
a site mterconnector to determine a connection identification
number (used as connection i1d hereatter).

In an example embodiment, the proxy operation 212 may
be performed by the POPs 110 A-N and/or optional enterprise
premise equipment 108 A-B innetwork path B 102. The POPs
110 A-N and/or optional enterprise premise equipment 108
A-B 1n the network path B 102 may perform a set of optimi-
zation operations on each csconn packet that passes through
the POPs 110 A-N and/or optional enterprise premise equip-
ment 108 A-B. The set of optimization operations performed
through the POPs 110 A-N and/or optional enterprise premise
equipment 108 A-B may be a whole or part of a service
function set performed by an actual server. The application of
a whole or part of an actual server function set at the POPs 110
A-N and optional enterprise premise equipments 108 A-B
may be termed as a proxy operation 212.

The optimization operation set delivery 214 may determine
a set of operations to be performed on the csconn packet at
cach POP and/or optional enterprise premise equipment. The
set ol operations to be performed on a csconn packet may be
determined through the operation set information 216. The
operation set information may be described 1n FIG. 21. The
operation set information 216 may be formulated based on
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connection information 210 and CSID. The set of optimiza-
tion operations to be performed on the csconn packet may
differ for each CSID and each connection id. The CSID may
be obtained from the extended header of the packet 1100 as
illustrated 1n FIG. 11. The splitting of the services mnto proxy
functions may be performed at the n-number of POPs 110
A-N 1n the path B 102.

The optimization operation selection function 218 may
choose an n-number of specific operations from the set of
optimization operations. The n-number of specific opera-
tions, described 1 FIG. 21, selected by the optimization
operation selection function 218 may be applied on the
csconn packet. At each POP the n-number of specific opera-
tions selected form the set of optimization operations differ.
For example on POP A operations b, ¢c and d are selected from
asetab,c,d, e, and g optimization operations. However, for
the same csconn packet on POP B only operation { may be
selected from the set of optimization operations. The proxy
service functions may be applied per connection based on a
predetermined criteria based on the client C 104 or the server
S 106 Internet protocol (IP) address. The optimization opera-
tion selection function 218 may select an n-number of spe-
cific operations based on an operation selection information
220. The specific operation selected from the set of operations
may differ with a CSID, a connection 1d and a POP 1dentifi-
cation number.

The enterprise sites 204 may be connected by a link 222.
Each pair of enterprise site may be connected by a link 222.
For example, the New York office and California office of
Company X may be connected to each other through a link.
The links may be wired and/or wireless. The link may be a
layer 2 or alayer 3 network link. The layer 2 may be a data link
layer 1in the OSI network model. The OSI network model may
have 7 layers. The layer 3 1n the OSI model may be a network
layer. The different layer 2 and layer 3 links may be described
in FIG. 12.

Once the links are establish between the sites, data may be
transmitted over the links. Each end to end link from the client
C 104 to the server S 106 may be divided into n-number of
segments. The transmission of packets along the n-number of
link segments may be secure. The link security 224 may
assure a secure transmission path to be established over each
of the n-number of segments. The link between client C 104
and server S 106 may be secured through a tunneling proto-
col. The tunneling protocol may encapsulate a different pay-
load protocol 1n a network protocol (the delivery protocol).
Tunneling may enable to carry a payload over an incompat-

ible delivery-network, or provide a secure path through an
unsecure network. The link between client C 104 and server
S 106 may be also secured through using NAT and/or Firewall
operations. For example, IPSec tunneling may be used over
path B 102 to ensure secure transmission of data. The data
may be transmitted as packets over the network.

A packet may be directed along a link segment from an
enterprise site to a POP system through the deflection opera-
tion 226. The packet may be transmitted over multiple paths
to reach the server S 106. In example embodiment, the packet
may be transmitted over path A 101 or path B 102. In an
example embodiment, the deflection operation 226 may
deflect the packets to the POPs on path B 102 instead of
directly transmitting the packets to the headquarters through
a path A 101 as illustrated in FIG. 1. In an example embodi-
ment, the detlect operation 226 may direct a packet from the
client C 104 to a POP A 110 A 1llustrated 1n FIG. 1. In an
example embodiment, the link between the client C 104 and
the POP A 110 A may have an optional enterprise premise
equipment 108 A. The link on which a deflection operation 1s

10

15

20

25

30

35

40

45

50

55

60

65

14

performed may be termed as first connection (used as 1°° conn
hereafter). From a client to a server the 1% conn may be

between a client C 104 and a POP A 110A 1llustrated in FIG.

1. 1°* conn link transparently deflects the request from a client
104 and/or server 106 to a POP 110 to which the client C 104

and/or sever S 106 1s connected based on pre-determined or a
dynamic criteria.

A packet may be routed between an n-number of POPs
through the routing operation 228. In an example embodi-
ment, the routing between the POPs may be termed as core
routing. In an example embodiment, once the packet reaches

the POP A through a 1% conn link, the POP A may route the

packet to another POP through a routing operation 226. In
another example embodiment, once the packet may reach a
POP system from another POP system, the packet may be
routed by the latter POP to yet another POP system 1n the
network. For example, POP A to which the packet was
deflected from client C, routes the packet to POP B through a
routing operation 226. Example embodiments of different
routing and detlection protocols may be described 1n FIG. 13.
The routing protocols used may be layer 2 or a layer 3 routing
based on the type of link between the client C 104, server S
106, POPs 110 A-N and/or optional enterprise premise equip-
ment 108 A-B. The packets may be routed between POPs
while performing the optimization operations selected by the
optimization operation selection function 218 from a set of
optimization operations determined by the optimization
operation set delivery 216 operation.

A packet may be directed from a POP to the enterprise site
through the deflect back operation 230. In an example
embodiment, the packet may be directed from POP B 110 B
to the server S 106 through the detlect back operation 230 as
illustrated 1n FIG. 1. In an example embodiment, the link
between the client C 104 and the POP A 110 A may have an
optional enterprise premise equipment 108 B.

In an example embodiment, an extended header operation
232 may provide the information required to perform the
deflect operation 222, the routing operation 228 and the
deflect back operation 230 securely. The extended header
operation 232 may separate the extended header 1102 from
the packet 1100 A and obtain information from the extended
header 1102 to enable the routing, deflect and deflect back
operations. The extended header 1102 may have the 1°° conn
header that enables the deflection operation 222, a router tag
that enables the routing operation 228 and/or a detlect back
header that enables the deflect back operation 230. The
deflect operation 222 and the deflect back operation 230 may
be performed at the site interconnectors 406. The detlect
operation, route operation and/or deflect back operation may
form an insertion model 234. In an example embodiment, the
insertion model may be implemented at the POPs 110 A-N,
optional enterprise premise equipments 108 A-B and the site
interconnectors 406 at the enterprise sites. The insertion
model 234 may enable:

(a) A packet to reach to the POP from the enterprise site and

from an enterprise site to the POP.

(b) Routing a packet across the n-number of POPs

(¢) A secure transmission of the packets from client to the

Server.

FIG. 2 may describe the various components of the system
overlay network 100 and operations and function that enable
acceleration as a service on the system overlay network 100.
The optimization operations and the different techniques to
transmit the packet over a specific path in the system overlay
network 100 may be explained in an example embodiment in

FIG. 3.
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FIG. 3 1s a network diagram illustrating different segments
forming the system overlay network illustrated in FIG. 1,
according to one embodiment. In particular, FIG. 3 illustrates

a network system 300, a requesting site 304, a providing site
306, anetwork A 308, anetwork B318,aPOPA110A,aPOP

B 110 B, aPOP C 110 C, segment 1 310, a segment 2 312, a
segment 3 314, a select and perform optimization operation
316 A and 316 B, a transmission medium 320 and a packet
path 322. In acceleration as a service over path B 102, the
optimization and acceleration operations may be handled at
the network A 308 rather than only at the requesting site 304
and providing site 306.

In an example embodiment, the packet path 322 may 1llus-
trate the transmission of the packet from a requesting site 304
to a providing site 306 through the different link segments
310, 312 and 314. The requesting site 304 may request appli-
cation and/or functions from other network nodes such as the
provider site 306. For example, a client 104 at the requesting,
site 304 may make a request for an application from a server
106 on the providing site 306. In an example embodiment, the
deflection operation 226 may deflect the request from the
requesting site 304 to the POP A. In an example embodiment,
the request may reach the providing site through multiples
paths. For example, the request may choose to be routed
through network B 318 or network A 308. Network B may be
one among numerous numbers of networks on the Internet.
However, to obtain acceleration as a service the request from
the requesting site 304 may be directed to network A 308
having the POPs that enables acceleration as a service. In an
example embodiment, the segment 1 310 between the
requesting site 304 and the POP A 110 A may be the 1** conn
segment described 1n FIG. 2. The request may be directed to
any POP on the network that is closest to the requesting site
304.

At POP A 110 A an n-number of packet optimization
service may be selected and performed on the request. In an
example embodiment, POP A 110 A may perform the specific
optimization operations selected by the optimization opera-
tion selection function 218 from a set of optimization opera-
tions determined by the optimization operation set delivery
216 operation. In an example embodiment, POP A 110 A may
turther route the request to POP C 110 C that 1s nearest to the
providing site 306 in segment 2 312. POP A may route the
packet to any other POP on the network A to which POP A 1s
connected (e.g., POP B). In an example embodiment, the
routing from POP A 110 A to POP C 114 may be enabled
through the routing operation 228.

In an example embodiment, POP C 114 may direct the
request to the providing site 306. The detlect back operation
230 may enable to request to be directed from POP C 110 C
to the providing site 306. In an example embodiment, POP C
110 C may perform the specific optimization operations
selected by the optimization operation selection function 218
from a set of optimization operations determined by the opti-
mization operation set delivery 216 operation. POP C 110 C
may be coupled to n-number of providing sites 306 and simi-
larly POP A 110 A may be coupled to a number of requesting
sites 304.

In an example embodiment, the requesting site 304 may be
designated as a headquarters or a branch office. The providing
site 306 and/or requesting site 304 may have client and/or
server topology. In an example embodiment, the requesting
site 304 may include clients (not shown) and/or servers (not
shown). The requesting site 304 may behave as a server in an
example embodiment where a server of the requesting site
304 requests a function and/or application from another
server (not shown). The requesting site 304 may behave as a
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client in another example embodiment where the client of the
requesting site 304 requests the function and/or application
from a server via a network such as the network A or the
network B. The requesting site 304 may behave as client in yet
another example embodiment where the client of the request-
ing site 304 1s requesting the function and/or application from
another client. In an example embodiment, the requesting site
and providing site may be an enterprise owned site type, cloud
infrastructure provider (used as CIP hereafter) site type or
cloud platform provider site type (used as CPP hereatter).

The network A 308 may have n-number of POPs. In an
example embodiment, the network A may have 3 POPs. The
3 POPs inthe network A 308 may be POPA110A, POPB 110
B and POP C 110 C. In one or more embodiments, the net-
work A may be a wide area network. In an example embodi-
ment a client-server connection between the clients and/or
servers 1n the requesting site 304 and 1n the providing site 306
through the network A 308 may be a combination of an
n-number of segments. The segments may be a network link
between the requesting site 304, the POPs 110 A-C and/or the
providing site 306. The segment may also be a network con-
nection between different POPs in the network. In an example
embodiment, segment 1 310 may be a network connection
between the requesting site 304 and the POP A 110. Segment
1 310 may be a deflection path or a 1°* conn path. In an
example embodiment, segment 2 may be a network connec-
tion between POP A 110 and POP C 110 C. In an example
embodiment, segment 2 312 may be the core routing segment.
In an example embodiment, the network connection between
the providing site 306 and POP C 114 may be segment 3 314.
In an example embodiment, segment 3 may be a deflect back
path.

In an example embodiment that implements acceleration
as a service, the POPs 110 A-C may perform an n-number of
packet optimization services on the packets that are transmit-
ted through the POPs 110 A-C. All the components 1n the
system 300 may be coupled to each other through a transmis-
sion medium. In one or more embodiments, the transmission
may be a wired or a wireless medium. In one or more embodi-
ments, network B 318 may be a wide area network (used as
WAN hereatter). The providing site 306 and the requesting
site 304 may be, but not limited to a private LAN. The pro-
viding site 306 and requesting site 304 may be described 1n
detail 1n FIG. 4 to FIG. 8.

FIG. 4 1s an exploded view of a requesting site 1llustrated in
FIG. 3, when the requesting site 1s an enterprise owned site,
according to one embodiment. In particular, FIG. 4 illustrates
an enterprise owned type requesting site 304 A, a client 104,
a firewall 402, an optional enterprise premise equipment 108
A, a site interconnector 406 and a connection to a POP
through an edge interconnector 408.

In an example embodiment, the requesting site 304 A may
be an enterprise owned site type. The requesting site 304 may
be designated as a headquarters or a branch office. The
requesting site 304 may implement a client and/or server
topology. In an example embodiment, the requesting site 304
illustrated 1n FIG. 3 may implement a client 104 topology.
The requesting site 304 may have n-number of a client 104.
The 104 client may request a server 106 for a file and/or to run
an application at the providing site 306 that has the server
topology. In an example embodiment, the client 104 may be a
physical device and/or a solftware client application. For
example, the client may be a desktop, a laptop, a browser
and/or a file access function. The client 104 may be coupled to
a firewall 402 and/or an optional enterprise premise equip-
ment 108 A. In an example embodiment the providing site
may be implement a server 106 topology.
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The firewall 402 may be coupled to an optional enterprise
premise equipment 108 A, a client 104 and/or a site intercon-
nector 406. In a client 104 topology, the firewall 402 may be
used to filter the traffic that goes from the client device. The
firewall 402 may also be used to filter tratfic that comes into
the client device. The traific may be packets transmitted over
a network link. In an example embodiment, the firewall may
be a hardware device or software. The firewall may be imple-
mented to operate at a network level, a packet level, or an
application level.

The requesting site 304 may be coupled to a site intercon-
nector 406 through a transmission medium. In an example
embodiment, the optional enterprise premise equipment 108
A or firewall 402 of the requesting site 304 may be coupled to
the site interconnector 406. The site interconnector 406 may
be a branch router and/or a branch bridge. The branch router
may be a router associated with the branch office. The branch
router or bridge may connect a branch office to the WAN. The
optional enterprise premise equipment may be described 1n
FIG. 8.

The site iterconnector 406 may be coupled to a POP
through an edge site interconnector. The edge site intercon-
nector may be an edge router or a provider edge router that 1s
placed at the edge of a WAN or an ISP. The edge router may
communicate with the branch router through a communica-
tion protocol over the transmission medium. The edge site
interconnector may also be a bridge. In an example embodi-
ment, the transmission of packet to and from the edge site
interconnector i segment 1 may be represented as 408 1n
FIG. 4.

In an example embodiment, the optional enterprise
premise equipment 108 A may optimize the link segment 1
310 1llustrated 1n FIG. 3. The optional enterprise premise
equipment may not be implemented if the latency in the
segment where 1t may be employed 1s negligible or the band-
width 1s available inexpensively. The wvarious optional
premise equipments that may be used 1n an enterprise owned
topology are discussed in FIG. 10.

FIG. 5 1s an exploded view of a providing site 1llustrated in
FIG. 3, when the providing site 1s an enterprise owned site,
according to one embodiment. In particular, FIG. 5 1llustrates
an enterprise owned type requesting site 306 A, a server 106,
a firewall 402, an optional enterprise premise equipment 108
B, a site interconnector 406 and a connection to a POP C
through an edge interconnector 502.

In an example embodiment, the providing site 306 A may
have one or more servers 106. The providing site 306 A may
be an enterprise owned providing site. The providing site 306
A may be designated as a headquarters. The providing site
304 may implement a client and/or server topology. In an
example embodiment, the servers may be coupled to the
firewall 402 and/or an optional enterprise premise equipment
108 B. The different optional enterprise premise equipment
that may be used 1s described 1n FIG. 8. The optional enter-
prise premise equipment 108 B may be coupled to a site
interconnector 406. The site interconnector may connect the
WAN to the providing site 306 A. The site interconnector 406
that couples the WAN with the server 106 1n the providing site
306 A may be termed as a server site interconnector.

The packet from the requesting site 304 may be sent to the
optional enterprise equipment 108 B. The optional enterprise
premise equipment 108 B may perform a set of optimization
tfunctions 2102 on the packets. The packet may then be sent
from the optional enterprise premise equipment 108 B to the
firewall 402 or vice versa. The firewall 402 may filter the
packets. If the packet passes the filtering at the firewall 402,
then the packet from the client 104 on the requesting site 304
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may be sent to the server 106 on the providing site 306 A
through the firewall 402. The site interconnector may be a
bridge or a router.

The packet may be sent from the requesting site 304 to the
provider site 306 A through a network tunnel. A network
tunnel may be created using a tunneling protocol. A tunnel
protocol may be one 1 which a payload protocol 1s encapsu-
lated by a network protocol. A tunnel protocol may provide a
secure path through a network that cannot be controlled by the
user. The functionalities at the site interconnector may enable
a tunnel protocol to encapsulate the packet with another
header to transmit 1t over a WAN and also to remove the
encapsulated packet from the encapsulation and deliver 1t to
the actual recipient. The tunnel may be an IPSec tunnel. A
client server link may have an end to end tunnel connecting a
client 104 to a server 106 through a tunneling protocol and
also each segment on the client server link may have a tunnel
connecting the client 104 to the sever 106. For example, the
1" conn link may be connected through a tunnel, the router
link segment may be connected by another tunnel and the
deflect back link may be connected through yet another tun-
nel.

FIG. 6 1s an exploded view of a providing site illustrated 1n
FIG. 3, when the site 1s a cloud infrastructure provider site,
according to one embodiment. In particular, FIG. 5 1llustrates
a cloud infrastructure provider type providing site 308 B, a
virtual infrastructure application 604, an optional virtual
enterprise premise equipment 108 C, a virtual site intercon-
nector406 A, a virtual machine 602 and a connection to a POP
through edge interconnector 502.

The cloud infrastructure provider type providing site 306 B
may be the headquarters. The headquarters may be a server or
a client based on the initiation of the client server connection
establishment. The site that initiates the connection establish-
ment may be a client. The server may operate as a client when
a server 1mitiates a connection with another server to request
information from the other server. The server may also oper-
ate as a client when the server responds to a request from the
client on the requesting site.

In a cloud infrastructure provider type provider site 306 B,
the cloud infrastructure provider may provide a virtual
machine 602 on which virtual infrastructure application 604

1s operated. The virtual infrastructure application 604 may
also be a virtual machine.

The cloud infrastructure provider type provider site 306 B
may have one or many virtual infrastructure application 604
running on the virtual machine 602. The virtual machine may
be coupled to the requesting site 304 through an optional
virtual enterprise premise equipment 108 C and/or a virtual
site interconnector 406 A. The virtual site interconnector may
function as a branch site interconnector application being run
on the virtual machine. The branch site interconnector appli-
cation may be a branch router or bridge application. The
optional virtual enterprise premise equipment 108 C that can
be used 1n the cloud inirastructure provider topology may be
different from the optional virtual enterprise premise equip-
ment used 1n a cloud platform provider and/or an enterprise
owned enterprise site types.

FIG. 7 1s an exploded view of a providing site illustrated 1n
FIG. 3, when the cloud infrastructure site uses NAT/Firewall
routing, according to one embodiment. In particular FIG. 7
illustrates a cloud infrastructure provider type providing site
308 B, a virtual infrastructure application 604, an optional
virtual enterprise premise equipment 108 C, a virtual machine
602 and a POP with and edge interconnector having NAT/
Firewall functionality 702.
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In an example embodiment, at the cloud infrastructure
provider type enterprise site a site interconnector may not be
configurable to operate based on extended header function-
ality. When the site interconnector may not be configurable,
the deflect back operation may be enabled through a NAT
and/or firewall functionality. The NAT or firewall may also
enable a link security to the links between the requesting site
304 and the providing site 306. The NAT or firewall function-
ality may also enable link security over the n-number of link
segments between the requesting site 304 and the providing
site 306. The NAT or firewall functionality may be imple-
mented 1n a POP. The NAT may translate a private LAN
address 1into a public address that may be used to represent the
LAN over a WAN commumnication. The NAT or firewall may
enable the use of a single IP address to represent all the client
or server devices inside a LAN and/or to differentiate between
enterprises.

Further 1n FIG. 6, as described 1n FIG. 5 the cloud infra-

structure provider type providing site 306 B may be desig-
nated as the headquarters office and the virtual infrastructure
application 604 may be operated 1n the virtual machine 602.
The virtual infrastructure application 604 may also be a vir-
tual machine. The virtual infrastructure applications 604 may
be coupled to the requesting site 304 through the virtual
optional enterprise premise equipment 108 C. The virtual
infrastructure application 604 may be coupled to a virtual
optional enterprise premise equipment 108 C. In an example
embodiment where the optional virtual interconnector 406 A
1s not implemented the virtual infrastructure application 604
may be coupled to the POP with NAT or firewall functional-
ities 702.

FIG. 8 15 an exploded view of a providing site 1llustrated in
FIG. 3, when the providing site 1s a cloud platform provider
site, according to one embodiment. In particular FIG. 8, 1llus-
trates a providing site 306 C, an enterprise platiorm provider
application 802, and an optional enterprise premise module
108 C.

The providing site 306 C may be a cloud platform provider
site. The client platform provider providing site 306 C may
not have configurable router functionality. The enterprise
platiorm provider application 802 may have to transmit a
packet from the providing site 306 C to the requesting site 304
through a NAT and/or Firewall functionality. The NAT and/or
Firewall functionality may be implemented 1n the site inter-
connector 702 coupling the providing site 306 C to the POP B.
The enterprise platform provider application 802 may be
coupled to the optional enterprise premise module 108.

The optional enterprise premise module 108 C may include
optimization operations. The optional enterprise premise
module 108 C may enable optimized data transier over seg-
ment coupling the provider site 306 C to the POP B 110 B.
The optional enterprise premise module 108 C may be
coupled to the POP B through the interconnectors.

FIG. 9 15 a table view illustrating the different topology
types and connectivity between the topology types, according
to one embodiment. In the table illustrated in FIG. 9, the
enterprise owned site type may be designated as a branch or a
headquarters. The cloud infrastructure provider and the cloud
platform provider site types may be designated as headquar-
ters. The various designation and site type combinations for a
client access mode 206 A topology may be branch enterprise
owned 204 A, headquarter enterprise owned 204 B, headquar-
ter cloud infrastructure provider 204 C and/or headquarter
cloud platform provider 204 D. The various designation and
site type combinations for a server access mode 206 B topol-
ogy may be branch enterprise owned 204 A, headquarter
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enterprise owned 204 B, headquarter cloud infrastructure
provider 204 C and/or headquarter cloud platform provider
204 D.

The table 1n FIG. 9 indicates the connectivity between the
various topology and their respective site designation and
type. The possibility of connectivity 1s determined based on
the possibility of a client mitiating a connection establish-
ment with a server. In the table shown 1n FIG. 9, the possibil-
ity of a headquarter enterprise owned 204 B, headquarter
cloud infrastructure provider 204 C and/or headquarter cloud
platform provider 204 D site and designation type mitiating a
connection establishment with a branch enterprise owned site
type may be highly unlikely. For example, Amazon EC2
cloud infrastructure does not initiate any request or client-
server connection establishment with a Company X branch
office 1n India. The possibility of a cloud provider contacting
a branch office may be highly unlikely. UNLIKELY 1n FI1G. 9
may 1ndicate that a client-server connection may be highly
unlikely to be established between the related client and
server access modes.

FIG. 10 1s a table view illustrating the different premise
types 1llustrated 1n FIG. 1 that perform service functions,
according to one embodiment. In particular, FIG. 10 1llus-
trates a branch optional enterprise premise module 1008 A, a
headquarters optional enterprise premise module 1008 B,
enterprise owned site type 1002, cloud infrastructure provider
site type 1004, cloud platiform provider site type 1006.

In an enterprise owned site type 1002, the branch optional
enterprise premise modules may include, but not limited to a
hardware machine, a virtual machine, a browser plug-in and/
or a kernel plug-in. For an enterprise owned site type, the
headquarters optional enterprise premise modules may
include, but not limited to a hardware machine, a virtual
machine and/or a browser plug-in.

In a cloud infrastructure provider site type 1004, the branch
optional enterprise premise module may include, but not lim-
ited to a virtual machine and/or a kernel plug-in. For a cloud
infrastructure provider site type 1004, the headquarters
optional enterprise premise module may include, but not lim-
ited to a virtual machine and/or a kernel plug-in.

In a cloud platiorm provider site type 1006, the branch
optional enterprise premise module and the headquarters
optional enterprise premise module may include, but not lim-
ited to optimization applications. The enterprise premise
module 108 may offer service operations. The enterprise
premise equipment may be included in a segment from the
client to the client site interconnector or from the server site
interconnector to the server. The enterprise premise module
108 may optimize the above mentioned segments. The enter-
prise premise module 108 may be optional based on optimi-
zation requirements.

The optional enterprise premise module 108 may also
include an iterconnector functionality and the firewall tunc-
tionality. I the optional enterprise premise module 109 may
include the interconnector tunctionality, then a physical site
interconnector 406 may not be required for routing packets
over the service overlay network.

FIG. 11 1s a structural view illustrating the format of dif-
ferent example packets transmitted over the system overlay
network illustrated in FIG. 1, according to one embodiment.

In particular, FIG. 11 1illustrates an extended header packet

format 1100A, a NAT/Firewall based routing format 1100 B,
a DNS based routing packet format 1100 C, an extended
header 1102, a network layer header 1110, a transport layer

header 1108, a data 1106, a header and data packet 1104, a
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source address 1120, a destination address 1118, a source port
1116, a destination port 1114, a protocol 1112, a connection
identifier (5 tuple) 1101.

The extended header packet format 1100 A may include,
but not limited to an extended header 1102, a header and data
packet 1104, a connection 1dentifier (5 tuple) 1101. A client-
server data may be transmitted over a client-server connec-
tion through the extended header packet format 1100A. To
transmit the data through the extended header packet format
1100 A, the routers at the enterprise site may have to be
configurable. The routers may have to be configured to accept
and/or process the extended header packet formats 1100 A.
The extended header 1102 in the extended header packet
format 1100 A may include, but not limited to a 1st conn
header and/or a router tag. In an example embodiment, the
router tag may be include the link identifier and 1% conn, core
routing and/or detlect back tag may include the segment
identifier. The 1st conn header may 1dentily the route from the
enterprise site to the first POP and the router tag may 1dentify
the route from the one enterprise site to the other enterprise
site through the POP in the system overlay network illustrated
in FIG. 1. For example, router tag 1dentifies the route between
client 104 and the server 106. The router tag may also be used
to enable the core routing. Core routing may be the routing,
between the POPs.

The header and data packet 1104 1n the extended header
packet format 1100A may be termed as a csconn packet. The
header of the csconn packet may include a network layer
header 1110 and/or a transport layer header 1108. The csconn
packetmay also include apayload. The payload may be a data
1106 being commumnicated between a client 104 and a server
106. The data may be transmitted from a client 104 to a server
106. The network layer header 1110 may also be termed as an
IP header. The information in the IP header may enable a
processor to 1dentily a connection. Every client-server con-
nection may be unique. Each client-server connection may be
provided a connection 1dentifier to umiquely 1dentily the con-
nection. The connection 1dentifier 1101 in the IP header may
enable the connection 1dentifier module 1930 to determine a
connection 1d 2204. The connection identifier (5 tuple) 1101
may include a source address 1120, a destination address
1118, a source port 1116, a destination port 1114 and/or a
protocol 1112.

The source address 1120 may 1dentily the source from
which the packet 1100 A originated. The source address 1120
may be a client 104 address. The destination address may
identify the destination to which the packet 1100 A 1s trans-
mitted. The destination address may be a server 106 address.
The source address 1120 and/or destination address 1118
may be an IPv4 or IPv6 address. The source port may be a port
number that designates the client. The destination port may be
a port number of the server. The port may be a software
construct specific to an application and/or specific to a pro-
cess serving as a communications endpoint used by Transport
Layer protocols. The protocol may be the transport later pro-
tocols used by the client and server to communicate. The
protocol may be a TCP protocol or a UDP protocol.

The client-server data may be transmitted over a client
server connection through the NAT/Firewall based packet
format 1100 and/or the DNS based packet format 1100 C. The
NAT/Firewall based packet format 1100 and/or the DNS
based packet format 1100 C may be used to transmit client
server data when the routers at the enterprise site are not

configurable to operate with extended header packet format
1100 A.
The NAT/Firewall based packet format 1100 B and/or the

DNS based packet format 1100 C may be a csconn packet
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format. The csconn packet may be the header and data 1104
illustrated 1n FIG. 11. The csconn packet may have a csconn
header and/or a csconn data as described above. In the NAT/
Firewall based packet format 1100 B, the source address
and/or the source port 1n the connection 1dentifier 1120 may
be modified for routing. The routing based on NAT/Firewall
packet format may be described 1n an example embodiment
illustrated in FIG. 15. In the DNS based packet format 1100
C, the destination address in the connection identifier 1120
may be modified for routing. The routing based on DNS
packet format may be described 1n an example embodiment
illustrated in FIG. 16.

FIG. 12 1s a table view illustrating the various access pro-
tocols used to transmait the example packet illustrated i FIG.
11, according to one embodiment. In particular FIG. 12 1llus-
trates the protocols used to connect to and/or from POPs and
to route between POPs 1200, link layer 1202, 1P layer 1200.

Link layer may be a layer 2 protocol and the IP (Internet
Protocol) layer may be a layer 3 protocol. The type of header
in the packets 1100 A, 1100 B and/or 1100 C may vary with
the type of protocol used to connect to and/or from the POPs
and to route between POPs. The client-server may have an
enterprise site to first POP segment (1st conn), core routing
segment and/or a POP to enterprise site segment as illustrated
in FIG. 3. Each segment may be use a layer 2 or a layer 3
protocol. The different layer 2 protocols include, but not
limited to MPLS, VPLS, VLAN, L2TP and/or SSTP. The
different layer 3 protocols may include, but not limited to
IPSec, SSL, GRE and/or IP in IP. An example embodiment of
the different protocols may be 1llustrated 1n FIG. 13.

FIG. 13 1s a structural view 1illustrating the double header
format to securely transmit the example packet 1llustrated 1n
FIG. 11 over the system overlay network 1llustrated 1n FI1G. 1,

according to one embodiment. In particular, FIG. 13 1llus-
trates a GRE packet 1300 A, a GRE over an IPsec packet 1300

B, a QinQ) packet 1300 C, an MPLS packet 1300 D, a VPLS
packet 1300 E, a csconn packet 1104, a GRE header 1304, an
IPsec header 1306, a Q tag 1308, a Q1nQ tag 1310, a MPLS
label 1312, a VPLS label 1314.

FIG. 13 may further describe the packet 1100 A 1n FIG. 11.
Packet 1100 A may include a csconn packet 1104 and/or an
extended header 1102. The csconn packet 1104 may include
a payload data 1106, a TCP header 1108 and/or a IP header
1110 as 1llustrated 1n FI1G. 11. A client-server communication
may only include a csconn packet 1104. The csconn packet
may be transmitted over the connection established between
the client and the server. However, to transmit the csconn
packet 1104 through the overlay network (e.g., Network A
308, path A 102), the csconn packet 1104 may have to be
appended with an extended header. The extended headers
may be appended only 1 the enterprise sites mclude config-
urable routers which can receive extended headers and/or
operate based on extended header. The extended header may
enable the csconn packet 1104 to be securely transmitted
through a tunnel over the system overlay network 1llustrated
in FIG. 1 and FIG. 3. As illustrated 1n FIG. 3 the system
overlay network (e.g., network A 308) may have an end to end
network link between the requesting site 304 and providing
site 306. The system overlay network may also include seg-
ments (e.g., segment 1 310, segment 2 312, segment 3 314)
that connect the requesting site 304 to the providing site 306
through a number of POPs 110 A-C. The packet may be
transmitted from end to end between the requesting site 304
and providing site 306 through a tunnel. The packet may be
transmitted through segment of the end to end link through
another tunnel which secures the csconn packet 1104 trans-
mission over each segment. There may be two tunnels. The
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first tunnel may be between the requesting site 304 and the
providing site 306 link. The second tunnel may be over each
segment in the link. The two tunnels may be represented 1n the
extended header by two types of headers. This may be termed
as the double header packet format. The two types of header
included 1n the extended header may be a router tag header
and a 1°° conn, core routing and/or deflect back header. The
router tag header may correspond to the end to end link and
the 1% conn, core routing and/or deflect back router may
correspond to the tunnel over each segment 1n the link as
illustrated 1n FIG. 3. The end to end link and each segment
may be an L.2 or an L3 link based on the site interconnector in
the link and/or segments. If the site interconnector may be a
bridge then L2 protocol may be used and if the site intercon-

nector may be a router the L3 protocol may be used.
The GRE packet 1300 A may 1llustrate a packet with an L3
router tag 1n the extended header 1102. The GRE packet 1300

A may include a csconn packet 1104 and an extended header
1102. The extended header may include arouter tag and no 1%
conn tag, core routing and/or deflect back tag. The router tag
may be a GRE packet header 1304. GRE may be an IP layer
protocol. The GRE header router tag 1304 may correspond to
a L3 tunnel through which the packet may be transmitted end
to end between the enterprise sites.

The GRE over IPsec packet 1300 B may 1llustrate a packet
with an L3 router tag and a .3 1% conn tag in the extended
header 1102. The router tag may be a GRE header router tag
1304 and the 1% conn tag may be an IPsec packet header 1306.
The csconn packet may be appended with a GRE header
resulting 1n a GRE packet 1300 A. The GRE packet may be
appended with an IPsec header to form the GRE over IPsec
packet 1300 B. The 1°° conn IPsec header 1306 may corre-
spond to the transmission of a csconn packet 1104 to a first
POP from the enterprise site through a secured IPsec tunnel.
The router tag may correspond to an L3 tunnel between the
enterprise sites through which the packet may be transmaitted
over the end to end link.

The QinQ packet 1300 C may 1llustrate a packet with an L2
router tag in the extended header 1102. The L2 router tag may
be a QmQ tag 1310. The csconn packet 1104 may be
appended with a Qin(Q) tag 1310 to form the QinQ packet 1300
C. The QmnQ protocol may also be termed as the 802.1ad
(Double tag). The QinQ tag may have an outer tag and an
inner tag. The inner tag may be used as router tag and the outer
tag may be used as 1*° conn, core routing or deflect back tag
for routing csconn packets from the client 104 to the server
106 through the POPs in the service overlay network. If the
outer VLAN can send all the packets from the client site to the
first POP, then the packet may not need a separate 1°° conn
header. The VL AN tag represented as (Q tag may be used to
route the packet from source to the destination, if the VL AN
sends all the packets from the client site to the first POP. IPsec
may be used as the 1°° conn header, if the outer tag cannot be
used.

The MPLS packet 1300 D may 1illustrate a packet with an
L2 router tag 1n the extended header 1102. The L2 router tag
may be a MPLS label 1312. The MPLS label may be
appended to the csconn 1104 packet to form the MPLS packet
1300 D. The MPLS packet may have an MPLS label stack.
The MPLS label stack may be used as the 1* conn, core
routing and/or deflect back tag. If the MPLS link may route all
the packets from the client site to the first POP, then the packet
routed between client and server through the POPs may not
need a 1°° conn header. The MPLS label stack may also be

used as the router tag. IPsec may be used as 1° conn header,
when the MPLS label cannot be used.
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The VPLS packet 1300 E may 1llustrate a packet withan 1.2

router tag in the extended header 1102. The L2 router tag may
be a VPLS label 1314. The VPLS label may be appended to
the csconn packet 1104 to form the VPLS packet 1300 E. The
VPLS packet 1300 E may also have other header bits. The
VPLS packet 1300 E may have a VC (Virtual Circuit) label.

The labels 1n VPLS may be used to represent the router tag
and/or the 1°° conn, core routing and deflect back tags.

In all the cases mentioned above, the 1°“ conn header may
be optional 11 all the packets from the enterprise site may only
transmit to the first POP. If there may be only one network
path from enterprise site to first POP, then all the packets may
iitially go through the first POP. In the above mentioned
scenario the packets may not have a 1** conn header. The core
routing and/or the deflect back routing may use similar rout-
ing packets 1300 A-E to route the csconn packet from the
client 104 site to the server 106 site. The different routing
protocols that may be used to route the csconn packet from the
client 104 to the server 106 may be described i FIG. 12.
When extended headers may not be used a DNS packet for-
mat 1100 B and/or a NAT/Firewall packet format 1100 C may
be used to transmit a csconn packet to the server 106.

FIG. 14 1s anetwork view illustrating a packet transmission
over an example system overlay network having enterprise
owned site types, according to one embodiment. In particular,
FIG. 14 illustrates a branch site 1400, a headquarters site
1414, a client 104, a firewall 402, an optional enterprise
premise equipment 108, a server 106, a branch router 1402, a

edge bridge 1404, a core bridge 1406, a core router 1408, an
edge router 1410, a headquarters router 1412, aPOP A 110 A,
a POP B 110 B, a csconn packet 1402, a extended header
packet 1424, another extended header packet 1424, yet
another extended header packet 1426, a extended header
1102, a 1st conn tag 1421, a router tag 1423, a core router tag,
1425 and a detlect back header 1426.

In an example embodiment, the branch site 1400 topology
may be a client topology. The branch site may have a client
104 and/or a firewall 402. In an example embodiment 1llus-
trated in FIG. 14 the client may be represented as C and the
server 106 may be represented as S. In an example embodi-
ment, the headquarters site 1414 topology may be a server
topology. The headquarters site 1414 may have a server S
106, a firewall 402 and/or optional enterprise premise equip-
ment 108. The client 104 may send a packet to the server 106.
The client C may be the source and may be 1dentified by the
source IP address and the source port in the csconn packet
1104 header. The server S may be the destination and may be
identified by the destination IP address and destination port in
the csconn packet 1104 header.

In an example embodiment, the branch client site router
(used as branch router 1402 here after) and the headquarters
server site router (termed as headquarters router 1412 here-
alter) may be configurable to operate on extended header
format packets 1100 A. The client 104 may route a data to a
server 106 through an extended header based routing. The
extended header based routing may route the data from the
client 104 to the server 106 through an extended header
format packet 1100 A. In an example embodiment, the branch
client and the headquarters server may establish the network
connection with one another prior to the branch site directing
the packet to the first POP over the first segment of the link. In
an example embodiment, a set of branch clients of the branch
site and a set of headquarters servers of the headquarters site
may establish a plurality of separate network connections
with one another. In an example embodiment the system 1s
may be configured to direct a plurality of packets, each asso-

ciated with a different one of the plurality of network connec-
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tions, simultaneously over at least one of the first segment
310, the second segment 312, and the third segment 314 of the
link. In an example embodiment, the network connection may
be one of one or more separate network connections.

In an example embodiment, the client C 104 sends a csconn
packet 1420 to aserver 106 through a branch router 1402. The
csconn packet may have a source address and the destination
address. The source may be a client 104 and the destination
may be a server 106. The source address may be the address
of the client 104 represented as C and the destination address
may be the address of the server 106 represented as S, in an
example embodiment. The csconn packet 1420 may be sentto
the branch router 1402.

The branch router 1402 appends the extended header 1102
to the csconn packet 1420. The extended header 1102 may
have a router tag 1423 and a 1st conn tag 1421. The destina-
tion site address may be the address of the headquarters router
1412. In an example embodiment 1llustrated in FIG. 14, the
address of the headquarter router 1412 may be represented as
H and the branch router may be represented as component
1412 1n FIG. 14. The router tag 1423 in the extended header
1102 may indicate the route from the branch router 1402 to
the headquarters router 1412. In an example embodiment
illustrated 1n FIG. 14, the router tag 1423 may include a
source address and a destination address of the branch and the
headquarters. In the case of an L3 site interconnector model,
the extended header may be GRE header. The source address
of the router tag 1423 appended by the branch router 1402
may be the branch router address B. The destination address
of the router tag 1423 appended by the branch router 1402
may be the headquarter router address H. The 1st conn tag
1421 1n the extended header 1102 may indicate the route from
the client 104 to the first POP A 110 A. In an example embodi-
ment 1llustrated 1n FI1G. 14, the 1st conn tag 1421 may include
a source address and a destination address. The source
address of the 1st conn tag 1421 appended by the branch
router 1402 may be the branch router address B. The desti-
nation address of the 1st conn tag 1421 appended by the
branch router 1402 may be the edge bridge represented by E1.

The packet 1420 may reach the server S 106 thorough
multiple routes on the Internet. However, the 1st conn tag,
may route the packet 1420 through the service overlay net-
work with the POPs. This path may enable acceleration as a
service. In an example embodiment, the branch router 1402
routes the packet 1422 to the server 106 through the POP A
110A. The branch router 1402 may route the extended header
packet 1422 to the edge bridge 1404. If the 1st conn 1421 tag
may not be present 1n the extended header 1102, the packet
1422 may be routed to the headquarters router 1412 through
a route not including the POPs (not shown). In an example
embodiment 1llustrated 1n FIG. 1, the csconn packet may be
routed to the destination through path 101 instead of path 102,
in the absence of an extended header, 1st conn tag and/or the
router tag.

The edge router 1404 may send the packet 1422 to the core
router 1406 through the POP A 110 A. The router tag 1423
may not be modified by the core router 1406. The router tag
may be used by the server 106 to reconstruct the route back
and/or send a packet to the client 104 through the branch
router 1402 through the source and destination address 1n the
router tag 1423. The core bridge 1406 may replace the 1st
conn tag 1421 in the extended header 1102 of the packet 1422.
The core router 1406 may replace the 1st conn tag 1421 with
a core router tag 1425 which routes the packet to the server
106 through the POP B 110 B. The core router tag 1425
appended by the core bridge 1406 may include a source
address as the core bridge address C1 and a destination
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address as the core router 1408 address C2. The extended
header packet including the core router tag may be repre-

sented by extended header packet 1424. The core bridge 1406
routes the extended header packet 1424 to the server 106
through POP B 110 B. The core router 1406 routes the
extended header packet 1424 to the destination address C2 1n

the core router tag 1423.
The core router 1408 may send the packet 1424 to the edge
router 1410 through the POP B 110 B. The edge router 1410

may not modify the router tag 1423. The edge router 1410
may replace the core router tag 1425 in the extended header

1102 of the packet 1424. The core router tag 1425 may be
replaced by adeflect back tag 1427. The detlect back tag 1427

may include a source address. The source address of the
deflect back tag 1427 may be the edge router address E2, as
the edge router 1410 may be the source that routes the packet
to the next destination. The deflect back tag 1427 may include
a destination address. The destination address in the detlect
back tag 1427 may be headquarter router address H. The
extended header packet including the deflect back tag 1427
may be represented by extended header packet 1426. The
edge router 1410 may route the extended header packet 1426
to the headquarters router 1412.

The headquarter router 1412 may be the destination site
address H 1n the router tag 1423. Once the csconn packet 1420
embedded in the extended header packet 1426 reaches the
destination site address H, the headquarter router 1412 may
remove the extended header 1102 from the packet 1426. The
headquarters router 1412 may use the destination address S in
the csconn packet 1420 to route the packet 1420 to the server
106. The extended header 1102, the deflect back tag 1427, the
core routing tag 1425, the 1st conn tag 1421 and/or the router
tag 1423 may be used to route a packet back from the server
106 to the client 104 through the POPs 1n the service overlay
network illustrated 1n FIG. 14.

When the headquarters responds to a request from a branch
the packets are transmitted from the headquarters to the
branch site. In an example embodiment, when the headquar-
ters sends a packet to the branch, the server address S may
represent the source address and the client address C may
represent the destination address 1n the extended header and/
or csconn header packets sent from the headquarters server to
the branch.

The request from the branch to the headquarters for an
application may be processed by any of the enterprise service
instances 1904 A-N 1n the POP system 110 and/or the
optional enterprise premise module 108. The POP system 110
and/or the optional enterprise premise module 108 may route
the packet back to the branch once it has been processed at any
ol the optional enterprise premise module 108 and/or the POP
system 110. If the request from the branch may be processed
by any of the optional enterprise premise module 108 and/or
the POP system 110 in the network path, the request packets
may not be routed to the headquarters server from the POP
system 110 and/or the optional enterprise premise module
108 at which the request has been processed.

The segments 1n the network may also be an L2 segment. If
the segment may be an L2 segment the site interconnectors
and the core and edge interconnectors 1n the network may be
a bridge. The optional enterprise premise equipment 108, the
POP A 110 A and/or the POP B 110 B may provide service
functions. The optional enterprise premise equipment 108,
the POP A 110 A and/or the POP B 110 B may apply an of
n-number optimization and security functions 2102 on the

csconn packet payload. The operation of the POP may be
described 1n detail in FIG. 19.
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FIG. 151s a network view 1llustrating a packet transmission
over an example system overlay network having an enterprise
site type with restricted routing functions, according to one
embodiment. In particular, FIG. 15 illustrates a branch site
1400, a headquarters site 1414, a client 104, a firewall 402, an
virtual enterprise premise equipment 108 C, a virtual inira-
structure application 604, a branch router 1402, a edge router
1502, a core router 1504, another core router 1408, an edge
router 1506, a NAT/Firewall 1507, a headquarters router
1508, a POPA 110 A, a POP B 110 B, a csconn packet 1420,
another csconn packet 1526, a extended header packet 1522,
another extended header packet 1524, a extended header
1102, a 1st conn tag 1523, a router tag 1525 and a core router
tag 1527.

In an example embodiment, the branch site 1400 topology
may be a client topology. The branch site may have a client C
104 and/or a firewall 402. In an example embodiment, the
headquarters site 1414 topology may be a server topology.
The headquarters site 1414 may have a virtual infrastructure
application S 604 and/or a virtual enterprise premise equip-
ment 108. The client 104 may send a packet to the server 604.

In an example embodiment, the branch client site router
(used as branch router 1402 here after) may be configurable to
operate on extended header format packets 1100 A. The head-
quarters server site router (termed as headquarters router
1508 hereafter) may not be enterprise configurable. The head-
quarter router may not recognize and/or operate on extended
header packet formats 1100 A. The client 104 may route a
data to a virtual application infrastructure 604 through an
extended header based routing and/or a NAT/Firewall based
routing. The extended header based routing may route the
data from the client 104 to the server 106 through an extended
header format packet 1100 A. The NAT/Firewall based rout-
ing may route a packet through a csconn packet 1100 B.

In an example embodiment, the client C 104 sends a csconn
packet 1420 to a server 604 through a branch router 1402. The
csconn packet may have a source address and the destination
address. The source may be a client 104 and the destination
may be a virtual application infrastructure 106. The source
address may be the address of the client 104 represented as C
and the destination address may be the address of the virtual
application infrastructure 106 represented as S, 1n an example
embodiment. The csconn packet 1420 may be sent to the
branch router 1402.

The branch router 1402 appends the extended header 1102
to the csconn packet 1420. The extended header 1102 may
have a router tag 1525 and a 1st conn tag 1523. The destina-
tion site address may be the address of the headquarters router
1508. In an example embodiment 1llustrated in FIG. 15, the
address of the headquarter router 1508 may be represented as
H and the headquarter router may be represented as compo-
nent 1508 in FIG. 15. The router tag 15235 1n the extended
header 1102 may indicate the route from the branch router
1402 to the headquarters router 1508. In an example embodi-
ment 1llustrated 1n FIG. 185, the router tag 1423 may include a
source address and a destination address. The source address
of the router tag 1525 appended by the branch router 1402
may be the branch router address B. The destination address
of the router tag 1525 appended by the branch router 1402
may be an address H' 1521 which may uniquely 1dentity the
headquarter router address H. The address H' 1521 may
enable the packet to be routed to the H router through the POP
A 110 A and POP B 110 B 1n the network. The address H'
1521 may correspond to the headquarters router address H or
an internal enterprise operated IP address. The 1st conn tag
1523 1n the extended header 1102 may indicate the route from

the client 104 to the first POP A 110 A. In an example embodi-
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ment 1llustrated 1n FIG. 14, the 1stconn tag 1523 may include
a source address and a destination address. The source
address of the 1st conn tag 1523 appended by the branch
router 1402 may be the branch router address B. The desti-
nation address of the 1st conn tag 1523 appended by the
branch router 1402 may be the edge router represented by F1.

The packet 1420 may reach the server S 106 through mul-
tiple routes on the Internet. However, the 1st conn tag 1523,
may route the packet 1420 through the service overlay net-
work with the POPs. This path may enable acceleration as a
service. In an example embodiment, the branch router 1402
routes the packet 1522 to the virtual application infrastructure
604 through the POP A 110 A. The branch router 1402 may
route the extended header packet 1522 to the edge router
1502. If the 1st conn tag 1523 may not be present in the
extended header 1102, the packet 1522 may be routed to the
headquarters router 1508 through a route not including the
POPs (not shown). In an example embodiment 1llustrated 1n
FIG. 1, 1n the absence of an extended header, 1st conn tag
and/or the router tag, the csconn packet may be routed to the
destination through path 101 instead of path 102.

The edge router 1502 may send the packet 1522 to the core
router 1504 through the POP A 110 A. The router tag 1525 of
the extended header packet 1522 may not be modified by the
core router 1504. The router tag may be used by the virtual
application inirastructure 604 to reconstruct the route back
and/or send a packet to the client 104 through the branch
router 1402 through the source and destination address in the
router tag 1525. The core router 1504 may replace the 1st
conntag 1523 in the extended header 1102 of the packet 1522.
The core router 1504 may replace the 1st conn tag 1525 with
a core router tag 1527 which routes the packet to the virtual
application iirastructure 604 through the POP B 110 B. The
core router tag 1527 appended by the core bridge 1504 may
include a source address as the core router address C1 and a
destination address as the core router 1508 address C2. The
extended header packet including the core router tag may be
represented by extended header packet 1524. The core router
1504 routes the extended header packet 1524 to the virtual
application infrastructure 604 through POP B110 B. The core
bridge 1504 routes the extended header packet 1524 to the
destination address C2 1n the core router tag 1527. The core
router 1408 sends the packet 1524 to the edge router 1506.

The edge router 1506 may receive the extended header
packet 1524. The edge router 1506 may remove the extended
header 1102 from the extended header packet 1524. The edge
router 1506 may map a destination site address H' in router tag
1525 to a destination site address H. The edge router 1506
may have a router table which enables to map the destination
address H' to the destination headquarter router address H.
The edge router may not append an extended header 1102 to
the csconn packet 1526 being routed to the headquarters
router 1508. The edge router 1506 may not append an
extended header to the csconn packet 1526 as the headquar-
ters router 1508 may not be configurable to understand and/or
operate based on extended header 1102.

The edge router 1506 may have a NAT/Firewall 1507. The
NAT/Firewall 1507 may be a hardware device at the edge
router 1506 or a software module on the edge router 1506.
The NAT/Firewall 1507 may also be 1inside the POP B 110 B.
The NAT/Firewall 1507 may modity the source address C of
the csconn packet 1420. The NAT/Firewall 1507 at the edge
router 1506 may replace the source address C of the csconn
packet 1420 with an address C' 1520. The source address C'
1520 may include the edge router address E2 and a port
number PC designated to uniquely i1dentity the client 104

through a client address C. The source address C' 1520 pro-
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vided by the NAT/Firewall 1507 may enable the server 106 to
send a packet back to the client C through the POPs i the
service overlay network illustrated in FIG. 15.

The headquarters router 1508 may receive the csconn
packet 1526 with the modified source address C' 1520. The
headquarters router may route the csconn packet 1526 to the
virtual infrastructure application 604 based on the destination
address S of the server 106.

When the headquarters responds to a request from a branch
the packets are transmitted from the headquarters to the
branch site. In an example embodiment, when the headquar-
ters sends a packet to the branch, the server address S may
represent the source address and the client address C may
represent the destination address 1n the extended header and/
or csconn header packets sent from the headquarters server to
the branch.

The request from the branch to the headquarters for an
application may be processed by any of the enterprise service
instances 1904 A-N 1n the POP system 110 and/or the
optional enterprise premise module 108. The POP system 110
and/or the optional enterprise premise module 108 may route
the packet back to the branch once 1t has been processed at any
of the optional enterprise premise module 108 and/or the POP
system 110. If the request from the branch may be processed
by any of the optional enterprise premise module 108 and/or
the POP system 110 in the network path, the request packets
may not be routed to the headquarters server from the POP
system 110 and/or the optional enterprise premise module
108 at which the request has been processed.

The segments 1n the network may also be an L2 segment. IT
the segment may be an L2 segment the site interconnectors
and the core and edge interconnectors 1n the network may be
a bridge. The virtual enterprise premise equipment 108 C, the
POP A 110 A and/or the POP B 110 B may provide service
functions. The optional enterprise premise equipment 108,
the POP A 110 A and/or the POP B 110 B may apply an of
n-number optimization and security functions 2102 on the
csconn packet payload. The operation of the POP may be
described in detail 1n FIG. 19.

FIG. 161s a network view 1llustrating a packet transmission
over another example system over network having an enter-
prise site type with restricted routing functions, according to
one embodiment. In particular, FIG. 14 illustrates a branch
site 1400, a headquarters site 1414, a client 104, a firewall
402, an optimization application 108 C, a platform provider
application 802, a branch router 1602, a edge router 1502, a
core router 1504, another core router 1408, an edge router
1506, a NAT/Firewall 1507, a headquarters router 1508, a
POP A 110 A, aPOP B 110 B, a csconn packet 1620, another
csconn packet 1626, a extended header packet 1624, an
extended header 1102, a router tag 1621 and a core router tag
1527.

In the example embodiment illustrated 1n FIG. 16, the
branch router 1602 and the headquarter router 1508 may not
be enterprise configurable to operate using extended header
packet formats 1100 A. In an example embodiment 1llustrated
in FIG. 16, the client C may route a packet to the platiorm
provider application 802 through a DNS based routing. In
DNS based routing the client 104 may route through a DNS
packet format 1100 C packet to the client C. The client C
sends a query to the database server (e.g., domain name server
(DNS) 1630) for an address of the server 106. The DNS
returns an address S' to the client. The address S' uniquely
identifies the platform provider application 802 which may be
a server. The client may send a csconn packet 1620 to the
branch interconnector 1602. The csconn packet 1620 may
include a client address C as the source address and a server
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address S' which uniquely identifies the platform provider
application S as the destination. If there are more than one
client at the branch site 1400, each client will be assigned
unmque S' based on the server S address. The unique S' address
maps S' to the server address S. The umique S' destination
address also 1dentifies the next route as the E1 edge router
address. The S' address enables the packet 1620 to be routed
to the server 106 through the POPs 1n the system overlay
network. The branch router 1602 may send the csconn packet
1620 to the edge router 1502.

In an example embodiment, the DNS server 1630 may be a
database server communicatively coupled with the branch
client and may be configured to receive from the branch client
104, a target destination for the packet and provide a unique
Internet Protocol (IP) address to the branch client based on the
target destination, the umique IP address may uniquely encode
the first segment 1dentifier, the link 1dentifier, and the connec-
tion 1dentifier.

The edge router 1502 may send the packet 1622 to the core
router 1504 through the POP A 110 A. The core router 1504
may append the packet 1622 with an extended header 1102.
The extended header appended by the core router 1504 11lus-
trated 1n FIG. 16 may include a router tag 1601 and a core
routing tag 1603. The router tag 1601 may include a destina-
tion router address H' which may be mapped to the headquar-
ters router address H. The H' address may also be an internal
enterprise operation IP address. The router tag 1601 may also
include a source address B of the branch router. The core
routing tag may have the IP address of the core routers
between which the packet 1624 may be routed. The core
router 1504 sends the packet 1624 to the core router 1408. The
core router 1408 sends the packet 1524 to the edge router
1506 through the POP B 110 B.

The edge router 1506 may receive the extended header
packet 1624. The edge router 1506 may remove the extended
header 1102 from the extended header packet 1624. The edge
router 1506 may map a destination site address H' in router tag
1525 to a destination site address H. The edge router 1506
may have a router table which enables to map the destination
address H' to the destination headquarter router address H.
The edge router may not append an extended header 1102 to
the csconn packet 1626 being routed to the headquarters
router 1508. The edge router 1506 may not append an
extended header to the csconn packet 1526 as the headquar-
ters router 1508 may not be configurable to understand and/or

operate based on extended header 1102.
The edge router 1506 may have a NAT/Firewall 1507. The

NAT/Firewall 1507 may be a hardware device at the edge
router 1506 or a software module on the edge router 1506.
The NAT/Firewall 1507 may also be 1inside the POP B 110 B.
The NAT/Firewall 1507 may modily the source address C of
the csconn packet 1620. The NAT/Firewall 1507 at the edge
router 1506 may replace the source address C of the csconn
packet 1420 with an address C'. The source address C' may
include the edge router address E2 and a port number PC
designated to uniquely identily the client 104 through a client
address C. The source address C' provided by the NAT/Fire-
wall 1507 may enable the server 106 to send a packet back to
the client C through the POPs 1n the service overlay network
illustrated 1n FI1G. 16. The edge router may also modify the
destination address S'. The S' address may be mapped to the
platform provider application address S before the packet
1626 1s routed to the headquarters router 1508.

The headquarters router 1508 may receive the csconn
packet 1626 with the modified destination address C'. The
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headquarters router may route the csconn packet 1626 to the
platiorm provider applications 802 based on the destination
address S of the server 106.

When the headquarters responds to a request from a branch
the packets are transmitted from the headquarters to the
branch site. In an example embodiment, when the headquar-
ters sends a packet to the branch, the server address S may
represent the source address and the client address C may
represent the destination address 1n the extended header and/
or csconn header packets sent from the headquarters server to
the branch.

The request from the branch to the headquarters for an
application may be processed by any of the enterprise service
instances 1904 A-N in the POP system 110 and/or the
optional enterprise premise module 108. The POP system 110
and/or the optional enterprise premise module 108 may route
the packet back to the branch once 1t has been processed at any
of the optional enterprise premise module 108 and/or the POP
system 110. If the request from the branch may be processed
by any of the optional enterprise premise module 108 and/or
the POP system 110 1n the network path, the request packets
may not be routed to the headquarters server from the POP
system 110 and/or the optional enterprise premise module
108 at which the request has been processed.

The segments 1n the network may also be an L2 segment. I
the segment may be an L2 segment the site interconnectors
and the core and edge interconnectors in the network may be
a bridge. The virtual enterprise premise equipment 108 C, the
POP A 110 A and/or the POP B 110 B may provide service
tunctions. The optional enterprise premise equipment 108,
the POP A 110 A and/or the POP B 110 B may apply an of
n-number optimization and security functions 2102 on the
csconn packet payload. The operation of the POP may be
described 1n detail in FIG. 19.

FI1G. 17 15 a table view illustrating example access proto-
cols used to transmit the packet illustrated in FIG. 11 over
different segments between diflerent enterprise site types
and/or enterprise site designations, according to one embodi-
ment. In particular, FIG. 17 illustrates segments 1706, seg-
ment 1 310, segment 2 312, segment 3 314, communication
protocol 1704, example link layer protocol 1708, example
internet layer protocol 1710, various endpoint combinations
1702, 1712, 1722, 1732, 1742, 1752, 1762, 1772 and 1782.

In an example embodiment, all the segments 1706 1n the
system overlay network may be illustrated in FIG. 3. In an
example embodiment, the segments may be a link layer pro-
tocol (L2) segment or an internet layer protocol (L3 ) segment.
Segment 1 310, segment 2 312 and/or segment 3 314 may be
a L.2 or L3 segment. In an example embodiment, i1 the seg-
ment may be an L2 segment the site interconnector, edge
interconnector and/or the core interconnector connecting the
link segment may be a bridge or a L2 interconnector. In an
example embodiment, 1f the segment may be an L3 segment
the site interconnector, edge interconnector and/or the core
interconnector connecting the link segment may be a router or
a L3 interconnector. The iterconnectors may also be a router
function or a bridge function.

In an example embodiment, segment 1 310 may commu-
nicatively couple the requesting site 304 to the first POP from
the requesting site (e.g., POP A 110 A) as 1llustrated 1n FIG.
3. Segment 1 may also be termed as the 1°* conn segment. In
an example embodiment, the segment 2 312 may communi-
catively couple the POP systems 1n the system overlay net-
work. For example segment 2 312 may couple POP A 110 A
to POP B 110 B as 1llustrated in FIG. 3. The segment 2 312
may be termed as core routing segment. Segment 2 312 may
couple the POP systems through the core interconnectors. In
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an example embodiment, the segment 3 may communica-
tively couple the POP to the providing site 306. The providing
site 306 may implement a server topology. For example,
segment 3 may couple POP B 110 B to the providing site 306
as 1llustrated 1n FIG. 3.

The communication protocol 1704 may be configured to
transmit the packet over the segments. The commumnication
protocol 1704 may include an example link layer protocol
1708 and/or an example internet layer protocol 1710. The link
layer protocol 1708 may be used 11 the segment may be alayer
2 segment. The internet layer protocol 1710 may be used 1f the
segment 1s a layer 3 segment. The various protocols may be
used to transmit packets over the segments.

The different protocols used to transmit a packet over the
system overlay network may vary based on the endpoints.
The endpoints may include the requesting site 304 and the
providing site 306. The requesting site 304 and the providing
site 306 may implement a client 104 and/or server 106 topol-
ogy. The endpoints may be designated as a headquarters or a
branch site. The end points may also be an enterprise owned,
cloud infrastructure provider and/or the cloud platform pro-
vider site types.

In an example embodiment, the protocol used to transmit
packets over the segment 2 1n all end point combinations,
1712, 1722, 1732,1742,1752, 1762, 1772 and 1782 may be
any one of all the link layer protocols or any one of the IP layer
described 1n FIG. 12. In an example embodiment, a link
coupling a branch enterprise owned site and a headquarter
enterprise owned site may have segments as described earlier.
The link coupling the branch enterprise owned site and a
headquarter enterprise owned site may be illustrated as 1702
in FIG. 17. The packets transmitted over segment 1 may have
an extended header 1102 including a router tag and a 1** conn
tag. A packet may be transmitted over segment 1 between the
branch enterprise owned site and a headquarter enterprise
owned site through any one of all the link layer protocols or
any one of all the IP layer protocols illustrated 1n FIG. 12.
Over segment 3 between the branch enterprise owned site and
a headquarter enterprise owned site the packets the packets
may be transmitted through any one of all the link layer
protocols or any one of all the IP layer protocols 1llustrated in
FIG. 12. When the site interconnectors between the branch
enterprise owned site and a headquarter enterprise owned site
may not be configured to operate through extended header, a
DNS and/or NAT/firewall based routing may be employed to
transmit the packet as 1llustrated 1n FIG. 15 and FIG. 16.

In an example embodiment, 11 a segment communicatively
couples a POP to an enterprise owned site, a packet may be
transmitted over the segment through any one of all the link
layer protocols or any one of all the IP layer protocols 1llus-
trated 1n FI1G. 12.

In an example embodiment, 11 a segment communicatively
couples a POP to a cloud infrastructure provider site, a packet
may be transmitted over the segment through one of all the
link layer protocols. The layer 3 protocols that may be used to
transmit the packets over the segment 1 between the POP to
the cloud infrastructure provider site may include all the IP
layer protocols described in FIG. 12. If the interconnectors
that route the packets between the POP and the cloud inira-
structure provider are not configurable, then a DNS and/or
NAT/firewall protocol may be used to transmit the packet as
illustrated in FIG. 15 and FIG. 16.

In an example embodiment, 11 a segment communicatively
couples a POP to a cloud platform provider site, a packet may
be transmitted over the segment through a DNS protocol

illustrated in FIG. 16.
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FIG. 18 1s a flow diagram 1llustrating the packet transmis-
s1on over the system overlay network 1llustrated 1n FIG. 1, 1n
a example embodiment. In particular FIG. 18 1llustrates a
branch node 1400, a POP A 110 A, a POP B 110 B, a head-
quarters node 1414, a set of operations 1802, 1804, 1806,
1808, 1810 and/or 1812 that route a packet from the branch
node 1400 to the headquarters node 1414 shown by.

In operation 1802 a packet at a branch node 1400 may be
directed to a POP A 110 A based on a headquarters 1dentifier
in the packet, 1n an example embodiment. In operation 1804
the packet directed from branch node 1400 may be received
by the POP A 110 A. In operation 1806, the packet that POP
A 110 A may have received from branch node 1400 may be
torwarded from the POP A 110 A to the POP B 110 B. In
operation 1806, the packet may be forwarded from the POP A
110 A to the POP B 110 B based on the headquarters 1identifier
in the packet. The headquarters identifier may be determined
through the extended header 1102 and/or the header 1n the
csconn packet 1104. In operation 1808, the POP B 110 B may
receive the packet from the POP A 110 A. In operation 1810,
the POP B 110 B may forward the packet from POP B 110 B
to the headquarters node 1414 based on the headquarters
identifier 1n the packet being forwarded. In operation 1812,
the headquarters node may recerve the packet from branch
node 1400 forwarded to headquarters node 1414 from the
POP B 110 B. In an example embodiment, the headquarters
identifier enables the packet to be forwarded from the branch
node 1400 to the headquarters node 1414 and/or over each
segment between the branch node 1400 and headquarters
node 1414. The segments may 1nclude a link between the
branch node 1400, the POP A 110 A, the POP B 110 B and/or
headquarters node 1414 1n an embodiment illustrated 1n FIG.
18.

In an example embodiment, a packet at the branch node
1400 may include a headquarters identifier. In an example
embodiment, the headquarters 1dentifier may be included 1n
the extended header 1102 of the packet 1422 as illustrated in
FIG. 14. The headquarters 1dentifier may also be included

n
the csconn packet 1420 1llustrated 1n FIG. 14. The headquar-
ters 1dentifier may 1include a destination headquarters address
as 1llustrated 1n 1420 and/or 1423 of FIG. 14. The headquar-
ters identifier may also include a destination address of the 1**
conn tag 1421, core routing tag 1425 and/or detlect back route
tag 1427 illustrated 1n FIG. 14. The headquarters 1dentifier
may enable the routing of the packet from the requesting site
304 to the providing site 306 and/or also over each segment
(e.g.,segment 1 310, segment 2 312, segment 3 314) forming
the path between requesting site 304 and providing site 306 as
illustrated in FIG. 3.

FI1G. 19 15 an exploded view of a point of presence system
and the service tlow through the point of presence. In particu-
lar, the system in FIG. 19 illustrates a point of presence
location 110, enterprise specific services 1902, enterprise
services 1904 (A-N), an operation selection module 1910, an
operation set selection module 1912, a delivery optimization
module 1908, a routing module 1906, a communication mod-
ule 1920, an enterprise selection module 1916, a tables mod-
ule 1914, an enterprise 1d table 1930, an input/output intertace
1922, aprocessor 1924, a memory system 1926, an edge/core
interconnector 1928, a packet 1100.

In an example embodiment, the packet 1100 may be a
request sent from the requesting client 104 to the server 106.
The packet may also be response to a request from the pro-
viding site 104 to the requesting site 102. The packet 1100
may have an information which enables the routing of the
packet from the client 104 to the server 106 over the path B
102 through the n-number of POPs 110 (A-N) and the
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optional enterprise premise equipments 108 A-B. In an
example embodiment, the packet 1100 may have an extended
header. In an example embodiment, the packet 1100 may be a
layer 2 or layer 3 packet. For example, the packet 1100 may be
a GRE packet, an IPSec packet, an IPinIP packet, a QinQ)
packet, a MPLS packet, etc. In one or more embodiments, the
packet 1100 may have a connection identification number
(CSID). In one or more embodiments, the connection 1denti-
fler may be identifying a client-server connection. For
example, a connection identification number 10999 may
identify a TCP connection between the POP A 110 and the
POP C 110(C). In an example embodiment, the packet 1100
may be sent to an edge/core mterconnector 1928.

In an example embodiment, the edge/core interconnector
1928 may recerve a packet 1100 and transter the packet 1100
to the input/output interface 1922 of the POP system 110. In
yet another embodiment, the edge/core interconnector 1928
may receive a packet 1100 from the mput/output interface
1922 of the POP system 110 and transfer it to a core or branch
router. The edge/core interconnector 1928 may be an edge
router, a core router or a bridge. The edge/core interconnector
1928 may also be an application which performs the routing
or bridging functions. In an example embodiment, the edge/
core mnterconnector may also be inside the POP system 110.
In one or more embodiments, the edge/core interconnector
may be coupled to the input/output interface 1922 of the POP
system 110, a branch router and/or a core router.

In an example embodiment, the input/output interface
1922 may be a hardware interface that receives the packet 900
from the edge/core interconnector 1928. In another example
embodiment, the mput/output interface 1922 may be a soft-
ware interface on an operating system. The input/output inter-
face 1922 may transier the packet 1100 received from edge/
core mterconnector to a communication module 1920. In yet
another embodiment, the mput/output interface 1922 may
receive a packet 1100 from the enterprise specific services
module 1902 of the POP 110 and may transfer the packet
1100 to the edge/core interconnector 1928. In an example
embodiment, the input/output interface 1922 may be coupled
to the communication module 1920 and/or an edge/core inter-
connector 1928.

In an example embodiment, the communication module
1920 may be transterring the packet 1100 received from the
input/output module 1922 to the other modules 1n the POP
and vice versa. The communication module may segment the
header 1102, 1110 and/or 1108 from the packet 1100. The
communication module 1920 may send the headers to the
different modules. Once the optimization operations are per-
formed on the packets by the remaining modules and a new
header 1102, 1110 and/or 1108 has been attached the packet
may be sent to the communication module. The communica-
tion module may send the packet to the input/output interface
1922 to transmit the packet over the network to the server 106.
The communication module 1920 may be a hardware or
software module. In one or more embodiments, the commu-
nication module 1920 may be coupled to an enterprise selec-
tion module 1916 and/or input/output interface 1922.

The enterprise selection module 1916 may determine an
enterprise 1dentification number based on the header 1102,
1110 and/or 1108 of the packet 1100. The enterprise selection
module may have an enterprise 1d table 1930. The enterprise
selection module 1916 may search through the enterprise 1d
table 1930 to find an enterprise 1d (CSID) that matches the
address 1n the extended header 1102. In an example embodi-
ment, the enterprise selection module 1916 may be a software
module. The enterprise selection module 1916 may be
coupled to a communication module 1920, a table module
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1914 and/or an enterprise specific service module 1902. In an
example embodiment, the enterprise selection module may
be configured to 1dentily 1n a memory system the enterprise
associated with the packet, based on the link i1dentifier.

In one or more embodiments, the enterprise specific ser-
vices module 1902 may have several mstances of an enter-
prise speciiic service 1904 (A-N). Each service may perform
a set of operations identified in FIG. 21. For example, an
instance of the enterprise specific service may be enterprise 1
services 1904 A. In an example embodiment, the enterprise 1
service instance may have an operation selection module
1910, an operation set selection module 1912, a delivery
optimization module 1908 and/or a routing module 1906.
Each instance of the enterprise specific service 1904(A-N)
may perform an optimization operation, described in FI1G. 21,
on the packet 1100 based on an enterprise 1d, a connection
identification and the POP identification. In one or more
embodiments, the enterprise specific service instance 1904
(A-N) may be a virtual machine, a processor, a hardware
device, a thread and/or a procedure. All the modules 1n the
enterprise specific module 1902 may also be a wvirtual
machine, a processor, a hardware device, a thread and/or a
procedure.

The table module 1914 may provide an optimization
operation information, an enterprise identification informa-
tion, a connection identification and/or POP identification
information to the other modules in the enterprise specific
service module 1902. In an example embodiment, the table
module 1914 may have several tables. The different tables in
the table module 1914 may be described 1n detail 1n FIG. 20.
In one or more embodiments, the table module 1914 may be
coupled to the operation selection module 1910, the operation
set selection module 1912, the delivery optimization module
1908 and/or the routing module 1906. In an example embodi-
ment, the different tables 1n the table module 1914 may be an
IP table.

In one or more embodiments, the operation set selection
module 1912 may provide a set of optimization operations to
be performed on the packet 1100. The operation set selection
module 1912 may provide the set of optimization operations
to the operation selection module 1910. In one or more
embodiments, the set of optimization operations to be per-
formed on the packet 1100 may be specific to each enterprise
and/or each connection. In one or more embodiments, the
enterprise may be identified by the enterprise 1dentification
number and the connection may be identified by the connec-
tion 1dentification number. The operation set selection mod-
ule 1912 may be coupled to the operation selection module
1910, the delivery optimization module 1908, the table mod-
ule 1914 and/or routing module 1906. The set of optimization
and/or security operations that may be performed on the
packet 1100 may be described 1n FIG. 21.

The operation selection module 1910 may recerve a set of
operations 2102 from the operation set selection module
1912. The set of operations may include, but not limited to
optimization and security operations. The operation set selec-
tion module 1912 determines the set of operations 2102 based
on each connection and each enterprise. The connection and
the enterprise may be 1dentified through a connection 1denti-
fier and an enterprise identifier respectively. The optimization
selection module 1910 may select a specific operation based
on the POP on which the operation is to be performed. The
selection process will be described with an example 1n FIG.
22. The operation selection module 1910 may be coupled to
the operation set selection module 1912 the delivery optimi-
zation module 1908, the table module 1914 and/or routing
module 1906. In an example embodiment, the set of delivery
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optimization operations associated with the packet may
include, but not limited to a data compression function, a data
decompression function, a protocol proxy function, an
encryption function, and a decryption function.

The delivery optimization module 1908 may apply the
operation selected by the operation selection module 1910.
The operation performed by the delivery optimization mod-
ule 1908 may be selected by the operation selection module
1910. A different optimization and security operation may be
applied based on each enterprise, each enterprise’s connec-
tion and the POP on which the operation 1s executed. The
delivery optimization module 1908 may be coupled to the
operation selection module 1910, the operation set selection
module 1912, the table module 1914 and/or routing module
1906

The routing module 1906 may be adding extended headers
to the packet after the optimization operations have been
applied on the packet. In an example embodiment, the
extended header 1102 may also be added before the packet 1s
being routed from the POP. The routing module 1906 may
receive information from tables 1n the routing module 1906.
The routing module 1906 may have a NAT and/or a firewall
functionality. The NAT and/or firewall functionality may be
used when the routers at the destination site are not provi-
s1ioned to route based on extended headers. The router module
1906 may be a hardware device or a software application. The
router module 1906 may be coupled to the operation selection
module 1910, the delivery optimization module 1908, the
table module 1914 and/or operation set selection module
1912.

The processor 1924 may recerve instructions from the
modules 1n the POP 110. The mstructions from the modules
in the POP 110 may be executed 1n the processor 1924. For
example, the 1mstructions of the routing module 1906 to cal-
culate extended header for the next route of the packet may be
executed 1n the processor 1924 and the results may be stored
in the memory 1926. The modules may access the memory
1926 to obtain the calculated value. The processor may be a
hardware device, a virtual machine or an application on an
operating system. The processor 1924 may be coupled
directly to the memory 1926, the input/output interface 1922,
the communication module 1920 and/or the enterprise selec-
tion module 1916. The processor may be indirectly coupled to
all the modules 1n the POP system 110.

The memory 1926 may store the instructions from the
different modules 1n the POP system 110. The memory sys-
tem may be a read only memory, random access memory, a
cache memory or a virtual memory. The memory 1926 may
also be used to store packet information. The memory 1926
may be coupled to all the modules in the POP system 110
and/or the processor 1924.

FIG. 201s an exploded view of the tables module illustrated
in FIG. 19. In particular FIG. 20 1llustrates an optimization
operation table 2010, a routing table 2006, a connection 1den-
tifier table 2004, a POP 1dentifier table 2002 and an optimi-
zation operation set table 2008. All the above mentioned
tables may be hardware or a software implementation.

The connection 1dentifier table 2004 may provide a con-
nection 1dentification number (connection 1d) based on the
csconn packet header. In an example embodiment, the csconn
header may have a source address, a destination address, a
source port, a destination port and the protocol information.
The source address, the destination address, the source port,
the destination port and the protocol information may be
termed as S5 tuple. Each combination of the 5 tuple in the
csconn packet may correspond to a unique connection i1d. In
an example embodiment, the connection identifier table 2004
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may have a list of all the possible 5 tuple combinations which
are mapped to a unique connection 1d. In one or more embodi-
ments, the connection 1dentifier table 2004 may receive an
input from the communication module 1920 illustrated 1n
FIG. 19. The input may be a header 1102, 1108 and/or 1110
of a packet 1100. The connection 1dentifier table 2004 may
send the connection 1d to the operation set selection module
1912. The connection 1dentifier table 2004 may be coupled to
the optimization operation table 2010, the routing table 2006,
the POP 1dentifier table 2002 and/or the optimization opera-
tion set table 2008.

The POP 1dentifier table 2002 may provide a POP 1denti-
fication number (POP 1d). In an example embodiment, the
POP 1d may indicate which POP the packet 1100 1s 1n. The
POP 1d may determine what optimization and security opera-
tion may be applied on the packet 1100. The POP 1dentifier
table 2002 may provide the POP 1d to the operation set selec-
tion module 1912 and/or operation selection module 1910.
The different optimization and security operations applied on
the packet 1100 may be unique for each POP 1d. For example,
if POP A 110 A 1illustrated in FIG. 1 performs a protocol
optimization gzip compression, then POP B 110 B may not
perform the same gzip compression on the packet 1100 again.
Instead at POP B 110 B a gzip decompress operation may be
performed. The operations applied on the packet 1100 vary
with the POP i1d. The POP identifier table 2002 may be
coupled to the optimization operation table 2010, the routing
table 2006, the connection 1dentifier table 2004 and/or the
optimization operation set table 2008.

The optimization operation set table 2008 may provide a
set of optimization and security operations to the operation
set selection module 1912. The set of optimization and secu-
rity operations may be described i FIG. 21. The set of opti-
mization and security operations may enable acceleration as
a service. In an example embodiment, the optimization opera-
tion set table 2008 may have a list of optimization and security
operations which are mapped to a connection 1d and an enter-
prise 1d. The set of optimization and security operations may
be different for each enterprise and each connection. The
optimization operation set table 2008 may be coupled to the
optimization operation table 2010, the routing table 2006, the
connection 1dentifier table 2004 and/or the POP i1dentifier
table 2002.

The optimization operations table 2010 may receive the set
of optimization and security operations from the operation set
selection module 1912. Based on a POP 1dentifier, connection
identifier and/or the enterprise 1dentifier the operation selec-
tion module 1910 selects specific optimization operations
from the set of optimization and security operations provided
by the operation set selection module 1912. The operation
selection table 2010 may have a list of the set of optimization
and security operations to be performed on the packet 1100
for each enterprise and each connection. In an example
embodiment, the set of optimization and security operations
may then be mapped to a specific set of optimization and
security operations based on the pop 1d recerved from the pop
identifier table 2002.

The routing table 2006 may include a list of routes to send
the packet 1100 to the next POP system 110 and/or the enter-
prise site. The enterprise site may be a client 104 and/or a
server 106. The list of routes may be an address of the next
POP system 110, the client 104 and/or the server 106. The
address may be an IP address or a MAC address. The MAC
address may be a physical address of the POP system 110, the
client 104 and/or the server 106. Based on the recerved header
information the table may help 1n determining the next
address the packet should be sent to. The router table 2006
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may also have NAT functionality. The routing table may have
port numbers mapped to the client 104 and/or the server 106.
The port number may umquely identify the client 104 or the
server 106. The NAT functionality may be used when a router
may not be configured to route based on the extended headers.

FIG. 21 1s a table view 1llustrating a list of services per-
formed by the point of presence illustrated in FIG. 19. In
particular FIG. 21 illustrates the optimization and security
services 2102, the protocol dependent service 2104 and pro-
tocol independent services. FIG. 1 illustrates an optional
enterprise premise equipment 108 A-B and n-number of
POPS 110 A-N along the path B 102. The POPs 110 A-N may
function as a proxy of the actual server. The functions of the
actual sever may be split and spread across different POPs
along the network. The POPs 110 A-N may pertorm the actual
sever functions 1n part or as a whole. The server functions
performed by the POPs 110 A-N may enable acceleration as
a service. The functions performed by the POPs may reduce
latency and/or increase bandwidth. The functions performed
by the POPs may be an optimization and/or security function.
The functions may also be termed as services.

The different optimization and security services 2102 that
may be performed on the POPs 110 A-N will be described.
The services may be divided into two classes. One class of
optimization and security services may be protocol depen-
dent 2104 and the other class may be protocol independent
2106.

The protocol mndependent services 2104 may include, but
not limited to TCP optimization, Link Multiplexing/aggrega-
tion, stream level compression and/or link optimization. The
TCP optimization operation may optimize the window size of
the number of unacknowledged packets that may be sent to
the recerver. The window size may be varied based on the
latency and bandwidth of the link. In an example embodi-
ment, the link optimization operation may be a gzip compres-
sion. The link optimization, stream level compression and/or
the link multiplexing may enable compression of the data
being transmitted over the link. The protocol dependent ser-
vices 2106 may include, but not limited to protocol optimi-
zation. In an example embodiment, the protocol optimization
operations may include, but not limited to CIFS, coalescing,
MAPI, PRINT and/or HTTP operations.

FIG. 22 1s a table view 1llustrating example point of pres-
ence operations. In particular FIG. 22 illustrates an extended
header address 2202, an enterprise 1d 2216, a source IP 1120,
a destination IP 1118, a source port1d 1116, a destination port
1d 1114, a connection 1d 2204, an operation set1d 2212 and an
operation 1d 2210.

The extended header address 2202 column may 1llustrate
the address to the next POP and/or enterprise site. The address
may be an internet protocol address (e.g. IPv4, IPv6). In an
example embodiment, the address may also be a layer 2
address. The enterprise 1d 2216 column may 1llustrate an
enterprise identification number (CSID). The enterprise 1den-
tification number may also provide information of the enter-
prise site. For example, an enterprise 1d may identily a New
York office of a Company X. CSID may determine the several
instances of the enterprise specific service 1904 (A-N). The
CSID may be obtained from the csconn packet 1104. The
source IP 1120 column may illustrate the address of the actual
source. The actual source may be a client 104. The destination
IP 1118 column may illustrate an actual destination. In an
example embodiment, the actual destination may be a server
106. In another example embodiment, the actual destination
may also be a client 104. The source port 1d 1116 may 1illus-
trate the port address and/or number of the client 104 and/or
server 106. The destination port 1d 1114 may illustrate a port
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address and/or number of the server 104 and/or client 104.
The destination port 1d 1114 may be based on the application
and/or protocol. For example, for an HT'TP protocol the port
number 1s 80. The destination port 1d may be a TCP port
number. The connection 1d 2204 column may 1illustrate the
connection number associated specifically to each client-
server connection along the network that provides accelera-
tion as a service (e.g., path B 102). The operation set 1d 2212
column may illustrate an 1dentification number that enables
selection of a set of optimization and security operations 2102
to be performed on a packet based on the enterprise and the
connection established by the enterprise. The operation 1d
2210 column may 1llustrate a specific number of optimization
and security operations that may be performed on a packet
1100 recerved from a client 104.

In the last row of the table illustrated in FIG. 22, the
extended header address 2202 1s mapped to a specific enter-
prise 1d 2216. The extended header address 2202 may be
mapped to a specific enterprise 1d 2216 through the enterprise
selection module 1916. The enterprise selection module 1916
searches for a mapping of the extended header address to a
specific 1d 1n the enterprise 1d table 1930. The enterprise 1d
table returns the enterprise 1d corresponding to the extended
header address 2202. The extended header address
20.30.30.0 returns an enterprise 1d C20. The enterprise 1den-
tifier CSID may determine the enterprise service instances
1904 A-N.

The connection 1d 2204 1s determined based on the desti-
nation IP 1118, source IP 1120, source portid 1116 and/or the
destination port 1d 1114. The connection 1d 1s unique to each
combination of the destination IP 1118, source IP 1120,
source port 1d 1116 and/or the destination port 1d 1114. In the
last row of the table illustrated 1n FIG. 22, for a source IP
address of 20.20.20.7, a destination IP address of
20.30.30.12, a source port 1d 17263 and/or a destination port
1d corresponding to CIFS the connection 1d 1s determined as
C191. The connection 1d gives a unique 1d for each client-
server connection. The connection 1d 2204 and the enterprise
1d 2216 may be used to determine the operation set 1d. For
example, for an enterprise 1d C20 and connection 1d C191, the
operation set 1d 1s determined to be OS9. The OS9Y operation
set may have a list of operations to be performed on the packet
1100. For example, OS9 has O3S, O10 services to be per-
tormed on the packet 1100. The set of optimization and secu-
rity operation 2102 may be selected by the operation set
selection module 1912. The operation set selection module
1912 may choose the set of operations to be applied based on
the operation set 1d 2212.

The operation set 1d 1s then compared to a POP 1d (not
shown) to determine which specific operation should be
applied from the operation set OS9. The operation selection 1s
done through the operation selection module 1910. The
operation 1d 2210 may enable the operation selection module
1910 to select an operation from the operation set. The opera-
tion 1d 2210 may select more than one operation from the
operation set. For example, the on POP A the operation selec-
tion module may select operation O35 and O1 operations from
the OS1 set to be applied on the packet 1100. At POP B the
operation selection module may select O3 and O7 operations
from the OS1 set to be applied on the packet 1100. At POP A
the operation selection module may select O1 and O5 opera-
tions from the OS1 set for all enterprise 1dentifier and/or
connection identifier. However on another POP the opera-
tions selected for the same OS1 set may vary. For a selected
POP 1d, the operation selection module selects the same
operations for all enterprise identifier and connection ident-

fier as illustrated in FI1G. 22.
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FIG. 23 1s a flow diagram 1llustrating a method of selecting
and performing delivery optimization operations, according
to an example embodiment. In operation 2302 a packet may
be communicated between a branch node 1400 and a head-
quarters node 1414 over an overlay network and the POP may
acquire the packet. The packet may include a connection
identifier and an enterprise 1dentifier. The connection identi-
fier may be determined from the csconn packet 1104 and the
enterprise 1dentifier may be determined from the extended
header 1102 and/or the header 1n the csconn packet 1104. The
branch node 1400 and the headquarters node 1414 may have
a client 104 and/or server 106 topology. In an example

embodiment, the overlay network may be path A 102 1llus-
trated 1n FIG. 1. Path A 102 may have n-number of POP 110

A-N 1n between the client 104 and server 106. The POPs may
acquire a packet communicated between the client and the
server. A connection may be established between the client
104 and the server 106. The client-server connection may be
associated with a connection identifier 2204. The branch node
and the headquarters node may be associated with the enter-
prise 1dentifier 2216.

In operation 2304, upon recerving the packet the POP may
select a set of delivery optimization operations to be per-
formed on the packet. The set of delivery optimization opera-
tions may be selected based on the enterprise 1dentifier 2216
and the connection identifier 2204. The set of delivery opti-
mization operations may include, but not limited to optimi-
zation and security operations 2102. In operation 2306, a
delivery optimization operation may be selected from the set
of delivery optimization operations selected 1n operation
2304. The delivery optimization operation may be selected
based on the enterprise 1dentifier 2216, the connection 1den-
tifier 2204 and a POP identifier. The POP 1dentifier may
determine which POP the packet has currently reached. For
example, the packet may be at POPA 110 A, POPB 110 B or
POP C 110 C if the packet 1s being transmitted between a
requesting site 304 and a providing site 306 1llustrated 1n FIG.
3. The delivery optimization operation selected from the list
of delivery optimization operations may be different 11 the
packetis in POP A 110 A compared to 11 the packet may be in
POP B 110 B.

In operation 2308, the packet 1s processed to perform the
selected delivery optimization operation on the packet. In
operation 2310, the processed packet may be directed to a
different POP location (e.g., second POP location). In the
different POP location the packet may be further processed to
perform a further set of delivery optimization operations that
may be selected from a further set of delivery optimization
operations packet based on the connection identifier 2204,
enterprise 1dentifier 2216 and the POP 1dentifier. The pro-
cessed packet may be a packet on which an n-number of
delivery optimization operation has been performed. In
operation 2310, the packet may also be directed to a head-
quarters node 1414. For example, 1f a packet 1s being trans-

mitted from a requesting site 304 to a providing site 306 over
an overlay network A 308 as 1llustrated 1n FIG. 3, then POP A

110 A, POP B 110 B and/or POP C 110 C acquires the packet
that 1s transmitted from requesting site 304 to the providing
site 306. POP A 110 A, POP B 110 B and/or POP C 110 C
processes the packet to perform a delivery optimization
operation which 1s selected based on the client-server con-
nection identifier, the enterprise 1dentifier and the POP loca-
tion 1dentifier included 1n the packet as 1llustrated in FI1G. 19.
If the packet is at POP B, then the packet 1s further directed to
the providing site 306.

FI1G. 24 1s a tlow diagram illustrating a method of a point of
presence system. In operation 2403 the point of presence
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(POP) system 110 may obtain a packet that includes a head-
quarters 1dentifier 1n the packet. The headquarters identifier
identifies an enterprise site that may be designated as a head-
quarters. The headquarters 1dentifier may be used to route the
packet to the headquarters node 1414 through the POPs 110
A-N 1n the system overlay network path A 102. The packet
may also include a connection identifier which may 1dentily a
connection between the branch client and the headquarters
server, an enterprise 1dentifier which may i1dentity an enter-
prise and/or a POP 1dentifier that identifies a POP on which
the packet arrives.

In operation 2404 the point of presence system 110 may
direct the packet from the point of presence system to a
different point of presence system or an enterprise site based
on the headquarters identifier. The packet directed from the
point of presence system 110 to the next destination may
include the headquarters identifier, the connection 1dentifier,
the enterprise identifier and the POP identifier. The POP
identifier may be included 1n the packet or the POP 1dentifier
may be present in the POP system 110.

FI1G. 25 1s a flow diagram illustrating a method of a point of
presence system receiving a packet from an enterprise site. In
operation 2502, the point of presence system may recerve a
packet from the enterprise site. The enterprise site may be
designated as a branch site. The branch site may have a client
topology. The enterprise site with branch designation and
client topology may be termed as a branch client. The point of
presence system that receives the packet from the branch
client may be a first point of presence system. The packet
obtained from the branch client may include a headquarters
identifier that identifies the headquarters node 1414. The
packet obtained from the branch client may be sent to an
enterprise site designated as a headquarters. The headquarters
may have a server topology. The packet may also 1nclude a
connection identifier which identifies the network connection
between the branch client and the headquarters server. It the
requests from the branch client may be processed 1n one of the
n-number of POPs 110 A-N 1n the service overlay network
path A 102 illustrated 1n FIG. 1, then the packet may not be
sent to the server site.

In operation 2504, the point of presence system may 1den-
tify an application acceleration function to be performed on
the packet received from the branch client. The application
acceleration function to be performed on the packet may be
identified based on the connection i1dentifier included i the
packet. In operation 2504, the point of presence system also
identifies a route over which the packet may be directed. The
route may be 1dentified based on the headquarters identifier.

In operation 2506, the acceleration application functions
identified 1n operation 2504 may be applied on the packet.
The acceleration application function may be a set of delivery
optimization operations from which a delivery optimization
operation may be selected based on the connection 1dentifier,
enterprise identifier and/or the POP identifier. The set of
delivery optimization operations may include, but not limited
to security and optimization operations.

In operation 2508, the packet on which the acceleration
optimization functions are applied may be directed to a des-
tination node (e.g., another POP, a headquarters server, the
branch client based on the headquarters 1dentifier).

FI1G. 26 1s a tlow diagram 1llustrating a method of a further
point of presence system receiving a packet from another
point of presence system. In operation 2602, the point of
presence system may recetve a packet from another point of
presence system (e.g., a {irst point of presence system). The
packet may include a headquarters 1dentifier that identifies
the enterprise headquarters. The packet may also include a
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connection 1dentifier which identifies the network connection
between the branch client and the headquarters server. In an
example embodiment, 11 the requests from the branch client
may be processed 1n one of the n-number of POPs 110 A-N 1n
the service overlay network path A 102 1llustrated 1n FIG. 1,
then the packet may not be sent to the server site.

In operation 2604, the point of presence system may 1den-
tify an application acceleration function to be performed on
the packet recerved from the branch client. The application
acceleration function to be performed on the packet may be
identified based on the connection 1dentifier included in the
packet. In operation 2604, the point of presence system also
identifies a route over which the packet may be directed. The
route may be identified based on the headquarters 1dentifier.

In operation 2606, the acceleration application functions
identified 1n operation 2604 may be applied on the packet.
The acceleration application function may be a set of delivery
optimization operations from which a delivery optimization
operation may be selected based on the connection 1dentifier,
enterprise 1dentifier and/or the POP identifier. The set of
delivery optimization operations may include, but not limited
to security and optimization operations.

In operation 2608, the packet on which the acceleration
optimization functions are applied may be directed to a des-
tination node (e.g., another POP, a headquarters server, the
branch client based on the headquarters identifier).

Although the present embodiments have been described
with reference to specific example embodiments, it will be
evident that various modifications and changes may be made
to these embodiments without departing from the broader
spirit and scope of the various embodiments. For example, the
various devices and modules described herein may be
enabled and operated using hardware circuitry (e.g., CMOS
based logic circuitry), firmware, software or any combination
of hardware, firmware, and software (e.g., embodied 1n a
machine readable medium). For example, the various electri-
cal structure and methods may be embodied using transistors,
logic gates, and electrical circuits (e.g., application specific
integrated (ASIC) circuitry and/or 1n Digital Signal Processor
(DSP) circuitry).

In addition, 1t will be appreciated that the various opera-
tions, processes, and methods disclosed herein may be
embodied 1in a machine-readable medium and/or a machine
accessible medium compatible with a data processing system
(e.g., a computer system ), and may be performed 1n any order
(e.g., including using means for achieving the various opera-
tions). Accordingly, the specification and drawings are to be
regarded 1n an 1llustrative rather than a restrictive sense.

What 1s claimed 1s:

1. A system comprising:

a branch site including a branch client;

a headquarters site including a headquarters server, the
branch site and the headquarters site being communica-
tively coupled over a link via transmission media, the
link being 1dentified through a link 1dentifier, the branch
client and the headquarters server being communica-
tively coupled over a network connection via the trans-
mission media, and the network connection being 1den-
tified through a connection 1dentifier;

a first point of presence (POP) communicatively coupled
with the branch site over a first segment of the link; and

a second POP commumnicatively coupled with the first POP
over a second segment of the link, and communicatively
coupled with the headquarters site over a third segment
of the link,

the branch site being configured to transmit a packet of the
network connection, and associated with the branch cli-
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ent, over the first segment to the first POP, based on the
link 1dentifier, the packet encoding the link identifier and
the connection identifier,

the first POP being configured to:
select a delivery optimization operation to perform on >

the packet based on a first POP i1dentifier, the link

1dentifier, and the connection 1dentifier,
perform the delivery optimization operation on the
packet based on that identification, and

transmit the packet to the second POP over the second
segment of the link based on the link 1dentifier, and
the second POP being configured to:

select a further delivery optimization operation to per-

form on the packet based on a second POP 1dentifier,
the link identifier, and the connection 1dentifier,
perform the further delivery optimization operation on
the packet based on that identification, and
transmuit the packet to the headquarters site over the third
segment of the link based on at least one of the link 2¢
1dentifier and the connection identifier,
wherein the packet 1s securely transmitted between the
branch site and the headquarters site over each of the
first segment, the second segment and the third seg-
ment through at least one network tunnel created 25
using a tunneling protocol configured to encapsulate a
payload protocol by a network protocol across at least
one intervening firewall, and
wherein the first POP and the second POP are appropri-
ately located such that application acceleration and 30
network optimization in the transmission of the
packet are spread across the system, without being
concentrated at end points thereof.

2. The system of claim 1, wherein the branch client and the
headquarters server establish the network connection with 35
one another prior to the branch site directing the packet to the
first POP over the first segment of the link.

3. The system of claim 1,

wherein a set of branch clients of the branch site and a set

ol headquarters servers of the headquarters site establish 40
a plurality of separate network connections with one
another,

wherein the system 1s configured to direct a plurality of

packets, each associated with a different one of the plu-
rality of network connections, simultancously over at 45
least one of the first segment, the second segment, and
the third segment of the link, and

wherein the network connection 1s one of the plurality of

separate network connections.

4. The system of claim 2, wherein the branch client and the 50
headquarters server establish the network connection through
a transmission control protocol three-way handshake and the
connection 1dentifier 1s encoded 1n an Internet Protocol
header that includes at least one of a source IP address, a
destination IP address, a source port identifier, and a destina- 55
tion port 1dentifier.

5. The system of claim 1, wherein the first POP and the
second POP each includes:

an enterprise selection module configured to identify in a

memory system an enterprise associated with the 60
packet, based on the link identifier; and

an operation set selection module configured to 1dentily in

the memory system a set of delivery optimization opera-
tions associated with the packet, based on the 1dentified
enterprise and the connection 1dentifier. 65

6. The system of claim 5, wherein the set of delivery opti-

mization operations associated with the packet includes a
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data compression function, a data decompression function, a
protocol proxy function, an encryption function, and a
decryption function.

7. The system of claim 5, wherein the first POP further
includes:

an operation selection module configured to select the

delivery optimization operation of the identified set of
delivery optimization operations to perform on the
packet, based on an association of the first POP 1dentifier
with the connection identifier in the memory system;
and

a delivery optimization module configured to utilize a pro-

cessor to perform the selected delivery optimization
operation on the packet.

8. The system of claim 5, wherein the second POP turther
includes:

an operation selection module configured to select the

delivery optimization operation of the identified set of
delivery optimization operations to perform on the
packet, based on an association of the second POP 1den-
tifier with the connection 1dentifier in the memory sys-
tem; and

a delivery optimization module configured to utilize a pro-

cessor to perform the selected further delivery optimi-
zation operation on the packet.

9. The system of claim S, wherein the branch site 1s asso-
ciated with a branch enterprise premise module configured to
perform at least one of the set of delivery optimization opera-
tions on the packet prior to the branch site transmitting the
packet over the first segment to the first POP.

10. The system of claim 5, wherein the headquarters site 1s
associated with a headquarters enterprise premise module
configured to perform at least one of the set of delivery
optimization operations on the packet subsequent to receiv-
ing the packet from the second POP over the second segment.

11. The system of claim 1, further comprising:

a set of mterconnectors mcluding:

a branch site interconnector associated with the branch
site;

a first POP interconnector associated with the first POP;

a second POP interconnector associated with the second
POP; and

a headquarters site interconnector associated with the
headquarters site,

wherein each of the set of interconnectors 1s configured to

perform at least one of a router function and a bridge
function, and

wherein the first segment 1s 1dentified through a first seg-

ment 1dentifier that 1dentifies at least one of the branch
site interconnector and the first POP interconnector, the
second segment 1s 1dentified through a second segment
identifier that identifies at least one of the first POP
interconnector and the second POP interconnector, and
the third segment 1s 1dentified through a third segment
identifier that 1dentifies at least one of the second POP
interconnector and the headquarters interconnector.

12. The system of claim 11, wherein the branch site and the
headquarters site are associated with an enterprise and the
branch site interconnector 1s not programmable by the enter-
prise to manipulate an extended header of the packet.

13. The system of claim 11, further comprising:

a database server communicatively coupled with the

branch client and configured to:

receive rom the branch client, a target destination for
the packet, and

provide a umique Internet Protocol (IP) address to the
branch client based on the target destination, the
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unique IP address uniquely encoding the first segment
identifier, the link identifier, and the connection 1den-
tifier,

the branch client being configured to transmit, via the
branch site interconnector, the packet to the first POP
over the first segment using the first segment 1denti-

fier.

14. The system of claim 11, wherein the branch site and the
headquarters site are associated with an enterprise and the
branch site interconnector 1s programmable by the enterprise
to manipulate an extended header of the packet.

15. The system of claim 14, wherein the branch site inter-
connector 1s configured to:

determine through a memory system that the first segment

identifier 1s associated with the link 1dentifier,

place the link identifier 1n the extended header of the

packet,

place the first segment 1dentifier 1n another extended

header of the packet, and

based on the first segment 1dentifier, transmit the packet

over the first segment to the first POP.

16. The system of claim 11, wherein the first POP 1nter-
connector 1s configured to:

determine through a memory system that the second seg-

ment 1dentifier 1s associated with the link identifier,
place the link 1dentifier in an extended header of the packet,
place the second segment identifier 1n another extended
header of the packet, and

based on the second segment identifier, transmit the packet

over the second segment to the second POP.

17. The system of claim 11, wherein the branch site and the
headquarters site are associated with an enterprise and the
headquarters site 1s associated with the headquarters site
interconnector that 1s not programmable by the enterprise to
manipulate an extended header of the packet.

18. The system of claim 11, wherein the packet 1s a request
packet, the connection identifier includes a headquarters
server 1dentifier and a branch client identifier, and the second
POP mterconnector 1s configured to:

substitute the branch client identifier with

the third segment 1dentifier, and

a modified branch client identifier, wherein the connec-
tion 1dentifier reflects the headquarters server 1denti-
fier as a destination, and reflects the third segment
1dentifier and the modified branch client identifier as a
source, and

cause the second POP interconnector to transmit the

request packet to the headquarters site over the third
segment,

the headquarters site being configured to:

provide the request packet to the headquarters server
using the headquarters server identifier as the desti-
nation,

designate the third segment identifier and the modified
branch client 1dentifier as the destination, and the
headquarters server identifier as the source, and

subsequent to providing the request packet to the head-
quarters server, transmit a return packet that 1s asso-
ciated with the request packet over the third segment
to the second POP based on the third segment ident-
fier.

19. The system of claim 18, wherein responsive to receiv-
ing the return packet from the headquarters site, the second
POP 1s configured to:

access a memory system to associate the modified branch

client identifier with the branch client identifier,
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access the memory system to associate the branch client
identifier and the headquarters server identifier with the
connection identifier,

access the memory system to associate the connection
identifier with the link 1dentifier;

access the memory system to associate the link identifier

with the second segment 1dentifier, and

transmit the return packet to the first POP based on the

second segment identifier.

20. The system of claim 11, wherein the branch site and the
headquarters site are associated with an enterprise and the
headquarters site 1s associated with the headquarters site
interconnector that 1s programmable by the enterprise to
mampulate an extended header of the packet.

21. The system of claim 20, wherein the second POP inter-

connector 1s configured to:

determine through a memory system that the third segment

identifier 1s associated with the link 1dentifier,

place the link identifier 1n the extended header of the

packet,

place the third segment i1dentifier in another extended

header of the packet, and

based on the third segment identifier, transmit the packet

over the third segment to the headquarters site.

22. The system of claim 21, wherein at least one of the
extended header and the other extended header retflect at least
one of IPSec, MPLS, VLAN, IP, and GRE access protocols.

23. The system of claim 11,

wherein the first POP interconnector 1s one of a plurality of

interconnectors that 1s communicatively coupled with
the branch site interconnector and accessible by the
branch site interconnector, and

wherein the branch site interconnector 1s configured to

select the first POP interconnector from the plurality of
interconnectors based on the first segment 1dentifier.

24. The system of claim 11,

wherein the second POP interconnector 1s one of a plurality

of POP 1nterconnectors communicatively coupled with
the first POP interconnector over a plurality of segments,
and

wherein the first POP interconnector selects the second

POP interconnector from the plurality of POP 1ntercon-
nectors based on the second segment 1dentifier.

25. The system of claim 11,

wherein the headquarters site interconnector 1s one of a

plurality of headquarters site interconnectors that 1s
communicatively coupled with the second POP inter-
connector over a plurality of segments,

wherein the second POP interconnector 1s configured to

select the headquarters site interconnector from the plu-
rality of headquarters site interconnectors, based on the
third segment 1dentifier.

26. The system of claim 11, wherein the packet 1s a request
packet, and the headquarters site interconnector 1s configured
to:

recetve a return packet associated with the request packet

from the headquarters server,

determine through a memory system of the headquarters

site that the link identifier encoded in the return packet 1s

associated with the third segment identifier, and
transmit the return packet from the headquarters site to the

second POP based on the third segment identifier,

the second POP interconnector being configured to:

determine through a memory system of the second POP
that the link 1dentifier encoded in the return packet 1s
associated with the second segment 1dentifier, and




US 8,396,954 B2

47

transmit the return packet from the second POP to the

first POP, based on the second segment identifier, and
the first POP interconnector being configured to,

determine through a memory system of the first POP that
the link 1dentifier encoded 1n the return packet 1s asso-
ciated with the first segment 1dentifier, and

transmit the return packet from the first POP to the
branch site interconnector, based on the first segment
identifier.
27. A system comprising:
a branch site including a branch client;
a headquarters site including a headquarters server, the
branch site and the headquarters site being communica-
tively coupled over a link via transmission media, the
link being 1dentified through a link 1dentifier, the branch
client and the headquarters server being communica-
tively coupled over a network connection via the trans-
mission media, and the network connection being iden-
tified through a connection 1dentifier;
a {irst point of presence (POP) communicatively coupled
with the branch site over a first segment of the link; and
a second POP communicatively coupled with the first POP
over a second segment of the link, and communicatively
coupled with the headquarters site over a third segment
of the link,
the branch site being configured to forward a packet of the
network connection, and associated with the branch cli-
ent, over the first segment to the first POP, based on the
link 1dentifier, the packet encoding the link 1dentifier and
the connection identifier,
the first POP being configured to:
perform a delivery optimization operation on the packet,
determine whether to forward the packet to the second
POP, and

based on determining that that the packet 1s to be for-
warded to the second POP, forward the packet to the
second POP over the second segment of the link based
on the link i1dentifier, and

the second POP being configured to:
perform a further delivery optimization operation on the

packet,

determine whether to forward the packet to the head-
quarters site, and
based on determining that that the packet 1s to be for-

warded to the headquarters site, forward the packet to

the headquarters site over the third segment of the link

based on at least one of the link identifier and the

connection i1dentifier,

wherein the packet 1s securely transmitted between
the branch site and the headquarters site over each
of the first segment, the second segment and the
third segment through at least one network tunnel
created using a tunneling protocol configured to
encapsulate a payload protocol by a network pro-
tocol across at least one intervening firewall, and

wherein the first POP and the second POP are appro-
priately located such that application acceleration
and network optimization in the transmission of the
packet are spread across the system, without being
concentrated at end points thereof.

28. The system of claim 27, further comprising:

a set of interconnectors icluding;

a branch site mterconnector associated with the branch
site;

a first POP interconnector associated with the first POP;

a second POP interconnector associated with the second

POP; and
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a headquarters site interconnector associated with the
headquarters site,

wherein each of the set of interconnectors are configured to
perform at least one of a router function and a bridge
function, and

wherein the first segment 1s 1dentified through a first seg-
ment 1dentifier that 1dentifies at least one of the branch
site interconnector and the first POP interconnector, the
second segment 1s 1dentified through a second segment
identifier that i1dentifies at least one of the first POP
interconnector and the second POP interconnector, and
the third segment 1s 1dentified through a third segment
identifier that 1dentifies at least one of the second POP
interconnector and the headquarters interconnector.

29. The system of claim 28, wherein the link 1dentifier 1s

configured to be encoded 1n an inner extended header of t.

1C

packet, and at least one of the first segment 1dentifier, t.

1C

second segment 1dentifier, and the third segment identifier are
configured to be encoded 1n an outer extended header of the

packet.

30. The system of claim 29,

wherein the branch site interconnector 1s configured to
encode the first segment 1dentifier 1n a source field and a
destination field of the outer extended header of the
packet that the branch site 1s configured to forward to the
first POP, the first segment 1dentifier including a branch
site interconnector i1dentifier and a first POP intercon-
nector 1dentifier, and

wherein, based on the first POP determining that the packet
1S to be returned to the branch site, the first POP inter-
connector 1s configured to:

place the first POP interconnector identifier in the in the
source field of the outer extended header,

place the branch site interconnector identifier in the des-
tination field of the outer extended header, and

return the packet to the branch site over the first segment
based on the branch site interconnector i1dentifier 1n
the destination field of the outer extended header.

31. The system of claim 29,

wherein the first POP interconnector i1s configured to
encode the second segment 1dentifier in a source field
and a destination field of the outer extended header of the
packet that the first POP 1s configured to forward to the
second POP, the second segment identifier including a
second POP interconnector identifier and a headquarters
site interconnector 1dentifier,

wherein, based on the second POP determining that the
packet 1s to be returned to the first POP, the second POP
interconnector 1s configured to:

place the second POP interconnector identifier in the 1n
the source field of the outer extended header,

place a first POP interconnector 1dentifier 1n the desti-
nation field of the outer extended header, and

return the packet to the first POP interconnector over the
second segment based on the first POP interconnector
1dentifier 1n the destination field of the outer extended
header.

32. The system of claim 27, wherein the delivery optimi-

zation operation and the further delivery optimization opera-
tion are of a set of delivery optimization operations including
a data compression function, a data decompression function,

a protocol proxy function, an encryption function, and
decryption function.

d
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33. The system of claim 32,

wherein the branch site 1s associated with a branch enter-
prise premise module configured to perform at least one
of the set of delivery optimization operations on the
packet, and
wherein the branch enterprise premise module 1s further
configured to:
determine whether to return the packet to the branch
client prior to the branch site forwarding the packet
over the first segment to the first POP, and
return the packet to the branch client based on determin-
ing that the packet 1s to be returned to the branch
client.
34. The system of claim 32, wherein the headquarters site
1s associated with a headquarters enterprise premise module
configured to perform at least one of the set of delivery
optimization operations on the packet subsequent to receiv-
ing the packet from the second POP over the second segment.
35. A method comprising;:
securely transmitting a packet between a branch site
including a branch client and a headquarters site includ-
ing a headquarters server over each of a first segment, a
second segment and a third segment of a link through at
least one network tunnel created using a tunneling pro-
tocol configured to encapsulate a payload protocol by a
network protocol across at least one intervening firewall,
the branch site and the headquarters site being commus-
nicatively coupled over the link via transmission media,
the link being i1dentified through a link identifier, the
branch client and the headquarters server being commu-
nicatively coupled over a network connection via the
transmission media, and the network connection being
identified through a connection 1dentifier;

implementing a first POP communicatively coupled to the
branch site over the first segment of the link;

implementing a second POP communicatively coupled to
the first POP over the second segment of the link, and
communicatively coupled to the headquarters site over
the third segment of the link;

configuring the branch site to transmait the packet of the

network connection, and associated with the branch cli-
ent, over the first segment to the first POP, based on the
link 1dentifier, the packet encoding the link identifier and
the connection 1dentifier;

utilizing the first POP to:

select a delivery optimization operation to perform on
the packet based on a first POP i1dentifier, the link
1dentifier, and the connection identifier,
perform the delivery optimization operation on the
packet based on that identification, and
transmit the packet to the second POP over the second
segment of the link based on the link 1dentifier;
utilizing the second POP to:
select a further delivery optimization operation to per-
form on the packet based on a second POP 1dentifier,
the link 1dentifier, and the connection i1dentifier,
perform the further delivery optimization operation on
the packet based on that identification, and
transmit the packet to the headquarters site over the third
segment of the link based on at least one of the link
1dentifier and the connection identifier; and
appropriately positioning the first POP and the second POP
such that application acceleration and network optimi-
zation 1n the transmission of the packet are spread across
the link, without being concentrated at end points
thereof.
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36. The method of claim 35, comprising establishing the
network connection between the branch client and the head-
quarters server prior to the branch site directing the packet to
the first POP over the first segment of the link.

37. The method of claim 35, wherein a delivery optimiza-
tion operation provider includes a provider enterprise
premise equipment 1n a provider site.

38. The method of claim 335, further comprising:
determiming that the further delivery optimization opera-

tion 1s not to be performed;

determining that the packet is to be returned to a source of

the packet; and

returning the packet towards the source of the packet over

the segment based on the determining that the further
delivery optimization operation 1s not to be performed
and the determining that the packet is to be returned to
the source of the packet.

39. The method of claim 38,

wherein the determining that the further delivery optimi-

zation operation 1s not to be performed includes access-
ing a determination value stored in a memory system,
and

wherein the determination value 1s associated with at least

one ol a bandwidth threshold value and a throughput
threshold value related to the further segment.

40. The method of claim 335, wherein selecting the delivery
optimization operations includes:

determining that the link identifier 1s associated with an

enterprise 1dentified through an enterprise identifier 1n a
memory system;
determining that the enterprise 1dentifier and the connec-
tion 1dentifier are associated with the delivery optimiza-
tion operations in the memory system; and

determiming that the delivery optimization operation 1s
associated with the connection 1dentifier and the POP
identifier 1n the memory system.

41. The method of claim 40, wherein the association
between the link identifier, the connection identifier, and the
delivery optimization operations 1s pre-defined based on a
user preference.

42. The method of claim 40, wherein the association
between the connection identifier and the delivery optimiza-
tion operation of the delivery optimization operations 1s pre-
defined based on a user configuration of the POP.

43. The method of claim 40, wherein the delivery optimi-
zation operation 1s selected from a group of delivery optimi-
zation operations consisting of data compression, data
decompression, protocol proxy, authentication, encryption,
and decryption.

44. The method of claim 35, comprising establishing the
network connection using an Internet Protocol through a
requesting client of the requesting site and a providing server
of the providing site.

45. The method of claim 35,

wherein the connection identifier 1s encoded 1n a inner
header of the packet and includes at least one of a source
Internet Protocol address, a destination Internet Protocol

address, a source port i1dentifier, and a destination port
identifier, and

wherein the link identifier 1s encoded 1n an extended header

of the packet and reflects at least one of generic routing
encapsulation, multiprotocol label switching, and vir-
tual private local area network services.

46. A machine-readable medium including instructions
that when executed by a machine, causes the machine to
perform the method of claim 35.
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INVENTOR(S) . Ashwath Nagaraj et al.

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

In the Drawings:

In F1g. 1, reference numeral 110N, delete “POP B” and replace with -- POP N --; reference numeral
108B delete “108B” and replace with -- 108N --.

In F1g. 4, reference numeral 108, delete “108™ and replace with -- 108A --; reference numeral 304 A,
delete “304A™ and replace with -- 304 --.

In Fig. 5, reterence numeral 108, delete “108 and replace with -- 108B --; reterence numeral 306A,
delete “REQUESTING SITE 306A™ and replace with -- PROVIDING SITE 306A --.

In Fig. 6, reference numeral 306B, delete “306B™ and replace with -- 306 --.

In Fi1g. 7, reference numeral 306B, delete “306B™ and replace with -- 306 --.

In Fig. 8, reference numeral 306C, delete “306C™ and replace with -- 306 --.

In Fi1g. 11, delete “CONNECTION IDENTIFIERS (5-TUPLE)” and replace with -- CONNECTION
IDENTIFIERS (5-TUPLE) 1101 --.

In Fig. 13A, delete “FIGURE 14-17.

In Fig. 13B, delete “FIGURE 14-3".

In Fig. 17, delete “FIGURE 17" and replace with -- FIGURE 17A --.

In Fig. 17A, delete “FIGURE 17A” and replace with -- FIGURE 17B --.

In Fig. 17B, delete “FIGURE 17B” and replace with -- FIGURE 17C --.

In F1g. 19, reference numeral 1904(D), delete “1904(D)” and replace with -- 1904(N) --; reference
numeral 1910, delete “COMMUNICATION MODULE 1910 and replace with

-- COMMUNICATION MODULE 1920 --.

In the Specitication:

In column 8, line 26, delete “13™ and replace with -- 13A-E --; line 42, delete “17” and replace with
- 17A-C --.

In column 9, line 18, delete “POP A 110 A, a POP B 110 B and replace with -- POP A-N 110A-N --.
In column 10, line 3, delete “1007; line 48, delete “Fig. 10 and replace with -- Fig. 1 --.

In column 11, lines 8 and 11, delete each occurrence of “100™.
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In column 12, line 41, delete “1100™ and replace with -- 1100 A-C --; line 42, delete each occurrence
of “11047; line 43, delete “a data™ and replace with -- data 1104 --; line 44, delete “a POP System
110™ and replace with -- the POP A-N 110 A-N --.

In column 13, line 4, delete “1100” and replace with -- 1100 A-C --.

In column 14, line 21, delete “Fig. 13" and replace with -- Fig. 13A-E --; line 34, delete “Fig. 17 and
replace with -- Fig, 2 --.

In column 15, line 4, delete “3007; lines 46 and 48, replace each occurrence of “114” with -- 110C --.
In column 16, line 20, delete “POPs 110 A-C” and replace with -- POP A-C 110 A-C --; line 27, delete
“POP A 110 and POP C 110 C” and replace with -- POP A 110 A and POP C 110 C --; line 30, delete
“POP C 114” and replace with -- POP C 110 C --.

In column 16, line 48, delete “304A” and replace with -- 304 --; line 52, delete “304A™ and replace
with -- 304 --.

In column 17, line 42, delete “requesting site 306 A and replace with -- providing site 306 A --; line
50, delete “304” and replace with -- 306 A --.

In column 18, line 27, delete “308B” and replace with -- 306A --; line 32, delete “306B™ and replace
with -- 306 --; line 41, delete “306B™ and replace with -- 306 --; line 64, delete “308 B and replace
with -- 306 --.

In column 19, line 20, delete “306B” and replace with -- 306 --; line 39, delete “306C” and replace
with -- 306 --; line 40, delete “306C” and replace with -- 306 --; line 43, delete “306C” and replace
with -- 306 --; line 52, delete “306C™ and replace with -- 306 --.

In column 21, line 60, delete “1100™ and replace with -- 1100B --.

In column 22, lines 30, 31, 34, and 40, replace each occurrence of “FIG. 13” with -- FIG. 13 A-E --.
In column 23, line 26, delete “1300 B” and replace with -- in Figure 13 B --; line 39, delete “1300 C~
and replace with -- in Figure 13 D --; line 56, delete “1300 D™ and replace with -- in Figure 13 C --.
In column 24, line 1, delete “1300 E” and replace with -- in Figure 13 E --; line 16, delete “1300 A-E”
and replace with -- as illustrated in Figures 13 A-E --.

In column 25, line 21, delete “1412™ and replace with -- 1402 --; lines 47, 61, 66, and 67, replace each
occurrence of “bridge” with -- router --.

In column 26, line 3, delete “bridge” and replace with -- router --; line 46, delete “enterprise™ and
replace with -- customer --.

In column 27, line 55, delete “1423” and replace with -- 1525 --.

In column 28, line 1, delete “FIG. 14 and replace with -- FIG. 15 --; line 21, delete “Path 101™ and
replace with -- Path A 101 --; line 21, delete “Path 102 and replace with -- Path B 102 --.

In column 29, line 18, delete “enterprise™ and replace with -- customer --; line 56, delete “formats™ and
replace with -- format --.

In column 30, line 32, delete “1524 to the edge router” and replace with -- 1624 to the edge router --.
In column 31, line 13, delete “enterprise™ and replace with -- customer --; lines 35 and 39, replace
each occurrence of “17” with -- 17A-C --.

In column 32, line 33, delete “17” and replace with -- 17A --.

In column 33, lines 53-54, delete “enterprise services 1904” and replace with -- customer services
1904 --.

In column 34, lines 11-12, delete “POP A 110 and the POP C 110 (C)”and replace with -- POP A 110
A and the POP C 110 C --.
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In column 35, lines 7 and 14, replace “service 1904 (A-N)” with -- services 1902 --; lines 18-19, delete
“the enterprise specific service instance 1904 (A-N)” and replace with -- each instance of the
enterprise specific services 1902 --.

In column 37, lines 22 and 24, replace each occurrence of “POP B 110 B” with -- POP N 110 N --.

In column 38, line 58, delete “service 1904 (A-N)” and replace with -- services 1902 --.

In column 40, lines 13 and 14, replace each occurrence of “102” with -- 101 --.

In column 40, line 67, delete “2403 and replace with -- 2402 --.

In column 41, line 39, delete “102” and replace with -- 101 --,

In column 42, line 5, delete “102” and replace with -- 101 --.
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