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(57) ABSTRACT

A data delivery system and method include storing software
resources 1n a central equipment, recerving and storing soft-
ware resources sent from the central equipment, and commu-
nicating with the central equipment, terminal devices and
with the intermediate server. The central equipment includes
aregistration-accepting unit for accepting registration of soft-
ware resources, a resource information storage unit for stor-
ing resource information having a version number corre-
sponding to the software resources accepted by the
registration-accepting unit, a resource transfer unit for send-
ing the software resources accepted and the resource infor-
mation stored 1n the resource information storage unit to the

intermediate server, a server list-creating unit for creating a
server list of the intermediate servers to be sent to the terminal
devices, and a sending unit for sending the server list created
by the server list-creating unit.

8 Claims, 12 Drawing Sheets
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DATA DELIVERY SYSTEM AND DATA
DELIVERY METHOD

CROSS-REFERENCE TO RELAT
APPLICATIONS

T
»

This application 1s based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2009-

48092, filed on Mar. 2, 2009, the entire contents of which are
incorporated herein by reference.

FIELD

The embodiments relate to data delivery system and data
delivery method for storing the same data 1n a central terminal
or central equipment and imntermediate servers, all of which
are connected by a network, and receiving data by terminal
devices.

BACKGROUND

In recent years, systems for managing software resources
by making use of a network have been itroduced 1n schools,
hospitals, companies, and so on. Such a system constitutes a
three-layered structure including a host server layer, an inter-
mediate server layer, and a client server layer (such as per-
sonal computers). A host server in the host server layer stores
soltware resources necessary for client devices and 1s con-
nected with mtermediate servers in the intermediate server
layer. The intermediate servers download the software
resources from the host server and store soitware resources
similar to the software resources stored in the host server. The
client devices download the software resources from the
intermediate servers.

In the system of this configuration, a user can download the
soltware resources existing in the host server from an inter-
mediate server by means of a client device (such as a personal
computer) owned by the user. For example, where the system
1s introduced 1n an enterprise, employees of 1ts branches can
acquire the software resources present in the headquarter
from mntermediate servers mounted 1n the branches by mount-
ing the host server 1n the headquarter and mounting the inter-
mediate servers 1n the branches. An administrator who man-
ages the system can distribute the newest software resources
to the client devices simply by updating the software
resources present 1n the host server to the newest version.

In this system, each client device cannot reliably grasp
whether or not the software resources 1n the host server are of
the newest version. Accordingly, a system permitting reliable
dispersion of software resources has been contemplated (e.g.,
JP-A-2007-80167). In this system, an intermediate server
monitors whether software resources stored 1n a host server
have been updated. If an update 1s performed, the intermedi-
ate server updates the software resources stored 1n 1tself and
informs each client device of the update. When the client
device 1s informed of the update, the client device recerves the
software resources from the intermediate server. Conse-
quently, the client device can recerve the newest soltware
resources with greater certainty.

SUMMARY

According to an aspect of the mvention, a data delivery
system and method include receiving and storing software
resources sent Irom a central equipment, and terminal devices
communicating with the central equipment and with the inter-
mediate server, where the central equipment accepts registra-
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tion of software resources, stores resource information hav-
ing a version number corresponding to the software resources
accepted by the registration-accepting, sends the software
resources accepted by the registration-accepting and the
resource mnformation stored in the resource information stor-
age unit to the intermediate server.

A server list-creating unit 1s provided for creating a server
list of the intermediate servers to be sent to the terminal
devices and a list/information-sending unit for sending the
server list created by the server list-creating unit and the
resource information to the terminal devices. Each of termi-
nal devices has a synchronization decision unit for acquiring
the resource mmformation sent from the intermediate server
shown 1n the server list recerved from the central equipment
by the resource transier unit and stored 1n the intermediate
server, comparing the resource information recerved from the
central equipment with the resource immformation acquired
from the intermediate server, and deciding whether the inter-
mediate server 1s synchronized to the central equipment
based on whether the two sets of resource mnformation are
comncident 1n version number of software resources and a
request signal-sending unit which, when the synchromzation
decision unit has determined that the intermediate server 1s
synchronized, sends a request signal requesting sending of
software resources to the intermediate server.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out 1n the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention,
as claimed. Additional aspects and/or advantages will be set
forth 1n part 1n the description which follows and, in part, will

be apparent from the description, or may be learned by prac-
tice of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects and advantages will become
apparent and more readily appreciated from the following
description of the embodiments, taken in conjunction with the
accompanying drawings of which:

FIG. 1 1s a diagram 1illustrating a configuration of a data
delivery system associated with one embodiment of the
present invention;

FIG. 2 15 a block diagram 1llustrating a configuration of a
main server icorporated 1n a data delivery system;

FIG. 3A 1s a table used to manage software resource(s);

FIG. 3B i1s a table used to manage sub-servers;

FIG. 3C 1s a table used to manage personal computers
(PCs);

FIG. 3D 1s a table used to manage how the PCs have been
istructed;

FIG. 4A 1s a table illustrating a server list created by a main
Server;

FIG. 4B 1s a block diagram of one sub-server incorporated
in a data delivery system, illustrating the configuration of the
sub-server;

FIG. 5 1s a block diagram of one PC incorporated 1n a data
delivery system, illustrating the configuration of the PC;

FIG. 6 1s a block diagram 1llustrating function(s) provided
by a data delivery system:;

FIG. 7 1s a flowchart illustrating processing operations
performed by a PC;

FIG. 8 1s a flowchart illustrating other processing opera-
tions performed by a PC;
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FIG. 9 1s a flowchart illustrating processing operations
executed by a main server to send updated software

resource(s);

FIG. 10 1s a flowchart 1llustrating processing operations
executed by a main server to deliver software resource(s);

FIG. 11A 1s a flowchart illustrating processing operations
executed by a main server to send requested software
resource(s);

FIG. 11B 1s a flowchart illustrating processing operations
executed by a sub-server to store software resource(s); and

FIG. 12 1s a flowchart illustrating processing operations
executed by a sub-server to send software resource(s).

DETAILED DESCRIPTION OF EMBODIMENTS

Reference will now be made 1n detail to the embodiments,
examples of which are illustrated 1n the accompanying draw-
ings, wherein like reference numerals refer to the like ele-
ments throughout. The embodiments are described below to
explain the present invention by referring to the figures.

Where an intermediate server monitors a version of soft-
ware resources, 1t 1s necessary for the intermediate server to
monitor a host server at all times. In addition, the intermediate
server needs to monitor mmformation about client devices
(e.g., whether the client devices have been informed of an
update). Therefore, if a number of the client devices
increases, 1t 1s necessary to register the added client devices
into the mtermediate server, thus increasing the load on the
intermediate server.

In the data delivery system disclosed herein, software
resource(s) sent from a central terminal or central equipment
storing the software resources are stored 1n an intermediate
server. The software resources stored in the intermediate
server are received by a terminal device. In the central equip-
ment, registration of the software resources 1s accepted.
Resource information for storing the software resources 1n
association with the version of the software resources 1is
stored. The accepted software resources and resource infor-
mation are sent to the intermediate server. A server list of
intermediate servers that give a notification to client devices 1s
created. The server list 1s sent to the client devices from the
central equipment together with the resource information. In
cach client device, resource information 1s acquired from the
intermediate server shown 1n the server list received from the
central equipment. The resource information 1s sent from the
central equipment to the intermediate server and stored there.
The resource information acquired from the central equip-
ment 1s compared with the resource information acquired
from the intermediate server. A decision 1s made as to whether
the intermediate server 1s synchronized with the central
equipment, depending on whether the software resources
indicated by the two kinds of resource information are coin-
cident 1n version number. If the decision 1s that the interme-
diate server 1s synchronized, a request signal 1s sent to the
intermediate server to require 1t to send the software
resources.

The data delivery system disclosed herein makes 1t pos-
sible to make a decision as to whether or not the software
resources to be recerved by terminal devices are present 1n the
intermediate server 1 a case where an mquiry about the
software resources 1s received from a terminal device because
the central equipment already knows, for example, that the
soltware resources have been already sent to the intermediate
server. The terminal device receives data from the intermedi-
ate server based on the result of decision made by the central
equipment and so 1t 1s not necessary to make an inquiry to the
intermediate server as to whether or not there are software
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resources. Furthermore, the data delivery system disclosed
herein makes 1t unnecessary to make a decision as to whether
the software resources stored 1n the central equipment agree
with the software resources stored 1n the intermediate server.
The terminal device receiving the results of inquiry from the
central equipment makes a decision as to whether the two
kinds of software resources are coincident. As a result, the
processing load on each server or device 1s alleviated. Con-
sequently, the terminal device can receive the software
resources from the central equipment with greater certainty.

The terminal device 1s proactive in making an inquiry about
transier of softwareresources. Thus, 1t 1s not necessary for the
central equipment and the intermediate server to manage
terminal devices minutely. Furthermore, programming
operation(s) 1n the central equipment and in the intermediate
server are simplified. In consequence, the processing load on
the central equipment and on the intermediate server 1s alle-
viated. The terminal device sends a list, which indicates from
what intermediate server are software resources recerved, to
the terminal device. This disperses the load on intermediate
servers when the terminal device receives software resources.
The processing speed achieved when software resources are
received can be managed appropriately.

Preferred embodiments of data delivery system and data
delivery method disclosed herein are hereinatter described 1in
detail with reference to the drawings. The data delivery sys-
tem and data delivery method disclosed herein are introduced
in schools, hospitals, companies, and so on. In the embodi-
ments described below, terminal devices possessed by the
data delivery system disclosed herein are applied to personal
computers (PCs).

FIG. 1 shows a configuration of a data delivery system
associated with an embodiment. The data delivery system of
the present embodiment has one main server 10, plural sub-
servers 20, and plural personal computers (PCs) 30.

The main server 10 1s central equipment possessed by the
data delivery system disclosed herein and stores software
resources entered by the system administrator or other per-
son. The software resources are data disclosed herein and can
be appropriately modified according to a location 1n which
the data delivery system 1s introduced. For example, the soft-
ware resources can be electronic medical charts of hospitals,
students’ report cards, version upgrade data about programs,
or virus pattern files. When new soiftware resources are
entered by the system administrator or other user, the main
server 10 sends the software resources to the sub-servers 20.
When the software resources already stored are modified or
updated, the main server 10 sends the modified software
resources to the sub-servers 20. While specific examples of a
resource such as soitware resource 1s provided herein, the
present invention i1s not limited to any particular type of
resource. For example, may include software or application
program, a tool or any other information that may reside 1n a
server and delivered to terminal(s).

The sub-servers 20 are intermediate servers possessed by
the data delivery system disclosed herein, and receive and
store the software resources sent from the main server 10. In
other words, the sub-servers 20 store software resources of
the same contents as the software resources in the main server
10. When the contents of storage in the main server 10 are
modified, the software resources are sent. Accordingly, a
modification of the contents of storage in the main server 10
1s reflected in the sub-servers 20. The sub-servers 20 may be
installed in the same location or building as the main server 10
or remotely from the main server.

The PCs 30 are connected with the main server 10 and with
the sub-servers 20 such that data commumnications among
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them are possible. The PCs 30 receive stored software
resources from any one of the main server 10 and sub-servers
20. As described previously, software resources having the
same contents are stored 1n the main server 10 and sub-servers
20. Consequently, the PCs 30 can recerve the same software
resources from any server.

In the data delivery system having the atorementioned
servers and devices, when the power supply of any one PC 30
1s activated, 1t sends an inquiry signal to the main server 10. If
the main server 10 recerving the mquiry signal has a newest
soltware resources stored therein, the server 10 permits the
PC 30 to recerve the newest software resources. Accordingly,
the PC 30 1s enabled to acquire the newest software resources
at start-up. While the trigger to acquire newest (updated)
version of information or resource 1s described as being at a
start-up, the present invention 1s not limited thereto.

The main server 10 recerving the inquiry signal determines
plural servers to be accessed by the PC 30 to receive the
soltware resources, and prioritizes the determined servers.
The PC 30 gains access to the servers 1n the determined order
until reception of the newest software resources succeeds.
Because plural servers are determined as devices to be
accessed, 1t the PC 30 fails to receive software resources from
one access destination, the PC can reattempt to recerve from
other access destination. The configurations and operation of
the main server 10, each sub-server 20, and each PC 30 are
hereinafter described 1n detail.

The main server 10, sub-servers 20, and PCs 30 may be
connected with wires or wirelessly. The communication envi-
ronment 1n which the main server 10, sub-servers 20, and PCs
30 are used 1s a LAN (local area network), a WAN (wide area
network), or any other network. Furthermore, cell phones,
PDAs (personal digital assistants), or the like may be used
instead of the PCs 30.

FI1G. 2 1s a block diagram 1llustrating a configuration of the
main server 10 possessed by a data delivery system.

The main server 10 has a CPU (central processing unit) 11,
a ROM (read-only memory) 12, a RAM (random access
memory) 13, a mass storage device 14, an input portion 13, a
communication portion 16, and other hardware portions.
These hardware portions are interconnected via a bus. The
input portion 15 includes a mouse, a keyboard, and a scanner
for entering or moditying software resources. The communi-
cation portion 16 1s made of a modem or the like permitting
data communications with the sub-servers 20 and PCs 30.

The CPU 11 reads a control program previously stored in
the ROM 12 1nto the RAM 13 appropnately and executes the
program. The CPU 11 controls the operation of the hardware
portions. Various control programs necessary to operate the
main server 10 as the central equipment disclosed herein are
previously stored in the ROM 12. The RAM 13 is a static
RAM (SRAM), a DRAM (dynamic RAM), a flash memory,
or other memory. Various kinds of data produced during
execution of a control program performed by the CPU 11 are
temporarily stored in the RAM 13.

The mass storage device 14 1s a hard disk (HDD), for
example. Software resources entered by the input portion 15
and tables used for managing the software resources, the
sub-servers 20, and PCs 30 are stored in the mass storage
device 14. FIG. 3A 1s a table used to manage the software
resources. F1G. 3B 1s a table used to manage the sub-servers
20. FIG. 3C 1s a table used to manage the PCs 30. FIG. 3D 1s
a table used to manage how the PCs are instructed.

Identification information (such as a file name) for soft-
ware resources stored 1n the mass storage device 14 1s stored
in the table of FIG. 3A, together with an ID (SID (server

identification) 1n the figure). Furthermore, a date at which
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soltware resources corresponding to the identification infor-
mation were updated finally 1s stored. “Update of software
resources’ includes a case where new soltware resources are
entered. Where the software resources are updated, the CPU
11 rewrites the table and sends the updated software resources
and the table shown 1n FIG. 3A to the sub-servers 20.

Identification information (such as a server name or IP
address) about each sub-server 20 connected with the main
server 10 1s stored 1n the table of FIG. 3B. In addition, pro-
cessing load on the sub-server 20 corresponding to the 1den-
tification information 1s stored 1n the table. Information indi-
cating whether this sub-server 20 1s synchronized with the
main server 10 1s also stored. The processing load 1s a CPU
load rate of the sub-server 20, for example. If the sub-server
20 1s synchromized with the main server 10, the status of
synchronization 1s “OK”. If not so, the status 1s “NG”. The
CPU 11 periodically momtors the processing load on the
sub-server 20 and updates the table of FIG. 3B. The CPU 1
grasps what sub-servers 20 are heavily loaded.

Identification information (e.g., a computer name) about
cach PC 30 1s stored 1n the table of FIG. 3C, together with an
ID (PCID 1n the figure). The date at which a server list was
created for the PC 30 corresponding to the identification
information 1s stored 1n the table. Data defining an order 1n
which the main server 10 and sub-servers 20 are to be
accessed when the PC 30 receives solftware resources 1s
stored 1n the server list. The server list 1s created when an
inquiry signal 1s received from the PC 30. Accordingly, the
CPU 11 can grasp the date at which the latest inquiry signal
was received from the date of creation of the server list.

Combinations of SIDs of the sub-servers 20 and PCIDs of
the PCs 30 are stored 1n the table of FIG. 3D. These combi-
nations indicate the connections among the sub-servers 20
and PCs 30. All possible combinations are created. For each
combination, a status (1.e., how each server 1s instructed) and
the date of completion of reception are made to correspond
and stored. Each status indicates what instruction 1s given
from each PC 30 to the sub-server 20. “During reception” of
status 1ndicates the state 1n which a PC 30 1s recerving soft-
ware resources from a sub-server 20. “Reception completion”™
of status indicates that the PC 30 has completed the reception
ol software resources from the sub-server 20. The case of a
combination of SID “1” and PCID “1” of FIG. 3D 1s now
described as an example. The sub-server 20 having SID “1”
and the PC 30 having PCID *““1” connected with the sub-server
are recerving instructions from the main server 10. The PC 30
having PCID “1” received software resources from the sub-
server 20 having SID 17 at a date *#%/#%/#%>”

FIG. 4A shows a server list created by the main server 10.
Identification information (such as server names) about the
main server 10 and sub-servers 20 which have been priori-
tized are stored 1n the server list. In the server list, the most
lightly loaded server in FI1G. 3B 1s given the top priority. Inthe
case of FIG. 3B, the sub-server B having processing load of
20% (1.e., most lightly loaded) 1s given the top priority. The
main server 10 set to have some priority (e.g., third-order
priority in FIG. 4A) 1s contained 1n the server list. The priority
of the main server 10 may be previously set. Alternatively, the
order ol priorities may be set based on the processing loads on
the sub-servers 20.

The server list of FIG. 4A 1s created when the main server

10 recerves an mquiry signal from one PC 30. The created list
1s sent to the PC 30. The PC 30 receiving the server list

accesses the servers in the set order. In the case o FIG. 4A, the
PC 30 first accesses sub-server B and receives software
resources. At this time, 1f no software resources are stored 1n
the sub-server B and no software resources are received from
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the sub-server B, then the PC 30 accesses sub-server A. The
PC 30 accesses the servers 1n turn according to the server list
until software resources are successiully received. The soft-
ware resources to be received by the PC 30 are reliably stored
in the main server 10. Therefore, by including the main server
10 1n the server list, 1f the PC 30 continues to fail to recerve
software resources from the sub-servers 20, the PC can
receive the software resources from the main server 10.

FIG. 4B 1s a block diagram of the sub-servers 20 equipped
in the data delivery system, illustrating the configuration of
the sub-servers 20.

Hach sub-server 20 has a CPU 21, a ROM 22, a RAM 23,
a mass storage device 24, a communication portion 25, and
other hardware portions. These hardware portions are inter-
connected via a bus. The communication portion 235 permits
data communications between the main server 10 and PCs 30.

The CPU 21 reads a control program previously stored in
the ROM 22 1nto the RAM 23 appropriately and executes the
program. The CPU 21 controls the operation of the hardware
portions. Various control programs necessary to operate the
sub-server 20 as an itermediate server disclosed herein are
previously stored in the ROM 22. The RAM 23 1s an SRAM,
a DRAM, a flash memory, or other memory. Various kinds of
data produced during execution of a control program per-
tormed by the CPU 21 are temporarily stored in the RAM 23.
The mass storage device 24 1s a HDD, for example. Software
resources sent from the main server 10 are stored 1n the mass
storage device 24.

FIG. S 1s a block diagram of the PCs 30 equipped 1n the data
delivery system, 1llustrating the configuration of each PC 30.

Each PC 30 has a CPU 31, a ROM 32, a RAM 33, a HDD
34, a communication portion 35, a monitor 36, an imnput por-
tion 37, and other hardware portions. These hardware por-
tions are interconnected via a bus. The communication por-
tion 35 permits data commumnications with the main server 10
and sub-servers 20. The monitor 36 1s made of a liquid crystal
display or CRT (cathode-ray tube). The mput portion 37
includes a mouse and a keyboard.

The CPU 31 reads a control program previously stored in
the ROM 32 into the RAM 33 appropriately and executes the
program. The CPU 31 controls the operation of the hardware
portions. Various control programs necessary to operate the
PC 30 as one terminal device disclosed herein are previously
stored 1n the ROM 32. The RAM 33 1s an SRAM, a DRAM,
a flash memory, or other memory. Various kinds of data pro-
duced during execution of a control program performed by
the CPU 31 are temporarily stored in the RAM 33. The HDD

34 stores the software resources and other data received from
the main server 10 or sub-servers 20.

Functions implemented when the main server 10, sub-
servers 20, and PCs 30 execute various control programs are
next described. FIG. 6 1s a block diagram illustrating
function(s) possessed by a data delivery system.

The main server 10 of the present embodiment has
function(s) of a resource input portion 501, a resource storage
portion 502, a sync 1nstruction input portion 503, a sub-server
management portion 504, a sync decision portion (sync deci-
s1ion unit) 503, a sync processing portion (load detection unit)
506, a delivery instruction portion 507, a PC management
portion 508, a list creation portion (order determination unit)
509, a list-sending portion 510, an mquiry signal reception
portion 511, an mquiry decision portion 312, a resource-
sending portion (sending unit of the central equipment) 513,
and an information acquisition-and-responding portion 514.

The sub-server 20 of the present embodiment has
function(s) of a resource management portion 601, a PC
management portion 602, a sync processing portion 603, a
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resource-sending portion (sending unit of the intermediate
server) 604, and an information acquisition-and-responding,
portion 605. Each PC 30 of the present embodiment has
functions of an inquiry signal sending portion 701, a list
reception portion 702, a history reservation portion 703, a
resource reception portion 704, a history management por-
tion 7035, a resource management portion 706, a resource
acquisition-requesting portion (request signal-sending unit)
707, a server decision portion (reception decision portion)
708, and a resource information acquisition portion 709.

The resource storage portion 502 of the main server 10
stores the software resources entered from the resource input
portion 501 and the table of FIG. 3A. The resource-sending
portion 513 sends the software resources stored in the
resource storage portion 502 to the PCs 30. The sub-server
management portion 504 stores the table of FIG. 3B and
manages the sub-servers 20. The PC management portion 508
stores the tables of FIGS. 3C and 3D and manages the PCs 30.

The sync instruction input portion 303 enters an instruction
for starting synchronization with the sub-servers 20. The sync
decision portion 503 makes a decision from the table of FIG.
3B as to whether unsynchronmized sub-servers 20 are synchro-
nized. The sync processing portion 506 synchronizes the
unsynchronized sub-servers 20 with the main server 10. At
this time, the items of the table of FIG. 3B indicating whether
the sub-servers are synchronized are updated. The sync pro-
cessing portion 506 sends the software resources and infor-
mation about the PCs 30 managed by the PC management
portion 508 to the synchronized sub-servers 20. The informa-
tion about the PCs 30 1s given, for example, by the table of
FIG. 3C. Furthermore, the sync processing portion 506
acquires the processing loads on the sub-servers 20. At this
time, the processing loads listed 1n the table of FIG. 3B are
updated.

The sync processing portion 603 of each sub-server 20
performs processing for achieving synchronization with the
sync processing portion 506 of the main server 10. The sync
processing portion 603 receives the software resources sent
from the synchronized main server 10 and information about
the PCs 30. The resource management portion 601 stores the
soltware resources received by the sync processing portion
603. The PC management portion 602 stores imformation
about the PCs 30, the information being recerved by the sync
processing portion 603.

The delivery instruction portion 507 instructs the main
server 10 to modity the instructed statuses shown i FIG. 3D.
After the modification of the nstructed statuses, the delivery
instruction portion 507 calls the sync processing portion and
performs processing for synchronization. As a result, a deci-
s10n criterion 1s created which 1s used when the 1nquiry deci-
sion portion 312 makes a decision as to whether there are
software resources to be received when each PC 30 makes an
inquiry to the main server.

When the power supply of one PC 30 1s turned on and
activation of each hardware portion 1s completed, the inquiry
signal-sending portion 701 sends an inquiry signal to the
main server 10. The sent inquiry signal 1s recerved by the
inquiry signal reception portion 511 of the main server 10.
The mquiry decision portion 512 makes a decision as to
whether there are soitware resources to be received by the PC
30.

In particular, the inquiry decision portion 512 identifies the
PC 30 that sent the inquiry signal, and acquires the date of
creation of the server list created for the identified PC 30 from
the list of FIG. 3C. If the date of reception 1s later than the date
at which the list was created, the decision portion makes a
decision based on the date of last update of FIG. 3A as to
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whether there are updated software resources between the
date of reception and the date of creation of the list. If there are
updated software resources, the inquiry decision portion 512
determines that there are software resources to be recetved by
the PC 30.

If the mquiry decision portion 512 has determined that
there are software resources to be received, the list creation
portion 509 creates a list of servers from the table shown in
FIG. 3B. These servers include sub-servers 20 which have
status of synchronization “OK”, as well as the main server 10.
The servers of the list are prioritized from the sub-server 20
having a minimum processing load. Each PC 30 accesses
servers 1n the order defined by the server list. The PC 30
accesses the server having a minimum processing load first.
Consequently, the PC 30 can be made to make minimum
accesses to a heavily loaded device. As a result, loads on the
network or servers can be dispersed. The list creation portion
509 may create a server list based on predetermined priority
orders of the sub-servers 20. The creation portion may create
a server list while taking account of the load on the network.
In addition, the list creation portion may create a server list
while taking account of the status of each sub-server 20 1n
which 1t 1s waiting for completion of processing operations.
Any method can be appropriately modified as long as it can
disperse the load on the network or on servers.

In this way, the main server 10 extracts synchronized sub-
servers 20 and creates a server list. This makes 1t unnecessary
for each PC 30 to make an inquiry to unsynchomized sub-
servers 20. By including the main server 10 1n the server list,
it 1s assured that software resources are received from the
main server 10 even 1f the PC 30 cannot receive software
resources from the sub-servers 20.

The list-sending portion 510 sends the server list created by
the list creation portion 509 to the PC 30 that sent an inquiry
signal. The list reception portion 702 of the PC 30 recerves the
server list. The resource information acquisition portion 709
accesses the main server 10 or sub-server 20 to which the top
priority 1s given in the received server list, and makes an
inquiry as to whether software resources are stored.

In response to the inquiry from the resource mformation
acquisition portion 709, each of the information acquisition-
and-responding portion 514 of the main server 10 and the
information acquisition-and-responding portion 605 of the
sub-server 20 sends a reply indicating whether there are soit-
ware resources to the PC 30. The server decision portion 708
of the PC 30 acquires the results from the information acqui-
sition-and-responding portion 514 and the information acqui-
sition-and-responding portion 603 and makes a decision as to
whether or not software resources are stored. Where they are
stored, the resource acquisition-requesting portion 707
requests the main server 10 or sub-server 20 to send software
resources. Where no software resources are stored, the
resource information acquisition portion 709 accesses other
main server 10 or sub-server 20 according to the order set
torth 1n the server list.

The resource-sending portion 513 of the main server 10
and the resource-sending portion 604 of the sub-server 20
send to the PC 30 software resources corresponding to the
request from the PC 30. The resource reception portion 704 of
the PC 30 receives the sent software resources and stores them
in the resource management portion 706. The history preser-
vation portion 703 stores the history of reception of software
resources 1n the history management portion 705.

The history preservation portion 703 sends the history of
reception to the main server 10 or the sub-server 20. The PC
management portion 308 or 602 receiving the history of
reception makes a decision as to whether the software
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resources received by the PC 30 are consistent with the soft-
ware resources stored 1n the management portion 1itself. This
makes 1t possible to make a decision as to whether the newest
soltware resources have been acquired in the PC 30.

It the main server 10 1s disabled, the PC 30 sends the
history of reception to the sub-server 20. The sub-server 20
compares the history of reception of the PC 30 with the
software resources stored 1n the sub-server itself. If the sub-
server 20 does not recerve the software resources stored in the
PC 30 1tselt, the sub-server sends the software resources to the
PC 30. Consequently, 11 the main server 10 i1s unable to
operate, the PC 30 can receive soltware resources directly
from the sub-server 20.

The operation of the main server 10, sub-servers 20, and
PCs 30 of the data delivery system of an embodiment 1is
hereinafter described.

FIGS. 7 and 8 are flowcharts 1llustrating processing opera-
tions executed by each PC 30. The following processing
operations are carried out by the CPU 31 according to a
control program stored 1n the ROM 32 of the PC 30.

When the PC 30 1s activated, the CPU 31 sends an inquiry

signal to the main server 10 (S1). The CPU 31 makes a
decision as to whether communications with the main server
10 are possible (S2). If communications with the main server
10 are possible, and if the main server 10 has received the
inquiry signal, the main server 10 checks whether there are
soltware resources to be received by the PC 30. If there are
software resources, the main server creates a server list and
sends 1t to the PC 30.
If communications with the main server 10 are possible
(YES at S2), the CPU 31 makes a decision as to whether or not
a server list 1s received (S3). If no server list 1s recerved (NO
at S3), the CPU 31 determines that there are no software
resources to be recerved, and terminates the processing rou-
tine. The CPU 31 may determine that there are no software
resources to be received 1n a case where the CPU has recerved
no server list during a certain period of time. Where the main
server 10 creates no server list, the main server sends a signal
(such as “null”) to the PC 30. The CPU 31 may determine that
there are no software resources to be received 1n a case where
the CPU 31 receives the signal “null”.

Where a server list 1s recetved (YES at S3), the CPU 31
accesses the main server 10 or sub-server 20 placed 1n the 1th
position (default value of 1 1s 1) i the server list (S4). The
CPU 31 makes a decision as to whether it has successiully
accessed the main server 10 or sub-server 20 (S5). Where the
access 1s successiul (YES at S5), the CPU 31 asks (requests)
the accessed server to acquire resource information (S501).
Using the resource information held 1n the tables shown in
FIGS. 3A and 3D, the CPU checks that the information held
in the connected sub-servers 20 1s consistent with the infor-
mation held in the main server 10 and shown 1n FIGS. 3A and
3D. The CPU 31 makes a decision as to whether each con-
nected sub-server 20 1s synchronized with the main server 10
(S502).

Specifically, when the PC 30 receives a server list from the
main server 10, the PC acquires the contents of the table
shown 1n FIG. 3A from the main server 10. The PC 30 refers
to the table shown 1n FIG. 3A and recerved from the main
server 10 and to the table shown 1n FIG. 3A and received from
the sub-server 20. If the two sets of data are coincident in date
of update corresponding to the software resources to be
downloaded, the PC determines that synchromization 1is
achieved.

Where it 1s possible to determine that synchronization of
the sub-server 20 1s completed (YES at S502), the CPU 31

requests downloading of software resources (S6). If 1t 1s
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determined that the connected sub-server 20 1s not synchro-
nized (NO at S502), the CPU 31 goes to operation S8 (de-

scribed below 1n detail), and performs an operation for con-
necting the next server based on the server list. The CPU
requests the server at S301 to acquire resource information.
These processing operations are repeated to find synchro-
nized servers.

Then, the CPU 31 makes a decision as to whether it has
successiully recerved software resources from the accessed
server (S7). I no software resources are received (NO at S7),
in other words, 1f the requested soltware resources are not
stored 1n the accessed sub-server 20, the CPU 31 increments
1 by 1 (S8). Then the CPU 31 makes a decision as to whether
or not the value of the incremented 1 1s a final value (59). The
final value 1s the number of servers (which are sub-servers 20

and may include the main server 10) prioritized 1n the server
list. If the value of 11s not the final value (NO at S9), the CPU

31 returns control to S4, where similar processing 1s per-

formed on the prioritized subsequent servers. If the value of' 1
1s the final value (YES at operation S9) (1.¢., the CPU 31 has

attempted to request all the servers in the server list to send
resources), the CPU 31 checks the communication environ-
ment and makes a report of the result (510).

Because the server list contains the main server 10 as
mentioned previously, the access destinations of the PCs 30
contain the main server 10. Accordingly, even 11 each PC 30
cannot receive the requested software resources from the
sub-servers 20, 1t 1s assured that the PC receives resources
from the main server 10. Accordingly, 11 receptions of sofit-
ware resources from all the servers within the server listare all
unsuccessiul, the CPU 31 makes a decision as to whether
there 1s any problem such as a network connection 1ssue with
the CPU itself. The result of the check may be reported to the
main server 10 or sub-servers 20 and may be displayed on the
monitor of each PC 30. Electronic mails may be sent to a
device not contained 1n the data delivery system (such as a cell
phone owned by the system administrator). This makes 1t easy
to grasp whether the contents of storage 1n the main server 10
and sub-server 20 lack consistency or whether the communi-
cation environment or PC 30 has problems. As a result, the
system administrator can perform subsequent works more
casily. Hence, software resources can be distributed quickly
and reliably.

On the other hand, 1t 1t 1s 1mpossible to access the main

server 10 or sub-server 20 (NO at S5), the CPU 31 checks the
communication environment (S11). The CPU 31 makes a
decision as to whether there 1s a communication error (S12).
One of communication errors 1s that wireless communication
1s broken 1n a case where the PC 30 1s performing the wireless
communication. Thus, 1t 1s possible to grasp whether the
cause of 1maccessibility to the server i1s on the network or on
the access destination server. If there 1s no communication
error (NO at S12), the CPU 31 carries out processing opera-
tions subsequent to S8. If there 1s a communication error
(YES at S12), the CPU 31 transfers control to S4, where an
access 1s again attempted. In this case, the processing routine
may be terminated when a given number of accesses are
made. The routine may be terminated after the access 1s
repeated for a given period. The operation S5 includes a case
where the connection 1s broken while the PC 30 1s commu-
nicating with any server.
If software resources are recerved from the accessed server
(YES 1n S7), the CPU 31 stores the recerved software
resources 1nthe HDD 34 (S13). The CPU 31 sends a message
indicating that reception of software resources has been nor-
mally completed to the main server 10 (514).
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If commumnication with the main server 10 1s not possible
(NO at S2), the CPU 31 accesses the jth sub-server 20 (S15).
The case 1n which communication with the main server 10 1s
not possible occurs, for example, when the main server 10 has
resulted 1n a system down. In this case, the PC 30 accesses the
1th sub-server 20, where 1 has a default value of 1. This 15 a
number arbitrarily attached to any sub-server 20 1n the data
delivery system.

The CPU 31 makes a decision as to whether access to the
1th sub-server 20 1s successiul (516). If the access failed (NO
at S16), the CPU 31 checks the communication environment
(522). The CPU 31 makes a decision as to whether there 1s a
communication error (S23). Consequently, it 1s possible to
grasp whether the cause of 1naccessibility to the server 1s on
the network or on the access destination server. It there 1s no
communication error (NO at S23), the CPU 31 executes the
processing operations subsequent to S20. If there 1s a com-
munication error (YES at S23), the CPU 31 transiers control
to S15, where an access 1s attempted again. In this case, the
processing routine may be terminated when a give number of
accesses are made. Alternatively, the processing routine may
be terminated after the access 1s repeated for a given period of
time. The operation S16 includes a case where the connection
1s broken while the PC 30 1s communicating with any server.

Where the access 1s successtul (YES at S16), the CPU 31
sends an mquiry signal to the accessed sub-server 20 (S17).
Then, the CPU 31 makes a decision as to whether software
resources are stored 1n the sub-server 20 (S18). At this time,
the CPU 31 makes a decision based on the result sent from the
sub-server 20 as to whether there are resources.

Where there are software resources (YES at S18), the CPU
31 requests the accessed sub-server 20 to send software
resources (S19). The CPU 31 stores the recerved software
resources 1n the HDD 34 (S13). Then, the CPU 31 sends a
message imdicating that reception of software resources has
been normally completed to the main server 10 (S14).

Where there are no software resources (NO at S18), the
CPU 31 increments 1 by 1 (520). Then, the CPU 31 makes a
decision as to whether or not the value of the incremented j 1s
the final value (S21). The final value 1s the number of sub-
servers 20 1n the data delivery system. If the value of j 1s not
the final value (NO at S21), the CPU 31 returns control to S15,
where the CPU performs similar processing on the next sub-
server 20. If the value o1 7 1s the final value (YES at S21) (1.e.,
the CPU 31 has attempted to request all the sub-servers 20 to
send resources), the CPU 31 terminates the present process-
ing routine. In this way, 11 the main server 10 1s disabled, the
PC 30 canreceive soltware resources from the sub-servers 20.

FIG. 9 15 a flowchart 1llustrating processing operations for
sending software resources that are updated by the main
server 10. FIG. 10 1s a flowchart illustrating processing per-
formed by the main server 10 to deliver software resources.
FIG. 11A 1s a flowchart illustrating processing operations
performed by the main server 10 to send requested software
resources. The following processing operations are carried
out by the CPU 11 according to a control program stored 1n
the ROM 12 of the main server 10.

In the processing routine of FIG. 9, the CPU 11 makes a
decision as to whether or not new software resources are
entered (S30). If new resources are not entered (NO at S30),
the CPU 11 makes a decision as to whether the software
resources already stored 1n the main server 10 are updated or
modified (S31). The CPU 11 terminates the present process-
ing routine unless new software resources are entered (NO at
S31). If new software resources are entered (YES at S31) or it
the stored software resources are updated or modified (YES at
S30), the CPU 11 performs an operation for achieving syn-
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chronization with the sub-server 20 (S32). The CPU 11 sends
the software resources to the synchronized sub-server 20

(S33). Consequently, the contents of the storage 1n the main
server 10 can be retlected 1n the sub-server 20. The CPU 11
may repeat the operation for synchronization a given number
of times on each sub-server 20 that could not be synchronized
at S32. Alternatively, the CPU 11 may send an error message.

In operation S32, the CPU 11 sends a resource delivery
starting signal indicating starting of sending of newly entered
or updated software resources to each sub-server 20 that can
communicate with the main server 10, using the communi-
cation portion 16. When the resource delivery starting signal
1s sent, the CPU 11 registers the status of synchronization
“during instruction” of the destination sub-server 20 into the
status of synchronization in the sub-server table shown 1n
FIG. 3B or updates the status of synchronization.

In 832, the CPU 11 recerves a resource delivery starting
response, which 1s sent as a reply to the sent resource delivery
starting signal from the sub-server 20, using the communica-
tion portion 16.

In S32, the CPU 11 starts to send soltware resources using,
the communication portion 16 to the sub-server 20 that sent
the resource delivery starting response. At this time, the CPU
11 registers the status of synchronization “during reception”
of the destination sub-server 20 into the status of synchroni-
zation 1n the sub-server table shown 1n FIG. 3B or updates the
status of synchronization.

In S32, the CPU 11 registers the status of synchronization
“sync completion (OK)” of the destination sub-server 20
associated with the operation for sending of software
resources into the status of synchronization in the sub-server
table shown 1n FIG. 3B or updates the status of synchroniza-
tion when the operation for sending the software resources 1s
completed. The CPU 11 can detect completion of the opera-
tion for sending according to whether the total amount of data
sent to the sub-server 20 has reached the amount of data about
software resources associated with the operation of sending.
The CPU 11 can detect completion of the operation for send-
ing by recerving a signal indicating that reception of software
resources from the sub-server 20 1s completed, using the
communication portion 16.

In the processing routine of FIG. 10, the CPU 11 makes a
decision as to whether 1t has recetved an inquiry signal from
the PC 30 (S40). Where no inquiry signal 1s recerved (NO at
S40), the CPU 11 terminates the present processing routine.
Where an inquiry signal 1s recerved (YES at S40), the CPU 11

makes a decision as to whether the contents of storage have
been modified (S41). In particular, the CPU 11 makes a deci-

s10n as to whether new software resources have been entered
or the current software sources have been modified after
reception of the previous inquiry signal as described 1n con-
nection with FIGS. 3A-3D.

Where the contents of storage are not modified (NO at
S41), the CPU 11 terminates the present processing routine.
At this time, the CPU 11 informs the PC 30 that there 1s no
modification and, therefore, a signal “null”, for example, may
be sent. If the contents of storage are modified (YES at S41),
the CPU 11 creates a server list (S42). The CPU 11 creates the
server list while prioritizing servers of FIG. 3B 1n turn such
that the top priority 1s given to the most lightly loaded server.
The CPU 11 sends the created server list to the PC 30 (543).

In S43, the CPU 11 refers to the sub-server table shown 1n
FI1G. 3B, detects the sub-server 20 in which the status of
synchronization 1s set to “sync completion (OK)” from the
sub-servers 20, and creates a server list based on the result of
the detection. Thus, sub-servers 20 which have not completed
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reception of soiftware resources can be removed from the
server list. As a result, data can be delivered to PCs 30 more
reliably and accurately.

In S43, the CPU 11 successively prioritizes the sub-servers
20 shown 1n the created server list such that the top priority 1s
given to the most lightly loaded sub-server 20 shown 1n FIG.
3B. In this way, the items of the server list are aligned. The
CPU 11 sends the reorganized server list to the PCs 30.

The CPU 11 makes a decision as to whether a reception
completion signal 1s recerved from the PC 30 that sent the
server list (S44). The reception completion signal 1s sent {from
the PC 30 at the timing of the operation S14 (already
described in connection with FIG. 7) at which the PC 30
normally completed reception of software resources. If the
reception completion signal 1s not recerved (NO at S44), the
CPU 11 sends an error message to the system administrator or
other user (S45). Then, the CPU 11 terminates the present
processing routine. Where the reception completion signal 1s
received (YES at S44), the CPU 11 determines that the soft-
ware resources have been normally received and terminates
the present processing routine.

In the processing routine of FIG. 11A, the CPU 11 makes
a decision as to whether a PC 30 has made an access and
requested software resources (S30). Where software
resources are not requested (NO at S50), the CPU 11 termi-
nates the present processing routine. Where software
resources are requested (YES at S50), 1t 1s assured that the
CPU 11 stores the soitware resources requested by the PC 30.
The CPU sends the requested soitware resources to the PC 30
that requested the software resources (S51). The CPU 11
terminates the present processing routine.

FIG. 11B 1s a flowchart illustrating processing operations
performed by the sub-server 20 to store software resources.
FIG. 12 1s a flowchart illustrating processing operations per-
formed by the sub-server 20 to send software resources. The
following processing operations are carried out by the CPU
21 according to a control program stored in the ROM 22 of the
sub-server 20.

In the processing operations of FIG. 11B, the CPU 21
makes a decision as to whether software resources have been
received from the main server 10 (S60). Where no software
resources have been received (NO at S60), the CPU 21 ter-
minates the present processing routine. Where software
resources have been recerved (YES at S60), the CPU 21 stores
the recerved software resources in the mass storage device 24
(S61). Consequently, the sub-server 20 stores the same soft-
ware resources as stored in the main server 10.

In the processing operations of FIG. 12, the CPU 21 makes
a decision as to whether an access 1s made from the PC 30 and
soltware resources are requested (570). I no software
resources are requested (NO at S70), the CPU 21 terminates
the present processing routine. Where software resources are
requested (YES at S70), the CPU 21 makes a decision as to
whether the requested software resources are stored in the
mass storage device 24 (S71).

Where the requested software resources are stored in the
mass storage device 24 (YES at S71), the CPU 21 sends the
requested soltware resources to the PC 30 that requested the
soltware resources (S72). The CPU 31 terminates the present
processing routine. On the other hand, where the requested
soltware resources are not stored 1n the mass storage device
24 (NO at 871), the CPU 21 sends a signal to the effect that the
requested software resources are not stored to the PC 30
(573). The CPU 31 terminates the present processing routine.

As described so far, the data delivery system disclosed
herein has the main server 10, sub-servers 20, and PCs 30.
Because the main server 10 knows that software resources
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have been sent to the sub-servers 20, 1f an inquiry signal 1s
received from any PC 30, 1t 1s possible to make a decision as
to whether software resources to be recerved by the PC 30 are
in the sub-servers 20 and could be directly accessed there-
from. The PC 30 recetves soltware resources from the sub-
servers 20 based on a result of the decision made by the main
server 10 and so 1t 1s not necessary to make an inquiry to the
sub-servers 20 as to whether or not there are software
resources. As a result, if accurate and continual synchroniza-
tion 1s not established between the main server 10 and sub-
servers 20 or between the sub-servers 20 and PCs 30, the
software resources stored in the main server 10 can be reliably
acquired by the PCs 30.

Each terminal device actively makes an inquiry regarding,
transier of software resources. This makes it unnecessary to
minutely manage terminal devices by central equipment and
intermediate servers. Furthermore, programming 1n the cen-
tral equipment and 1n the mtermediate servers 1s simplified.
This alleviates the processing burdens on the central equip-
ment and on the intermediate servers. By sending a list indi-
cating from what mtermediate server each terminal device
recerves software resources to the terminal device, loads on
intermediate servers are distributed when terminal devices
receive the software resources. The processing rate at which
soltware resources are recerved can be managed appropri-
ately.

Although embodiments have been described specifically
thus far, various structures and operations can be modified
appropriately. The present invention 1s not limited to the
above-described embodiments.

The embodiments can be implemented 1n computing hard-
ware (computing apparatus) and/or soitware, such as (in a
non-limiting example) any computer that can store, retrieve,
process and/or output data and/or communicate with other
computers. The results produced can be displayed on a dis-
play of the computing hardware. A program/soitware imple-
menting the embodiments may be recorded on computer-
readable media comprising computer-readable recording
media. The program/software implementing the embodi-
ments may also be transmitted over transmission communi-
cation media. Examples of the computer-readable recording
media include a magnetic recording apparatus, an optical
disk, a magneto-optical disk, and/or a semiconductor
memory (for example, RAM, ROM, etc.). Examples of the
magnetic recording apparatus include a hard disk device
(HDD), a flexible disk (FD), and a magnetic tape (MT).
Examples of the optical disk include a DVD (Digital Versatile
Disc), a DVD-RAM, a CD-ROM (Compact Disc-Read Only
Memory), and a CD-R (Recordable))RW. An example of
communication media imncludes a carrier-wave signal.

Further, according to an aspect of the embodiments, any
combinations of the described features, functions and/or
operations can be provided.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader 1n under-
standing the principles of the invention and the concepts
contributed by the inventor to furthering the art, and are to be
construed as being without limitation to such specifically
recited examples and conditions, nor does the organization of
such examples in the specification relate to aillustrating of the
superiority and inferiority of the mvention.

Although the embodiments of the present inventions have
been described 1n detail, 1t should be understood that the
various changes, substitutions, and alterations could be made
hereto without departing from the spirit and scope of the
invention, the scope of which is defined in the claims and their
equivalents.
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What 1s claimed 1s:

1. A data delivery system, comprising:

central equipment in which software resources are stored,
the central equipment having a communication func-
tion;

at least one intermediate server capable of communicating
with the central equipment and of receiving and storing
the software resources sent from the central equipment;
and

terminal devices communicating with the central equip-
ment and the intermediate server;
wherein said central equipment including;:

a registration-accepting unit configured to accept regis-
tration of the software resources;

a resource mformation storage unit configured to store
resource information including a version number cor-
responding to each of the solftware resources
accepted;

a resource transier unit configured to send the software
resources accepted and the resource information
stored 1n the resource information storage unit to the
intermediate server;

a server list-creating unit configured to create a server
l1st of the intermediate servers to be sent to the termi-
nal devices; and

a list/information-sending umt configured to send the
server list created by the server list-creating unit and
the resource information to the terminal devices;

wherein each of said terminal devices including:

a synchronization decision unit configured to acquire the
resource i1nformation sent from the intermediate
server shown 1n the server list received from the cen-
tral equipment by the resource transfer umit and stored
in the mtermediate server, comparing the resource
information received from the central equipment with
the resource information acquired from the interme-
diate server, and determining whether the intermedi-
ate server 1s synchronized with the central equipment
based on whether sets of resource information stored
therein are coincident in version number of software
resources; and

a request signal-sending unit which, when the determin-
ing indicates that the intermediate server 1s synchro-
nized, sends a request signal requesting sending of the
soltware resources to the mtermediate server among
the intermediate servers and sends the request signal
to another one of the intermediate servers as indicated
on the server list when the determining indicates the
intermediate server 1s not synchronized.

2. A data delivery system as set forth 1n claim 1, compris-

ng:

a plurality of intermediate servers,

wherein each of said terminal devices includes a reception
decision unit for deciding whether the software
resources have been received successiully 1n response to
the request signal sent by the request signal-sending
unit,

wherein the request signal-sending unit causes the plural
intermediate servers to send request signals in a given
order until the reception decision unit determines that
soltware resources have been recetved successiully,

wherein the central equipment includes an order determi-
nation unit for determining an order in which the inter-
mediate servers determined to be synchronized by the
synchronization decision unit should receitve request
signals sent by the terminal devices, and
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wherein the server list-creating unit of the central equip-

ment creates a server list including the order determined

by the order determination unait.

3. A data delivery system as set forth in claim 2,

wherein the order determination unit of the central equip-

ment determines an order 1n which servers including the

central equipment recerve the request signals,

wherein when the order determination unit has determined

the order 1n which servers including the central equip-

ment receive the request signals, the request signal-

sending unit of each of the terminal devices sends a

request signal to the central equipment based on the

order, and

wherein the central equipment includes a sending unit

which, when the request signal 1s received, sends sofit-

ware resources responsive to the request signal to the
terminal device.

4. A data delivery system as set forth 1n claim 2, wherein
said central equipment includes:

a load detection unit for detecting a processing load of the

central equipment, and

wherein the order determination unit determines an order

in which the intermediate servers successively recerve

request signals from the terminal device such that the
intermediate server having a lowest processing load by
the load detection unit 1s given a top priority.

5. A data delivery system as set forth 1n claim 2, wherein
cach of said terminal devices wirelessly communicates with
the central equipment and with the intermediate servers, and

wherein the reception decision unit of the terminal device

decides based on the wireless communication as to
whether software resources have been received success-
tully.

6. A data delivery system as set forth 1n claim 1,

wherein said terminal device includes an information

acquisition unit for acquiring information of software

resources stored 1n the terminal device when the central
equipment 1s disabled,

wherein the request signal-sending unit of the terminal

device sends a request signal to the intermediate server

together with the information acquired by the informa-
tion acquisition unit of the terminal device, and

the intermediate server includes:

a resource acquisition unit for acquiring soitware
resources stored 1n the terminal device based on 1nfor-
mation recerved from the request signal-sending unit
when the request signal and the information are
recerved from the request signal-sending unit,

a decision unit deciding whether there are solftware
resources to be recerved by the terminal device from
the intermediate server by comparing the software
resources acquired by the resource acquisition unit of
the intermediate server with the software resources
stored 1n the intermediate server, and

a sending unit for sending the software resources to be
recerved by the terminal device to the terminal device
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when the decision unit of the intermediate server has
determined that there are software resources.
7. A data delivery method, comprising:
preparing central equipment in which software resources
are stored, the central equipment having a communica-
tion function;
preparing intermediate servers in which software resources
are stored, each of the intermediate servers having a
communication function;
connecting the central equipment and the intermediate
servers and enabling communication therebetween;
causing the central equipment to accept registration of
soitware resources having a version number;
storing resource information having the version number
corresponding to the accepted software resources;
sending the accepted software resources and the stored
resource information to the intermediate servers:
creating a server list of the intermediate servers to be sent
to the terminal devices:
sending the created server list and the resource information
to the terminal devices:
acquiring the resource mformation from the mtermediate
server shown in the server list received from the central
equipment by the terminal devices, the resource inifor-
mation being stored in the intermediate server after
being sent from the central equipment;
causing the terminal devices to compare the resource infor-
mation received from the central equipment with the
resource information acquired from the intermediate
Server;
causing the terminal devices to decide whether the inter-
mediate server 1s synchronized with the central equip-
ment depending on whether each of resource informa-
tion are coincident in version number of software
resources; and
causing the terminal devices to send a request signal that
requests the intermediate server to send software
resources when synchromization has determined that the
terminal device 1s synchronized, and where the request
signal 1s sent to another one of the intermediate servers
as indicated on the server list when the determining
indicates the intermediate server 1s not synchronized.
8. A computer readable non-transitory storage medium
having stored therein a program for executing an operation,
comprising:
receving a priority order listing servers including a main
server communicating with one of multiple terminals
via an 1intermediate server:;
determining, at said one of multiple terminals, whether the
resource 1n the main server and the intermediate server
are synchronized; and
sending the request to the imtermediate server only after
determining synchronization of the main server with the
intermediate server at said one of multiple terminals,
where the request 1s sent to another intermediate server
according to the priority order when the determining
indicates the intermediate server 1s not synchronized.
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