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SIMULATED FAILURE 1S TO BE CAUSED

(L) REPLACE THE PART

242 240
() DO NOT REPLACE THE PART

EXECUTE CANCEL

244 245
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CA 3 ACTIVE REPLACEMENT AND MAINTENANCE
SEQUENCE (SIMULATED FAILURE VERSION)

1. BLOCKAGE OF ACCESS PATH | EXECUTE I
—_— 261

2. ACTIVATED MAINTENANCE AND ———
SEPARATION OF CA 3 I CXECUTE | ~ -

3. PHYSICAL REPLACEMENT OF CA 3 ||
—_— 263

4. TERMINATION OF PHYS!CAL e ——
REPLACEMENT OF CA 3 TERM'”ATE ~ s

5. RECOVERY OF THE ACCESS PATH | EXECUTE |
" 265

BLOCKAGE OF ACCESS PATH IS TO BE EXECUTED. PRESS
EXECUTE TO PROCEED.

266
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STORAGE MEDIUM STORING RELATION
MANAGEMENT CONTROL PROGRAM,
DEVICE, AND SYSTEM

CROSS REFERENCE TO RELATED
APPLICATION

This application 1s a continuation of PCT application of
PCT/IP2004/0025477, which was filed on Mar. 2, 2004.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present 1nvention relates to a program and a device to
manage a storage arca network (hereinafter referred to as
SAN), which links a plurality of servers and/or a plurality of
storages using a fiber channel network.

2. Description of the Related Art

Current computer system comprises a physical element
such as hardware, and a logical element such as data area and
memory address as elements constituting the system. How-
ever, the advance of communication technology has been
making the relation of these elements increasingly complex
with the expansion of a system environment caused by
increasing the number of computers connected by networks
such as the Internet, a LAN and a WAN.

Consequently, relation management software and system,
expressing the connection between elements 1n terms of rela-
tion between these elements, have emerged (for example,
Patent Reference 1, Patent Reference 2, Patent Reference 3,
and Patent Reference 4). Here, the relation management
means how such a number of elements are associated with
cach other.

As a method for managing a computer system, the method
shown 1n FIG. 1 1s commonly used. In FIG. 1, there are
clements A (100), B (101),C(102), D (103), and E (104). The
clement A (100) and the element B (101) are the same kind of
clement, and the element D (103) and the element E (104) are
the same kind of element. A group 1(1035) consisting of the
clements A and B, a group 2(106) consisting of the element C
and a group 3 (107) consisting of the elements D and E are
groups 1n the unit of collection of the same kind of elements.
And the element A 1s linked with the element C, the element
B 1s linked with the element C, the element C 1s linked with
the element D, and the element C 1s linked with the element E.

In such a manner, a hierarchy 1s established by orgamizing
the three groups. Here, each of the elements A, B, C, D and E
has link information, indicating which of the other elements it
1s linked to. For example, the element A has the information
that 1t 1s linked to the element C. The element B has the
information that it 1s linked to the element C. The element C
has the information that 1t 1s linked to the element A, the
element B, the element D and the element E. The element D
has the information that 1t 1s linked to the element C. The
clement E has the information that it 1s linked to the element
C.

As the method for storing the association information of
cach element as described above, a method for storing all
information on other elements associating with each one of
the elements 1s used. In such a case, 1f the element A 1s linked
to the element E via the element C, the element A stores the
information on the element C and the element E, the element
E stores the information on the element D and the element A,
and the element C stores the information on the elements A,
B, D, and E because the element C 1s relating to every ele-
ment.
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Japanese unexamined patent publication bulletin No.
04-266249 (pp. 1-5, FIG. 1~-FIG. 9)

Patent Reference 2:
Japanese unexamined patent publication bulletin No.

10-294731 (pp. 1~11, FIG. 1~-FIG. 23)

Patent Reference 3:
Japanese unexamined patent publication bulletin No.

11-340980 (pp. 1-11, FIG. 1~-FIG. 25)

Patent Reference 4:
Japanese unexamined patent publication bulletin No. 2002-

63063 (pp. 1-11, FIG. 1~FIG. 10)

However, the method for storing all information of the
other element associated with each one of the elements,
described above, has a demerit 1n that the data volume, which
each element carries, would become enormous as the number
of total elements 1ncreases.

As explained above, the conventional relation management
soltware only expresses the links between elements, and an
elfective method as means for managing the relation over a
plurality of elements 1s not provided. To manage the relation
over a plurality of elements, all information on the related
clements 1s required to be held. Therefore, the information
held by each element has enormous volume, which causes
problems such as wasting a limited memory source and slow-
ing down the processing speed by unnecessary loading.

On the SAN, the system for automatically detecting trouble

location and for maintaining and recovering of the trouble
location had not existed 1n the past, and 1n case of trouble,
because it relies on manual effort, a large amount of work 1s
required to recover the network.
In light of the above problems, the present invention pro-
vides a program and a device 1n which each element stores the
minimum information for routing and searches the associated
clements more effectively. The present invention further pro-
vides a program and a device, which facilitates maintenance
and recovery of the device on the SAN.

SUMMARY OF THE INVENTION

The above programs can be solved by providing a relation
management control program, which makes a computer
execute management process of a relation among a host com-
puter, a switch device and a storage device, constituting a
storage area network. The relation management control pro-
gram allows a computer to execute a device component infor-
mation acquisition process, which acquires device compo-
nent mformation, which 1s the imformation for configuring
cach of the devices of the host computer, the switch device
and the storage device, an element information creation pro-
cess, which creates an element information corresponding to
the device component information based on the device com-
ponent information acquired by the device component infor-
mation acquisition process, an association process, which
associates each of the pieces of element information to each
other based on a plurality of pieces of element information
created by the element information creation process, and a
branch selection information creation process, which creates
branch selection information for selecting one piece from a
plurality of pieces of element information.

With such a configuration, because only information for
selecting one piece of element information from a plurality of
pieces of element information 1s to be held, the volume of
information held for routing between elements 1s reduced
compared with the conventional method, and therefore
memory resource can be saved.

The above problems can be solved by providing the rela-
tion management control program according to claim 1,
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wherein the association process associates the element infor-
mation and establishes a hierarchical link structure.

Such a configuration enables the configuration of a hierar-
chical link of the element based on physical information and
logical information of each device.

The above problems can be solved by providing the rela-
tion management control program according to claim 1,
wherein the branch selection mformation creation process
creates the branch selection information based on a plurality
of pieces of element information associated by the associa-
tion process, and stores the created branch selection informa-
tion in each piece of the element information.

Such a configuration allows generation and retention of the
branch selection information for selecting element informa-
tion leading to a proper destination among a plurality of

pieces of destination element information.

The above problems can be solved by providing a relation
management control program, which makes a computer
execute management process of relation among a host com-
puter, a switch device and a storage device, constituting a
storage area network. The relation management control pro-
gram allows a computer to execute a search control process 1n
which a plurality of pieces of element information corre-
sponding to device component information indicating a con-
figuration of a host computer, a switch device and a storage
device respectively, are created, which searches for the ele-
ment information 1n a prescribed direction starting from the
first piece of element information of a plurality of pieces of
clement information based on the association information
associating the pieces ol element information to each other
and the branch selection information, which 1s information
for selecting one piece of element information from a plural-
ity of pieces of element information, a branch selection infor-
mation acquisition process, which acquires the branch selec-
tion 1nformation, and a branch destination element
determination process, which determines one piece among a
plurality of pieces of element information, when the second
piece of element information, retrieved by the search control
process, 1s associated with the other in a plurality of pieces of
element information, based on the branch selection informa-
tion acquired by the branch selection information acquisition
process.

With such a configuration, because the element 1n search
holds information to specity the element 1n the destination
(1.e. with which element the element 1s associated), a series of
clement information associated with specific element infor-
mation can be searched effectively.

The above programs can be solved by providing a relation
management control device, which manages relation among a
host computer, a switch device and a storage device, consti-
tuting a storage area network. The relation management con-
trol device comprises device component information acqui-
sition means, which acquires device component information,
which 1s the information for configuring each of the devices
of the host computer, the switch device and the storage
device, element information creation means, which creates an
clement information corresponding to the device component
information based on the device component information
acquired by the device component information acquisition
means, association means, which associates each piece of
clement information to another based on a plurality of pieces
of element information created by the element information
creation means, and branch selection information creation
means, which creates branch selection information for select-
ing one piece ol element information from a plurality of
pieces of element information.
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With such a configuration, because only information for
selecting one piece from a plurality of pieces of element
information 1s to be held, the volume of information held for
routing between elements 1s reduced compared with the con-
ventional method, and therefore memory resource can be
saved.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be more apparent from the fol-
lowing detailed description in conjunction with the accom-
panying drawings, in which:

FIG. 1 shows a concept of information, which each of the
conventional elements holds;

FIG. 2 describes an overview configuration of the present
imnvention;

FIG. 3 shows a concept of information, which each of the
clements 1n the present invention holds;

FIG. 4 describes a physical and logical overview configu-
ration of the SAN 1n the first embodiment;

FIG. 35 1s a process tlow 1n the first embodiment;

FIG. 6 describes a hierarchical link structure between ele-
ments 1n the first embodiment;

FIG. 7 provides an example of information stored in an
element /dev/rdsk/C2#1d1 1n FIG. 6 1n the first embodiment;

FIG. 8 provides an example of information stored in an
clement {jpical in FIG. 6 1n the first embodiment;

FIG. 9 provides an example of information stored in an
element CAO0 1n FIG. 6 1n the first embodiment;

FIG. 10 provides an example of information stored in an
clement Affinity Group 0 1n FIG. 6 in the first embodiment;

FIG. 11 provides an example of information stored in an
clement Affinity Group 1 1n FIG. 6 in the first embodiment;

FIG. 12 describes an overview configuration of a system 1n
the first embodiment;

FIG. 13 15 a flow showing the relation among users, the
relation management control device 1, and each device 1n the
first embodiment:

FIG. 14 1s a flow for acquiring the port name of connection
destination (counterpart) of each port on each switch 1n the
first embodiment;

FIG. 15 describes physical information and logical infor-
mation of a host and storage 1n the first embodiment;

FIG. 16 1s a model indicating generation procedure of a
branch check ID in the first embodiment;

FIG. 17 1s a generation flow of the branch check ID in the
first embodiment;

FIG. 18 shows a display screen after the construction of
hierarchical link structure in the first embodiment;

FI1G. 19 15 a search flow 1n the second embodiment;

FIG. 20 shows branch check ID temporarily stored 1n the
second embodiment;

FIG. 21 shows branch check ID stored 1n the port & 1n the
second embodiment;

FIG. 22 shows display screen after search process in the
second embodiment;

FIG. 23 1s a configuration block diagram of the hardware
environment of the relation management control device 1 1n
the first and the second embodiments;

FI1G. 24 describes GUI displaying the storage system infor-
mation loaded from the server, a switch and storage in the
third embodiment;

FIG. 25 1s a menu display to cause simulated failure 1n the
third embodiment;

FIG. 26 shows a set up dialog box for the environment of
simulated failure in the third embodiment;

-
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FIG. 27 1s a menu display to start maintenance 1n the third
embodiment;

FIG. 28 shows a maintenance dialog box in the third
embodiment; and

FI1G. 29 shows a history dialog box indicating the state of
cach device on the SAN 1n the third embodiment.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FI1G. 2 1llustrates an overview of the configuration of the
present invention. In FIG. 2, a device 1 with software relating,
to the present invention installed (hereinafter referred to as
relation management control device 1) 1s connected to a host
computer, a switch and storage etc. on the SAN via an net-
work such as a LAN.

The relation management control device 1 consists of
device configuration mformation acquisition means 2, ele-
ment information creation means 3, link creation means 4,
branch information creation means 5, branch information
acquisition means 6, search control means 7, and branch
destination element decision means 8.

In the device configuration information acquisition means
2, device component information, which 1s physical informa-
tion and/or logical information, 1s acquired from each device
such as a host computer, a switch and storage establishing the
SAN via LAN 9 (Local Area Network). In the element infor-
mation creation means 3, element information 1s created from
the acquired device component information. In the link cre-
ation means 4, a link between element information 1s created
according to the element information. In the branch informa-
tion creation means 5, information 1s stored 1n advance so as
to be used for selecting one of the links when a plurality of
links are established.

The link structure representing relation between elements
1s shown 1n the display of the relation management control
device 1.

In the search control means 7, search operation 1s con-
trolled. In the branch information acquisition means 6, branch
selection information of the searched element 1s acquired. In
the branch destination element decision means 8, the branch
destination element 1s determined according to the branch
selection information. Then, a group of elements associated
with a prescribed element 1s searched, and shown in the
display of the relation management control device 1.

FIG. 3 shows a concept of the mnformation, which each
clement holds, in the present invention. In FIG. 3, only infor-
mation on the element E 1s stored in the element A, and only
the information on the element A 1s stored 1n the element E.
When searching the element associated with the element A,
the search proceeds downward (search forward), and the ele-
ment C 1s first retrieved.

As search forward further proceeds, the element D and the
clement E are retrieved, however because only information on
the element E 1s stored in the element A, the element E 1s
selected. If the information on the element E 1s not stored 1n
the element A, the element D and the element F are selected
in the search forward after retrieving the element C.

When the information held in the element A 1n FIG. 3 1s
compared with that in the element A 1n FIG. 1, two informa-
tion on the elements C and E are held 1n FIG. 1, whereas only
one information on the element E 1s held 1n FIG. 3. The same
fact 1s applied to the element E. Accordingly, the information,
which each element holds, can be less than that 1n the past,
and the information laid out 1n a memory can be reduced.

In the present invention, 1n a case that each element stores
the link information of other elements linked with the ele-
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6

ment, the link between elements can be defined by only
storing the efficient information when the hierarchy 1s clearly
defined as explained above.
<The First Embodiment>

FIG. 4 describes the physical and logical configuration
overview of the SAN in the present embodiment. A host 10 1s
connected to a switch 12 through a fiber channel (hereinafter
referred to as FC) via a host-bus adapter (hereinafter referred
to as HBA) 11, and a storage device 13 1s connected to the

switch 12 via a fiber channel adapter (hereinafter referred to
as CA) 14.

RAID 0 (RAID: Redundant Array of Inexpensive Disks)
(18a) consists of hard disks A (19a) and B (196), and RAID 1
(18b) consists of hard disks C (19¢) and D (194).

Lun (Logical Unit Number) 1s the number of Lu (Logical
Unait), which 1s a logical disk unit assigned by a server side,
and the present mvention has Lun 0 (16a) and Lun 1 (165).

Lun V 1s an RAID with its inside segmented into logical
volume, and each Lun V corresponds to each Lun. The
present embodiment has Lun V0 (17a) corresponding to Lun
0 (16a), and Lun V1 (17b) corresponding to Lun 1 (165).

Affinity Group (aflinity group) 1s an access unit from the
host set on the port of CA, and there are an Aflinity Group 0
(15a) and an Affinity Group 1 (1556) 1n FIG. 4. In a level under
the atfinity group 0 (15a) are Lun 0 (16a) and Lun 1 (165b).
The numbers of HBA 11 and the switch 12, the CA 14, the
ailinity group 15, the Lun 16, the LV 17, the RAID 18 and the
disk 19 are not limited as shown 1n FIG. 4.

FIG. 5 shows a processing flow in the present embodiment.
First, the relation management control device 1 acquires the
device component mnformation of physical information (the
HBA 11, the CA 14, etc.) and logical information (the Aflinity
Group, the Lun, the Lun V, etc.) from each device of the host
10, the switch 12 and the storage 13 1n FI1G. 4 (Step S1) (Step
1s hereinafter abbreviated to S).

Next, elements are generated according to the acquired
device component information (S2). The element here is
defined as an object corresponding to physical information
when the acquired device component information 1s informa-
tion 1indicating a physical component of the device, and as an
object corresponding to logical information when the
acquired device component information 1s the logical com-
ponent. All the physical information and the logical informa-
tion acquired are established (generated) as elements. The
generated elements are given the unique name (ID). That 1s, 1t
1s defined that the name of each element 1s unique among all
clements.

Next, based on the information, which each element holds,
a relation-making i1s carried out between elements, and a
hierarchical link structure of the all elements generated 1s
tformed (S3). Here, the relation-making means to store the 1D
of the element laying 1n higher-level hierarchy of an element
X 1n the object of the element X as a Parent Link ID, and the
ID of the element 1n lower-level hierarchy as a Child Link 1D
in the object of the element X. As to information of the
laterally related element, the ID of the element 1s stored in the
object of the element X as a Relative Link ID. In such a way,
cach element stored the IDs of its related elements.

In S3 as explained above, the Parent Link ID, the Child
Link ID and the Relative Link ID, which 1s the information
indicating the relation of connection between physical com-
ponents, relation of implementation, and relation of logical
components, are to become link information. This 1s relation
information of A-C, B-C, C-D, and C-E indicating the hier-
archical relation between the groups holding the same 1nfor-
mation, as described 1in S3.
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Next, branching information 1s generated (S4). In S4, spe-
cific relation information beyond the groups 1s generated
from the information, which each element holds. This spe-
cific relation information 1s the mnformation (specific logical
relation information) about which of the elements one ¢le-
ment has logical relation with when an element relates with
the elements and devices in the other group. The relation
management can be traced based on the specific logical rela-
tion information. This specific logical relation information or
the branching information 1s hereinafter referred to as a
Branch Check ID (branch check ID).

In the longitudinal and lateral link information set in the
above process, although the link information 1s created on all
relations of each element, the relation with specific elements
in further high-level hierarchy or further low-level hierarchy
1s not yet clear. In order to perform search that reaches a
specific element, selection of one link among a plurality of
links 1s required to be performed somewhere, and the Branch
Check ID 1s created as the information for selection.

For example, given that, in the process of searching the
relation of an element 7Z with the other elements, there 1s a
case that which element should be selected 1s not clear when
the link 1s extended from the element passed through to a
plurality of elements 1n the same level (group) during the
search. In such a case, the relation management of the ele-
ments relating with the element Z can be understood by
making the element Z contain the branch check ID, which 1s
the information 1indicating which branch destination element
1s to be selected when the search passing through the element
with branching.

Each element 1s configured as an object, and stores the
parent link ID, the child link 1D, the branch check ID and the
other information in the variable of the 1nside objects. Here,
taking an example of the hierarchical link structure 1n FI1G. 6,
an example of the information, which each element contains
as an object, 1s explained with reference to FIG. 7 through
FIG. 11.

FIG. 6 has an element /dev/rdsk/02¢1d1 (20) 1n the most
highest-level in the hierarchy, and the lower-level hierarchy
of the element 20 1s an element fjpical (21), and under the
clement 21 1s an element CAQ (22), and under the element 22
are the Aflinity Group 0 (23) and the Affinity Group 1 (24) 1n
the same-level hierarchy. In FIG. 6, when the element /dev/
edsk/C211d1 1s selected, the route of the element 20—the
clement 21—the element 22—the element 24 1s emphasized
(indicated with bold line in FIG. 6).

FI1G. 7 indicates an example of the information stored in the
clement /dev/rdsk/C2¢1d1 (20) (Row Device Object). In FIG.
7, a variable Name 1s object name of the element, and, in this
case, stores the value “/dev/rdsk/C2#1d1”°. The variable Par-
ent Link ID stores the object name of the linked object locat-
ing in higher-level hierarchy. In FIG. 6, because the element
/dev/rdsk/C2¢1d1 (20) 1s the highest-level object, no other
clement exists 1n higher hierarchy, and therefore the Parent
Link ID 1s not stored.

The variable Child Link ID 1s the object name (the element
with 1ts controller number of 2 1s searched and 1ts value 1s
input. This 1s explained later again) of the linked object locat-
ing in 1ts lower-level hierarchy, and stores the value “fjpica0”.
The Branch Check ID 1s the information required to select one
from two Child Links 1n CAQ. In FIG. 6, the Aflinity Group 1
1s selected therefore, “Affinity Group 17 1s stored in the
Branch Check ID.

FIG. 8 indicates an example of information stored in the
clement fjpfcal (21)(HBA portobject). In FIG. 8, the variable
Name 1s the object name of the element, and stores the value
“fipfcal”. The variable Parent Link ID stores the object name
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(Raw Device starting with C2 1s searched and 1ts value 1s
input. This 1s explained later.) of the linked object located 1n
its higher-level hierarchy. That 1s, *“/dev/rdsk/C2¢1d1” which
1s the object 1n higher hierarchy of the element fjpica0 is
stored.

The vanable Child Link ID is the object name (the value
searching for the object with WWPN of connected WWPN
described later and mnput to the object) of the linked object
located 1 1ts lower-level hierarchy, and stores the value
“CA0”. The variable Controller Number stores the controller
number of this HBA port, and the stored value 1s “2”.

The variable WWPN (World Wide Port Name) 1s the
WWPN number of the HBA port, and 1n the present embodi-
ment, “100000000E2441AD” 1s stored. The variable Con-
nected WWPN 1s the WWPN number of the counterpart
connecting to the HBA port, and 1n the present embodiment,
“210000000EDAOOCD” 1s stored.

FIG. 9 1s an example of information stored 1n the element
CA0 (22) (CA portobject). In FIG. 9, the vaniable Name 1s the
object name of the element, and stores the value “CA0”. The
variable Parent Link ID is the object name of the linked object
located 1n 1ts higher-level hierarchy, and stores the object 1n
higher-level hierarchy of the element CA, “fjpical”.

The variable Child Link ID 1s the object name of the linked
object located in lower-level hierarchy, and “Affinity Group 0
and Affinity Group 1” are stored. The variable WWPN 1s the
WWPN number of the CA port, and stores
“210000000EDAOOCD”.

The athimity information 1s defined as the counterpart
WWPN, which permits access with the CA, and the Aflinity

Group with 1ts use permitted, and stores the
“10000000E2441 AD:Affimity Group 17 1s stored. The
parameter Aflinity Group 1s the Affinity Group number set in

the CAQ, and 0, 17 are stored.

FIG. 10 1s an example of the information stored in the
clement Aflinity Group 0 (Affinity Group 0 object). In FIG.
10, the variable Name 1s the object name of the element, and
the value “Affinity Group 0” 1s stored. The variable Parent
Link ID 1s the object name of the linked object located 1n 1ts
higher-level hierarchy, and “CA0”, which 1s the object 1n
higher-level hierarchy of the element CA, 1s stored.

The varniable Child Link ID 1s the object name of the linked
object located 1n 1ts lower-level hierarchy. Because the ele-
ment Affinity Group 0 1s the lowest-level element, no other
clement exists 1n 1ts lower-level hierarchy, and therefore 1t
does not have the Child Link ID.

FIG. 11 shows an example of information storage in the
clement Aflinity Group 1 (Affinity Group 1 object). In FIG.
11, the variable Name 1s the object name of the element, and
the value “Affinity Group 1” 1s stored. The variable Parent
Link ID 1s the object name of the linked object located 1n
higher-level hierarchy, and “CA0”, which 1s the object n
higher-level hierarchy of the element CA, 1s stored.

The variable Child Link ID 1s the object name of the linked
object located 1n lower-level hierarchy. Because the element
ATl mlty Group 1 1s the lowest-level element, no other element
exists 1n 1ts lower-level hierarchy, and therefore 1t does not
have the Child Link ID.

In FIG. 7~FI1G. 11, the variable values 1n 1talic font (Parent
Link ID, Child Link ID, and Branch Check ID) are the values
input 1n the relation management control device 1 based on
the information of each object (the physmal information and
the logical information acquired in S1 1n FIG. 5). The infor-
mation other than this 1s the information acquired from each
device as the physical and logical information. A database of
the above information can be made 1n a designated storage

unit in the system.
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In the following description, details on an example of the
present embodiment are set forth.
(Embodiment)

The present embodiment realizes the following:

generating the elements based on the physical and logical

information collected from each device and creating the
link information indicating the physical and logical rela-
tion between elements; and

creating relevant information (Branch Check ID), which 1s

the information required to express the relation manage-
ment and the information that the link information of the
element cannot cover, from the information of each ele-
ment.

FIG. 12 shows the overview of the system components in
the present embodiment. In FIG. 12, a host (a host 10a, a host
106...),aswitch12 (aswitch12a, aswitch 125 . .. ), storage
13 (storage 13a, storage 1356 . . . ) constitutes SAN. The host
10, the switch 12 and the storage 13 are connected witha LAN
9. The LAN 9 1s connected to the relation management con-
trol device 1.

FI1G. 13 describes a tlow showing relations among the user,
the relation management control device 1 and the host 10/the
switch 12/the storage 13 in the present embodiment. The user,
first, performs an operation commanding to acquire the ele-
ment information of the device present on the LAN 9 1n the
relation management control device 1 (S10).

The relation management control device 1, which received
the command, transmits the request information so that each
device such as the host 10, the switch 12 and the storage 13 on
the LAN 9 sends the device component information (physical
information and logical information), which each device con-
tains. Each device receving this request information sends
the device component information to the relation manage-
ment control device 1 (S11).

The relation management control device 1 receives the
device component information transmitted from each device
(S12). The physical component element and the logical com-
ponent element, constituting the device, are each created as an
object based on the recerved device component information.
And the information, such as WWPN and connected W WPN,
which 1s the data i1tem not indicated 1n 1talic font in FIG.
7~FIG. 11 1s stored 1n each object created. In addition, an ID
1s given to each object.

Next, the link information indicating physical and logical
relations between elements 1s created (S14) Here, one ele-
ment stores the IDs of elements, which relates to the element,
obtained from the acquired device component information as
the Parent Link ID, the Child Link ID and Relative Link ID.
However, any value 1s not stored in the Branch Check ID at
that point in time.

The Branch Check ID 1s created next (S15).

FIG. 14 1s a flow showing the process to acquire the port
name of a destination (a counterpart) corresponding each port
configured on each switch 1n S12 1n FIG. 13. Given that the
number of the switch 1s M and the number of the port for each
switch 1s N, a variable m 1s used for the counter of the number
of the switch, and a variable n 1s used for the counter of the
number of the port of the switch.

As a first step, m=1 (S820). Next, the presence or the
absence of switch onthe LAN 9 1s determined (521) When the
switch 1s present (when it 1s yes), n=1(522), and the following
process ol S23~S27 1s performed on the first port configured
in the switch.

The port name of a destination (a counterpart) of the port 1s
acquired (S23). When the acquired port name 1s the port name
of HBA or storage, the HBA port name or the storage port
name 1s determined (S25), and the process proceeds to S27.
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When the port name cannot be acquired 1n S23 (S24), the port
name of the destination 1s determined as unknown port (526),
and the process proceeds to S27.

Next, by counting up n (527), whether n=N or not 1s
determined. When n=N (when it 1s yes), the process goes
back to S23 and continues the process S23~527 for the rest of
the ports. When n>N (when 1t 1s no), the process on all ports
configured 1n the switch 1s completed, and therefore after
counting up m (529), the process goes back to S21. When the
process 1s completed on all switches, m>M 1s obtained, then
the no prong 1s selected 1n S21, and the flow 1s terminated.

From the above process, the port name of the counterpart
connected to the switch can be acquired, and therefore which
port1s connected to which port can be tracked down. The tlow
in FIG. 14 1s only an example of the process in S11 and S12
in FI1G. 13, and thus the way of acquisition differs depending
on each of the physical information and the logical informa-
tion.

FIG. 15 describes an overview of the physical information
and the logical information between the host 10 and the
storage 13 in the present embodiment. FIG. 15 shows, 1n the
relation management control device 1, the element informa-
tion created in S13 1 FIG. 13. A mirror disk driver 1 (30),
multi-path driver 0 (31), and C17140 (32), C1sd1 (33),
C1td2 (34), C12d2 (35), C2£2d40 (36), C2:3d2 (37), all of

which are the logical information of the host, are generated as

the elements of the host 21. Also, an HBA (38), a Port & (39),
a Port 3 (40), an HBA (41) are generated as physical infor-
mation.

For the elements in the storage 13, a CA (42), a Port 1X
(43), a Port 0X (44), a D1sk 0 (63), a Disk 1 (64), a Di1sk 2 (65)

and a Disk 3 (66), which are implemented as physical infor-
mation, are generated. Also, as logical element, an Affinity
Group 0 (45), an Affimity Group 1 (46), an Affinity Group 2
(47),alLun0(48),alLunl1 (49),alLun2 (50),aLun 0 (51), a
Lun1(52),alLun2(53),allun2(54),alLV1(55),alLV2(56),
alV3(57),alLV4(58),alLV5(59),aLV 6(60),aRaid Group
1 (61) and a Raid Group 2 (62) are generated.

The lines connecting the elements 1n FIG. 15 i1s the links
between the elements after Parent Link ID, Child Link ID and

Relative Link ID are stored 1n each object by the process S14
in FIG. 13.

For example, “the Parent Link ID: the mirror disk driver 0,
the Child Link ID: the C1#242, the C2¢3d42” 1s stored in the
multi-path driver 0 (31). In the C2¢342 (37), “the Parent Link
ID: the multi-path driver 0, the Child Link ID: the Port 37 1s
stored.

The Affimity Group 2 (47) stores “the Parent Link ID: the
Port 0X, the Child Link ID: the Lun 2. In the Lun 2 (53), “the
Parent Link ID: the Affimity Group 1, the Child Link ID: the
LV6” 1s stored. “The Parent Link ID: the Affinity Group 2, the
Child Link ID: the LV 6™ 1s stored in the Lun 2 (54).

For the other elements, the same process 1s carried out
storing the ID of the element in higher-level hierarchy than
one element as the Parent Link ID, the ID of the element 1n
lower-level hierarchy than the one element as the Child Link
ID and the ID of the element relating laterally with the one
clement as the Relative Link ID.

The case that the Port 3 (40) 1s selected in FIG. 15, for
example, and downward search i1s conducted 1s examined.
The elements from the elements of the Port {3 (40) to the Port
0X (44) mnside the storage can be traced.

However, a branch to the Affinity Group 1 (46) and to the
Allinity Group 2 (47) occurs in the lower-level hierarchy of
the Port 0X (44), and from the information obtained so far, 1t
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1s not clear which element 1s to be selected. Then, the Branch
Check ID 1s required. Generation of the Branch Check ID 1s
explained below.

FIG. 16 15 a frame format showing the generation proce-
dure of the Branch Check ID, and the elements 36, 37, 40, 44,

46, and 47 1n FI1G. 15 are extracted. The elements 36 and 37
represent the data area (instance) shown by C2£240 and
C213d2, respectively.

The instances 36 and 37 are generally represented by
CXtXdX where CX indicates the controller number, tX indi-
cates the target number, and dX indicates the device number.
CX 1s the number, which the host contains, and 1s the number
tor speciiying the HBA port, which 1s used by each instance.
For the C2:3d2 (37), CX=C2, tX=t3, and dX=d2, for
example. tX 1s information determining the route from the
Port [ to the other element, and the route corresponding 1s the
route the Port 3—the Port 0X. Such route information 1s
written 1n the definition file of the HBA driver. It 1s also
indicated that d2 1s the second data area.

In the way described above, each element determines the
clement relating with itself from the driver definition file etc.,
and stores the ID of the element 1n the object as the Parent
Link ID or the Child Link ID. Generation of the Parent Link
ID and Child Link ID explained above 1s just an example, and
not all the elements have the same process. These are deter-
mined by the driver used, the SAN system environment and so
forth. The information that an element relates to which ele-
ment 1s the information certainly obtained from the using
driver.

When C2:342 (37) 1s selected, as stated above, downward
route 1s determined by the controller number C2 and the target
number t3, and the search results 1n retrieving the Port p and
the Port 0X 1n sequence. However, the route branches into the
Allinity Group 1 and the Affinity Group 2 1n the lower-level
hierarchy ofthe Port 0X. Therefore, the Port {3 1s to contain the
Branch Check ID, which determines the branching destina-
tion.

FIG. 17 shows an example of a generation flow of the
Branch Check ID to be stored in the Port § (40). When
referring to the connected WWPN (destination WWPN) of
the Port 3 (30), the value “20XXX” 1s stored. Then, the
ailinity information of the element Port 0X (44) with 1ts
WWPN 15 “20XX X" 1s acquired (S31). When referring to the
ailinity information, “10XXX:Affiity Group 2 1s stored,
and therefore it 1s clear that WWPN “10XXX™ (1.e. the Port 3)
and “the Aflinity Group 2" relate each other. Then, “the Aflin-
ity Group 27 1s stored 1n the object of the Port 3 as the Branch
Check ID (S32).

The following description examines the case that the Lun 2
(53) inside the storage 13 1s selected. When tracing the link
from the Lun 2 (53) to the higher-level hierarchy, the Lun 2
(53) 1s required to select one of the branches of the Port 1X
(43) and the Port 0X (44) from the Affinity Group 1 (46).
Here, assume the link 1s the Lun 2 (53_—the Affinity Group
1 (46)—the Port 1X (43)—the Port a (39)—the C1£242 (35).
As explained 1n FIG. 16, and FIG. 17, the port using the Lun
2 (33) 1s searched from the inside information, and the ID of
the retrieved Port 1X (43) 1s stored 1n the object of the Lun 2
(53) as the Branch Check ID.

In addition, because the route extends from the Port 1X
(43) to the Port a (39), branches at the Port a (39), and goes
to the C1242 (35), the ID of each branching destination 1s
stored as the Branch Check ID. That 1s, 1n the object of the
Lun 2 (53), “Port 1X, C1#2d2” 1s stored as the Branch Check
ID.

In such a way, for the element, which requires relation
management with a plurality of elements, when the branch
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information 1s required, the information (Branch Check ID),
which enables to trace the relations, 1s generated.

FIG. 18 shows the display screen after establishment of the
hierarchical link structure in the present embodiment. FI1G. 18
1s an example of a screen shown on the display of the relation
management control device 1. Each element constituting the
hierarchical link structure 1n FIG. 18 1s a visual representation
ol the elements explained in FIG. 4 or FIG. 15 on the screen.
In FIG. 18, the association between elements 1s displayed 1n
lines (link line) on the screen.

From the description above, each element can hold the
clement information of a branch destination without contain-
ing the element information of all the elements linked with the
cach element. By so doing, because each element does not
contain all information of the search route, the redundant
information, which each element contains, 1s to be reduced.
As a result, memory waste can be prevented and the loading
on the relation management control device 1 can be reduced.
<The Second Embodiment>

By using the elements, the link information, the branch
check ID information created in the first embodiment, 1n the
present embodiment, 1t 1s possible to search a related element
from one element and to display the element.

FIG. 19 shows a search flow 1n the present embodiment. As
a prerequisite for search direction, the search proceeds only
upward 1n the upward search, and would never proceed down-
ward during the upward search. The same applies to down-
ward search. First, whether a Branch Check ID 1s present or
not 1n the selected element K 1s confirmed (s40).

When a Branch Check ID 1s present in S40, the Branch
Check ID 1s stored in a prescribed area (the area, which
temporarily stores the Branch Check ID during search, and
heremnafter referred to as working area). When this search
logic has already stored the Branch Check ID 1n the working
area, a new Branch Check ID 1n the same-level hierarchy 1s
ignored, however a new Branch Check ID 1n a different-level
hierarchy 1s additionally stored.

Next, element search 1s conducted upward (parent link
search) (S41). When an element L relating to a plurality of
clements (P1, P2 . .. ) 1s retrieved, the IDs of a plurality of
those elements and the Branch Check 1D acquired 1n S40 are
collated (S42). As the result of collation, when the ID of the
clement P1, for example, corresponds with the Branch Check
ID, 1t 1s determined that only the element P1 relating to the ID
1s linked with the element K, and the IDs of the other elements
do not have any relation with the element K.

When a result of collation 1n S42 shows no correspon-
dence, it 1s determined that the element K relates to all ele-
ments (P1, P2 . ..). Then the process goes back to S40, search
in the Parent Link direction of the related element 1s repeated
recursively (543).

The same process (S40~543) 1s conducted for downward
search (Child Link search) (S44). Regarding the lateral direc-
tion search (Relative Link search), recursive processing 1s not
conducted beyond a first step. That 1s, the search for the
clements linked 1n a row 1s limited to the search on the first
one only 1n the lateral direction search (Relative Link search)
(S45).

In the following description, details on the present embodi-
ment are provided.

(Embodiment)

In FIG. 15, a case that the multi-path driver 0 (31) 1s
selected 1s explained. From the explanation, the route of a
sequence ol elements relating to the multi-path driver 0 (31)
1s to be cleared. In the present embodiment, the content of

FIG. 15 1s displayed 1n the display image in FIG. 18.
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First, the multi-path driver 0 (31) 1s selected (Arrow A).
The link line between the multi-path driver 0 (31) and 1ts
Parent Link, the mirror disk driver 0 (30) 1s highlighted. Here,
highlighting means to emphasize the line by blinking, flash-
ing, changing its color, changing 1ts width and so forth so that
the difference with the other lines can be clear. Because no
clement 1s present 1n the higher-level hierarchy of the mirror
disk driver 0 (30), the upward search 1s terminated.

The downward search 1s started next. The multi-path driver
0 (31) does not have a Branch Check 1D of branching of the
C112d2 (35) and the C2¢342 (37) 1n the lower-level hierarchy,
both of the C1£242 (35) and the C2¢342 (37) are highlighted,
and both branches are to be searched.

Assume that search starts from the C1#242 (35). Then,
because the port 1X, the Aflinity Group 1 and Lun 2 are stored
in the C1£242 (35) as Branch Check ID, these are stored in the
work area (see FI1G. 20). The Port a (39) 1n the Child Link of
the C1£2d2 (35) 1s highlighted, and the Port a (39) 1s searched.

Although the Affinity Group 0 and the Affinity Group 1 are
stored 1n the Port a (39) as Branch Check ID (see FI1G. 21),
because the work area has already stored the Affinity Group 1,
the Affinity Group 1 1n the Port o (39) 1s 1gnored.

The Port ¢. (39) has the Port 1X (43) and the Port 0X (44)
linked 1n the Child Link, however, because the Port 1X has
been already stored in the working area, the Port 1X (43) 1s
selected, and the Port 1X (43) 1s highlighted.

The selected Port 1X (43) 1s linked with the Affinity Group
0 (45) and the Affinity Group 1(46) in the Child Link, how-
ever because the Affinity Group 1 has been already stored 1n
the working area, the Affinity Group 1 (46) 1s selected and the
Allinity Group 1 1s highlighted.

Because the Port 1X (43) has the CA (42) connected 1n the
relative link, the CA (42) 1s selected and 1s highlighted. The
selected Aflinity Group 1 has the Lun 0 (31), the Lun 1 (52)
and the Lun 2 (53) linked 1n Child Link, however because the
Lun 2 has been already stored 1n the working area, the Lun 2
(53) 1s selected and 1s highlighted.

Additionally, LV 6 (60) in the Child Link of the Lun 2 (33)
1s highlighted. Raid group 2 (62) in the Child Link of the LV
6 (60)1s also highlighted. The Disk 2 (635) and the Disk 3 (66)
in the Child Link of the RAID group 2 (62) are highlighted as
well (a first branch of Child Link search 1s finished).

To the C2¢34d2 (37), the same processing as described
above 1s performed (Child Link search 1s conducted, and a
second branch search 1s finished).

The things highlighted can be not only the element
searched, but also the link lines between the elements.

Because the Branch Check ID for search can contain the
Branch Check ID required in search, each element 1s not
required to constantly hold all information for search, and
therefore waste of memory consumption can be prevented.
Thus, the loading of the relation management control device
1 in search can be reduced.

FIG. 22 1s an example of display of the link searched in the
present embodiment. FIG. 22 1s an example of search when
the instance 70 1s selected. The element 70 1s selected by
pointing the cursor to the element 70 on the display of the
relation management control device 1. By the search flow in
FIG. 19, the elements relating to the element 70 are deter-
mined, and the link lines between the elements are high-
lighted. In FIG. 22, each of the elements in the link of the
clement 70—the element 71—the element 72—the element
74—the element 75—the element 76—the element 77—the
clement 78 1s highlighted, and the link lines between these
clements are indicated in bold lines. Each element of the
clement 72—the element 73 1s also highlighted, and the link
line between these elements 1s also highlighted.
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From the description above, 1n searching elements (hard-
ware source, soltware source, data area source etc.) i a
complicated computer system, 1t 1s very useful to identity and
display the associating elements, providing an effective con-
trol of the system.

FIG. 23 15 a configuration block diagram of hardware envi-
ronment of the relation management control device 1 used in
the first and the second embodiments. In FIG. 23, the relation
management control device 1 1s constituted by a central pro-
cessing unit (CPU) 82, read only memory (ROM) 83, random
access memory (RAM) 84, a communication interface 84,
which 1s an 1nterface with a network 92 (interface 1s herein-
alter written as I/'F), amemory device 87, an output I/’F 81, an
iput I/F 85, a transportable storage media reader 88, and a
bus 89 connecting all of the above devices, an output device
90 connected with the output I/F 81, and an input device 91
connected with the mput I/'F 85.

Various types of memory device such as hard disk and
magnetic disk can be used for the memory device 87. Pro-
grams etc. processed by the processing explained 1n the first
and the second embodiments are stored in the memory device
87 or the ROM 83, and such programs are executed by the
CPU 82.

When provided in the storage of the portable storage
media, such programs can be executed by the CPU 82. The
portable storage media 1s set on the reader 88 and the reader
88 reads out the program stored 1n the portable storage media.
Various types of storage media such as a CD-ROM, a flexible
disk, an optical disk, a magneto-optical disk and IC card can
be used as the portable storage media.

It1s also possible thatit 1s sent from a program provider and
stored 1n the memory device 87 via the network 92 and the
communication I'F 84, for example.

For the mput device 91, keyboards and mice etc. can be
used. For the output device 90, displays etc. can be used.

The network 92 can be a network such as the Internet, a
L AN, a WAN, an exclusive line, a fixed line and a wireless.
<The Third Embodiment>

In the present embodiment, support 1in the failure of the
storage system 1s performed using the hierarchical link struc-
ture established on the relation management device 1 of the
first embodiment.

First, in the online state, information of the storage system
1s loaded from a server, a switch and storage, and 1s displayed
in GUI (Graphical User Interface).

Next, simulated state of failure 1n hardware 1s created (see
the first embodiment). Then, which application in the server
receives the influence by the simulated failure of the hardware
such as the HBA, CA and disks 1s displayed.

In addition, in replacing the parts of simulated failure,
practical training of a sequence of recovery procedure from
the simulated failure, that 1s, programs and functions to be
stopped 1 replacement are displayed = are stopped
—> arereplaced = are recovered, 1s [cl]provided and sup-
ported.

Here, a case that simulated failure has occurred and a case
that the actual failure has occurred are explained respectively.
(Embodiment 1)

In the present embodiment, a case that simulated failure
has occurred, 1s explained.

FIG. 24 describes GUI displaying information of storage
system loaded from the server, the switch and the storage 1n
the present embodiment. In FIG. 24, a server 200 consists of
cach element of a multi-path instance 201, RAW devices 202
(201a, 2015, 201c, 2014d), a HBAs 211 (HBA 0 (211a), HBA
1 (2115), HBA 2 (211¢), HBA 3 (211d)), and an application

203 operating in the server.
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An HBA refers to a host bus adapter, which 1s an adapter
card physically built inside the server connecting a FC (Fiber

Channel) cable.

The switch 212 has a switch A (212a) and a switch B
(2125). Each of the switches A and B consists of five ports (a
port 0, a port 1, a port 2, a port 3, a port 4).

The storage 213 consists of CAs 214 (CA 0 (214a), CA 1
(2145), CA 2 (214c¢), CA (214d)), an Attimity Group 0 (215),
an host LUN (216), logical volumes 217 (logical volume 0
(217a), logical volume 1 (2175), logical volume 2 (217¢)), an
RAID 218 (RAID 0 (218a), RAID 1 (218b)) and hard disks

219 (2194, 2195).

The Affinity Group 1s an affimity group. It 1s a name of a
group, which collects up the host LUNs 1n the device. The
host LUN 1s a name of a data area for confirming from the
server and/or the host. The logical volume (Lun V) 1s defined
by a1 to 1 logical mapping. The logical volume 1s a name of

data area in the storage device, or, on the other words, data
area in the RAID.

In FIG. 24, the server 200 1s connected to the switch 212)
in FCviathe HBA 211, and the storage 213 1s connected to the
switch 212 via the CA 214.

More detailed explanation for the above connection 1s that
the HBA 0 (211a) and the HBA 1 (2115) are physically
connected to the port 0 and the port 1 of the switch A (212a),
respectively. The HBA 2 (211c¢) and the HBA 3 (2114d) are
physically connected to the port 0 and the port 1 of the switch
B (212b), respectively.

The CA 0 (241a) and the CA 1 (214H) are physically
connected to the port 2 and the port 3 of the switch A (212a),
respectively. The CA 2 (214¢) and the CA 3 (214c¢) are physi-
cally connected to the port 3 and the port 4 of the switch B
(212b), respectively. The port 4 of the switch 212a 1s physi-
cally connected to the port 2 of the switch 2125.

Broken lines in FIG. 24 indicate the logically connecting
state between elements, and are called logical relation lines.
In the present embodiment, an access path 220 (a logical I/O
access route (access logical line) from a server to storage) 1s
configured. Here, I/0 indicates input and output. In FIG. 24,
an access path 220a between the HBA 0 (211a) and the CA 0
(214a), an access path 2205 between the HBA 1 (2115) and
the CA 1 (2145b), an access path 220c¢ between the HBA 2
(211c¢) and the CA 2 (214c¢), and an access path 2204 between
the HBA 3 (211d) and the CA 3 (214d) are also configured.

In the following description, an explanation of procedure
from the generation of simulated failure to recovery 1s pro-
vided. Here, the case that the failure occurs inthe CA 3 (2144)
1s explained.

First, the CA 3 1s pointed with a mouse on the GUI of the
relation management control device 1, and with right-click, a
menu 230 described 1n FIG. 235 opens. Then, “simulated fail-
ure” 231 1s selected from the menu.

When the “simulated failure” 231 1s selected, a message
dialog box 240 shown 1n FIG. 26 1s displayed. The message
dialog box 240 displays a message 241 about setting off the
simulated failure, and the environment of the simulated fail-
ure can be setup. In FIG. 26, either one of two options
“replace the parts” 242 or “do not replace the parts™ 243 1s
selected.

Here, the physical part to be in simulated failure, the CA 3
(214d) 1n the present embodiment, 1s clicked to cause a simu-
lated failure, and whether to follow maintenance sequence
alter replacing the failure parts or to proceed the operation by
executing maintenance operation withoutreplacing but under
an assumption of replacing the part in stmulated failure can be
selected.

10

15

20

25

30

35

40

45

50

55

60

65

16

After selecting either one of “replace the parts™ 242 or “do
not replace the parts™ 243 in the above step, an execute button
244 1s to be clicked on. When the simulated failure is not
executed, a cancel button 245 1s to be clicked on.

When the “execute” button 244 1s clicked, as shown in FIG.
24, the CA 3 (241d) 1s highlighted, the relating access path
220d becomes luminous, and I/O (input/output) via the access
path 2204 cannot be carried out as 1t 1s 1n error state.

As for methods to cause simulated failure after clicking on
the “execute” button 244 in FIG. 26, there are the following
two. One 1s a first method, which generates the simulated
failure only 1n the program of the relation management con-
trol device 1, and another 1s a second method, which sends a
command to the failed device and makes the device itself
cause simulated failure.

In the first method, the simulated failure 1s caused only
within the application on the relation management control
device 1, and therefore, each device on the SAN operates
normally.

In the second method, by sending commands such as stop-
ping and logically separating the CA 3 (214d) to the storage
213, the simulated failure 1s caused. A control unit of the
storage 213, which received the commands, 1dentifies each
component element such as the CA 3 (2144) and host LUN
216, which have arguments of the commands, and causes
simulated failure on the 1dentified component elements.

The storage 213 constantly monitors the component ele-
ments 1n the storage. When the error occurs to the component
clements, 1ts error information 1s transmitted to pre-registered
destination (IP address, for example) as a message.

In the present embodiment, the destination of the message
1s the relation management control device 1, and when 1t
receives the message, the relation management control device
1 1s controlled to display the message on the screen. However,
in such a case, because the simulated failure 1s caused inten-
tionally on the command of a user, this message display 1s
suppressed.

The above CA 3 (214d) 1n the simulated failure state 1s
pomnted and right-clicked by mouse, a menu 250 shown in
FIG. 27 opens, and the selection of “start maintenance™ 251
opens a message dialog box 1n FIG. 28.

FIG. 28 shows a maintenance message dialog box 260 1n
the present embodiment. Items in the maintenance message
dialog box 260 depend on the selected element of the simu-
lated failure, that 1s, the CA 3(214d) 1n the present embodi-
ment. In the dialog box 260, the process of “1. Blockage of
access path”, “2. Activated maintenance and separation of the
CA 37, “3. Physical replacement of the CA 37, “4. Termina-
tion of physical replacement ofthe CA 3” and “3. Recovery of
access path” 1s performed 1n sequence. An informative frame
section 266 displays an explanation of each process.

First, when an “execute” button 261 1s clicked to perform
the “1. Blockage of access path”, a “multi-path blockage™
command, configured by multi-path driver of a server with an
access path relating to the CA 3 (2144d) to be maintained and
replaced, 1s 1ssued to the server 200. The server 200, which
received the command, blocks the access path 2204 specified
by the command. That 1s, the access path 2204 1s logically
disconnected.

When an execute button 262 1s clicked to execute the “2.
Activated maintenance and separation of the CA 37, a com-
mand (starting the activated maintenance and separation)
required for maintenance and replacement of the CA 3 1s
issued to the storage 213 implementing the CA 3. By so
doing, the CA 3 1s logically separated from the storage 213.

Next, “3. Physical replacement of the CA 3 1s carried out.
Here, the CA 3 (214d) 1s physically replaced. When an LED
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button 1s clicked, the parts to be replaced can become lumi-
nous, 1i the parts have LED fixed. In other words, 11 “Do not
replace the parts” 243 1s selected in FIG. 26, the physical
replacement operation does not occur, and thus the process
skips to the next sequence.

In the above case, when the physical replacement 1s termi-
nated or when the physical replacement does not occur, a
terminate button 264 1s clicked and replacement operation 1s
terminated. On clicking of the terminate button, a command
notilfying the termination of the physical replacement of the
CA 3 (2144d) 1s 1ssued to the storage 213. The storage 213,
which received the command, can recognize the termination
of the physical replacement of the CA 3 (2144).

If the actual replacement 1s not carried out, a command,

which makes the simulated failure CA 3 (214d) normal, 1s

1ssued.

Next, an execute button 1s clicked to execute “3. Recovery
of access path”, a command to open and recover the access
path 1s 1ssued to the server 200, which blocked the path by the
access path blockage. The server 200, which received the
command, logically connects the access path 2204.

The process above 1s a recovery sequence for the failure of
the CA 3 (241d), and 1t 1s not limited to the present embodi-
ment. Other devices may have other recovery sequences
according to the device.

The process described above allows practical traiming of a
sequence ol response process from the simulated failure, and
thus enables the immediate initial process when the actual
failure occurs.

(Embodiment 2)

In the present embodiment, an explanation of a case that
the actual failure occurs i1s provided. When the failure 1s
actually caused on the SAN (suppose an actual failure
occurred on the CA 3 (214d) 1n the present embodiment), 1n
a case that the GUI of FIG. 24 1s displayed on the screen of the
relation management control device 1, as explained in
Embodiment 1, an error message 1s overlaid on the display.

In the storage 213, each component element such as the CA
214 and the host LUN 216 are monitored. In the present
embodiment, because an error occurred 1n the CA 3 (2144d),
the error information 1s sent to a pre-registered destination (1P
address, for example) as a message. In the present embodi-
ment, the destination 1s the relation management control
device 1, and when the relation management control device 1
receives the message, the message 1s displayed on 1ts screen.
The error message includes event information indicating the
failed device and error content, and as shown 1n FIG. 29, the
message 1s stored 1n the storage device in the relation man-
agement control device 1 as a history.

FI1G. 29 15 a history dialog box indicating the state of each
device on the SAN. The relation management control device
1 can separately manage the state of each device as history.
Likewise, the error above 1s stored in the storage device as
history. In FIG. 29, information such as “state” indicating,
“Error”, “Warning” and so forth, “time” indicating when the
state began, “device name” indicating which device has the
state, “monitor”’, “event ID”” and “event information’ indicat-
ing the error information 1s managed as history.

When the above error message 1s closed, the display has
already had the same state as described in FIG. 24. That 1s, the
tailure location CA 3 (214d) 1s highlighted, and the access
path 2204 become luminous. Then, 1f the CA 3 (214d) 1s
pointed and right-clicked, the menu 250 1n FIG. 27 opens, and
with the selection of start maintenance 251, the maintenance
dialog box 260 in FI1G. 28 1s displayed. The following process
1s the same as that in Embodiment 1.
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In the conventional SAN, failure detection and mainte-
nance had depended on manual effort, and had taken signifi-
cant cost 1n terms of time and labor. However, by implemen-
tation of the present invention, failure location can be
automatically detected, maintained and recovered.

The present mvention helps users to understand the con-
nection and logical relation control state 1n the system of the
SAN, and facilitates elucidation of the range intluenced by
the failure. Also, effective utilization of memory can be
achieved preventing the reduction of processing speed caused
by an unnecessary loading.

In addition, an easy and immediate response to the failure
in the SAN can be also realized.

What 1s claimed 1s:

1. A non-transitory computer-readable storage medium
storing a relation management control program, making a
computer execute management processing of relation
between at least two devices among an information processor
device, a switch device and a storage device configuring a
storage area network, the computer being connected to the
information processor device, the switch device and the stor-
age device via a network different from the storage area
network, which also make the computer execute:

a device component information acquisition process,
which acquires device component mnformation indicat-
ing at least either one of physical and logical configura-
tion of the storage area network of at least two of the
devices using the network different from the storage area
network;

an clement iformation creation process, which creates
clement information of the storage area network corre-
sponding to the device component information using the
device component information acquired by the device
component information acquisition process;

a recovery process, which recovers, in state of failure
occurred 1n at least any one of the pieces of element
information, the element information from the state of
failure;

a simulated failure setting process, which selects at least
one of the element information, and sets the state of
failure by causing the simulated failure in the selected
element information;

an association process, which associates each piece of the
clement information to each other using a plurality of
pieces of element information created by the element
information creation process so as to establish a hierar-
chical link structure of the storage area network; and

a specific logical relation information setting process
which, when intermediate element information that 1s
clement information between {first element information
and second element mnformation connected to the first
clement information via a logical connection path on the
storage area network has a branch other than the logical
connection path, creates specific logical relation infor-
mation of the storage area network specitying the ele-
ment information connected via the logical connection
path from among a plurality of pieces of adjacent ele-
ment information connected to the intermediate element
information via the branch on the storage area network
and which sets the specific logical relation information
to the first element information, wherein the first ele-
ment mnformation is an object including the specific logi-
cal relation information and at least one among a unique
name of a neighboring third element information in
higher- level hierarchy of the first element information,
a unique name of a neighboring fourth element informa-
tion 1n lower-level hierarchy of the first element 1nfor-
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mation and a unique name of a neighboring fifth element
information 1n the same level hierarchy of the first ele-
ment information,

the second element information 1s an object including at
least one among a unique name of a neighboring sixth
clement information 1n higher-level hierarchy of the first
clement information, a unique name of a neighboring
seventh element information 1n lower-level hierarchy of
the first element information and a unique name of a
neighboring eighth element imformation in the same
level hierarchy of the first element information,

the mntermediate element information does not include the
specific logical relation information, and

the specific logical relation information setting process sets
specific logical relation information to the first element
information which constitutes the hierarchical link
structure of the storage area network.

2. The non-transitory computer-readable storage medium
according to claim 1, wherein the element information cre-
ation process gives a unique name on created element infor-
mation.

3. The non-transitory computer-readable storage medium
according to claim 1, wherein the simulated failure setting
process makes a computer execute a process to display a
message to prompt the determination whether the part of the
device corresponding to the element imnformation should be
replaced or not.

4. The non-transitory computer-readable storage medium
according to claim 1, wherein the recovery process makes a
computer execute:

a logical transmission/reception route blockage process,
which blocks the logical transmission/reception route
relating to the element information set to be in the state
of failure, among the logical transmission/reception
routes for information exchanged between devices;

a separating process, which logically separates the part of
the device corresponding to the element information set
to be 1n the state of failure; and

an opening process, which opens the logical transmaission/
reception route blocked by the logical transmission/re-
ception route blockage process.

5. The non-transitory computer-readable storage medium
according to claim 1, makes a computer further execute a
display process, which displays a logical connection between
the devices and 1n the devices using the pieces of element
information associated to each other by the association pro-
cess and the device component information set by the specific
logical relation mnformation setting process.

6. A relation management control device for managing
relation between at least two devices among an information
processor device, a switch device and a storage device con-
figuring a storage area network, the relation management
control device being connected to the information processor
device, the switch device and the storage device via a network
difference from the storage area network, the relation man-
agement control device comprising:

a memory; and

a processor that executes a program including a procedure,
the procedure comprising:

acquiring device component information indicating at least
either one of physical and logical configuration of the
storage arca network of at least two of the devices using
the network different from the storage area network
through an input interface;

creating element information of the storage area network
corresponding to the device component information
using the acquired device component information;
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associating each of the pieces of element information to
cach other using a plurality of pieces of the created
clement information so as to establish a hierarchical link
structure of the storage area network;
recovering the element information from a state of failure
occurred 1n at least any one of the element information;

selecting at least one of the element information, and set-
ting the state of failure by causing the simulated failure
in the selected element information;

when intermediate element information that 1s element

information between {irst element information and sec-
ond element information connected to the first element
information via a logical connection path on the storage
area network has a branch other than the logical connec-
tion path, creating specific logical relation information
of the storage area network specitying the element infor-
mation connected via the logical connection path from
among a plurality of pieces of adjacent element infor-
mation connected to the mtermediate element informa-
tion via the branch on the storage area network, and
setting the specific logical relation information to the
first element information; and

outputting the set specific logical relation information

through an output interface,

wherein

the first element information 1s an object including the

specific logical relation information and at least one
among a unique name of a neighboring third element
information 1n higher-level hierarchy of the first element
information, a unique name of a neighboring fourth
clement information 1n lower-level hierarchy of the first
clement information and a unique name of aneighboring
fifth element information in the same level hierarchy of
the first element information,

the second element information 1s an object storing at least

one among a unique name of a neighboring sixth ele-
ment 1nformation 1n higher-level hierarchy of the first
clement information, a unique name of a neighboring
seventh element information 1n lower-level hierarchy of
the first element information and a unique name of a
neighboring eighth element information in the same
level hierarchy of the first element information,

the intermediate element information does not include the

specific logical relation information, and

the setting sets specific logical relation information to the

first element information which constitutes the hierar-
chical link structure of the storage area network.

7. The relation management control device according to
claim 6, wherein, the creating gives a unique name on created
clement information.

8. The relation management control device according to
claim 6, wherein, the selecting of the element information
displays a message to prompt the determination whether the
part of the device corresponding to the element information
should be replaced or not.

9. The relation management control device according to
claim 6, wherein, the recovering unit blocks a logical trans-
mission/reception route, among the logical transmission/re-
ception routes for information exchanged between devices,
which relates to the element information, set to be 1n the state
of failure,

logically separating the part of the device corresponding to

the element information set to be 1n the state of failure,
and

opening the blocked logical transmission/reception route.

10. The relation management control device according to
claim 6, the procedure turther comprising displaying alogical
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mation connected via the logical connection path from
among a plurality of pieces of adjacent element infor-
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connection between the devices and 1n the devices using the mation connected to the intermediate element informa-
element information associated with each other and the set tion via the branch on the storage area network, and
specific logical relation information. setting the specific logical relation information to the
11. A system, comprising: ﬁrst'element information; | | | |
an information processor device in a storage area network; 5  searching for the element information in a prescribed
a switch device in the storage area network: direction starting from the first piece of element infor-
a storage device in the storage area network; and mation of a plurality of pieces of the associated element
a relation management control device that manages rela- 1111?0}'111&1‘[1011; _ _ o _
tion between at least two devices among the information acquiring the specific logical relation information; and
- : : 10  determining one piece ol element information among a
processor device, the switch device and the storage . . . . ,
device 1n the storage area network, the relation manage- plurahty fjf PIELES Oft.he eleme'nt 11.1f0rmat.1011,, Wh.e nthe
ment control device being connec;e d 16 the information intermediate element information 1s associated with the
processor device, the switch device and the storage otl}er n a plmi'ality of Pieces .Of elemt:%nt %Hzormat%on,,
device via a network different from the storage area HSIIE the acquired specific logical relation information,
network 15 wherein
L . . the first element information 1s an object including the
wherein the relation management control device includes a . . C .
memory and a processor executing a program including specific log{cal relation 1nf0npat10n ‘and al least one
a procedure, the procedure comprising: among a unique name of a neighboring third element
.. . . 1nf tion 1n higher-level hi hy of the first el t
acquiring device component information indicating at least %n_?orma JOLIL LB HEE=ICVEL HETAICIY O 1R AC ST CCILED
. : . . 20 information, a unique name of a neighboring fourth
either one of physical and logical configuration of the | . ¢ S lovel h v of the fi
storage area network of at least two of the devices using c.ement information in Jower-level hierarchy ol the lirst
the network different from the storage area network: element information and a unique name of a neighboring
. . . ’ fifth element information in the same level hierarchy of
creating element information of the storage area network the first element information Y
corresponding to the device component information . .. . .
using the acquired device component information: 25 the second element information 1s an object storing at least
=, . . N one among a unique name of a neighboring sixth ele-
associating each of the pieces of element information to HOTE @ HGHe i .gh S
each other using a plurality of pieces of the created ment 1nformation 1n higher-level hierarchy of the first
. . . . .. | t 1inf 11 ' f 1ighbori
clement information so as to establish a hierarchical link SHCEHL TTOHIALOT, € WIIAUE Daie OF ¢ THSIDOTLIS
structure of the storace area network: seventh element information 1n lower-level hierarchy of
. S . " . 30 the first element information and a unique name of a
recovering the element mnformation from a state of failure neighboring eighth element information in the same
occurred 1n at least any one of the element information. lovel hierar%h * fthe first element information
selecting at least one of the element information, and set- . rey . . N
. . . . . the intermediate element information does not include the
ting the state of failure by causing the simulated failure . . .. .
in the selected element information: spec1.ﬁc logical re.latlon l.nf ormation, :and .
when intermediate element informa tijon that is element - the setting sets specific logical relation information to the
Formation between first element information and sec first element information which constitutes the hierar-
ond element information connected to the first element chical link structure O.f the storage area network.
. . . . . 12. The according to claim 11, the procedure further com-
information via a logical connection path on the storage .- . . . . .
area network has a branch other than the logical connec- PHISILE dlsplay} He 4 lgglcal connection betweenithe dewf:es
40 and 1n the devices using the pieces of element information

associated with each other and the set specific logical relation
information.
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It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

In the Claims

Column 18, Line 65, In Claim 1, delete “higher- level” and insert -- higher-level --, therefor.
Column 21, Line 32, In Claim 11, delete “information.” and insert -- mformation; --, therefor.
Column 22, Line 38, In Claim 12, delete “according” and insert -- system according --, therefor.

Signed and Sealed this
Fourteenth Day of May, 2013

Teresa Stanek Rea
Acting Director of the United States Patent and Trademark Olffice
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