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CONVEYING DATA FROM A HARDWARLE
DEVICE TO A CIRCUIT SIMULATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application 1s a continuation of U.S. applica-
tion Ser. No. 12/946,721, filed Nov. 15, 2010 (now U.S. Pat.
No. 8,195,442), which 1s a continuation of U.S. application
Ser. No. 11/357,064, filed Nov. 6, 2006 (now U.S. Pat. No.
7,835,897), which 1s a continuation of U.S. application Ser.
No. 10/158,648, filed May 31, 2002 (originally 1ssued as U.S.
Pat. No. 7,226,490 later reissued as U.S. Pat. No. RE42,227
from U.S. application Ser. No. 12/481,943), which 1s a con-
tinuation-in-part of U.S. application Ser. No. 09/751,573,
filed Dec. 28, 2000, now U.S. Pat. No. 7,050,962, which
claims the benefit of provisional application 60/193,169 filed
on Mar. 28, 2000. The disclosures of each of the above-
referenced applications are incorporated by reference herein
in their entireties.

BACKGROUND OF THE INVENTION

Prior to reducing an integrated circuit design to a form
suitable for fabrication, the integrated circuit design 1s often
simulated 1n software on a computer to allow the design to be
optimized and debugged. Typically, using a hardware
description language (e.g., Verilog), the circuit designer pre-
pares a description of the integrated circuit, which 1s then
compiled 1nto a software model to be simulated on the com-
putes (e.g., an engineering workstation).

When an imtegrated circuit that connects to peripheral
hardware, such as an LCD display or a Universal Serial Bus
(USB) port, 1s stmulated, the peripheral hardware 1s modeled
in the hardware description language and communication
with the peripheral hardware 1s also simulated. However,
such a model of the peripheral hardware does not behave
completely accurately and correctly. There are often logical,
clectrical, or timing differences between the simulation
model and the physical peripheral hardware. When the inte-
grated circuit 1s manufactured and connected to the actual
peripheral hardware, these problems will become apparent
and the integrated circuit will often need to be redesigned to
compensate for them.

SUMMARY OF THE INVENTION

The present invention allows a logic circuit simulator run-
ning on a host computer (e.g., a personal computer) and
simulating a circuit (“simulated device™) to connect to a
physical peripheral hardware device. The present invention
provides a method and an apparatus for transferring data
between a circuit simulation and the peripheral hardware
device. In one embodiment, an interface software program
also installed on said host computer 1s provided to handle
communication between the operating system drivers for the
peripheral hardware device and the simulated device. The
peripheral hardware device can be, for example, a computer
display monitor.

According to the present invention, data sent to a sitmulated
device from a physical peripheral hardware device 1s recerved
by the interface software and stored 1n buffers in the existing,
memory 1n the host computer. Said interface software 1n said
host computer repackages the data into a second format for
transmission to said simulated device. In one embodiment,
the data from said physical peripheral hardware device 1s sent
to the operating system of said host computer. Said interface
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soltware intercepts said data and examines it. If said data 1s
intended for said simulated device, said interface software
loads 1t into said data buifers, subsequently repackages said
data into a second format for transmission to said simulated
device and sends said repackaged data to the simulated
device. If said data from said physical peripheral hardware
device 1s not intended for said simulated device, said interface
soltware program sends said data on to said host computer
operating system.

Similarly, the interface software in the host computer
repackages data recerved from the simulated device into
proper format for transmission to the physical peripheral
hardware device. Under this arrangement, the existing
memory 1n the host computer 1s used to builer data commu-
nicated between said simulated device and said physical
peripheral hardware device. In one embodiment, the data
from said simulated device 1s sent to the interface software
program. I said data 1s intended for said physical peripheral
hardware device, said interface software program repackages
said data and sends said data to said host computer operating
system for transmission to said physical peripheral hardware
device. Said operating system 1s notified that said data is
intended for said physical peripheral hardware device
because said interface software program uses a specific appli-
cation program interface (API) of the operating system used
specifically to access said physical peripheral hardware
device.

In one embodiment, the interface software of the host com-
puter 1s implemented as a multithread program including four
executing threads. One thread 1s a task that recerves data from
the physical peripheral hardware device and stores said
received data 1n a first buifer. A second thread 1s a task that
polls said first buller for said received data. This second
thread repackages said received data and sends said repack-
aged data via the simulation interface to the simulated device.
A third thread 1s a task that receives data from said simulated
device via said simulation interface and stores said recerved
data in a second butler. A fourth thread 1s a task that polls said
second bufler for said data recerved from said simulated
device. Said fourth thread repackages said data recerved from
said stmulated device and sends said repackaged data to said
physical peripheral hardware device using an API of the oper-
ating system software of said host computer.

In another embodiment, the interface software of the host
computer 1s implemented as a multithread program, as 1n the
previous embodiment, except that the second buffer 1s elimi-
nated and the third and fourth threads are combined into a
single thread. In this embodiment, the tasks of the single
thread receive data from the simulated device via the simula-
tion interface, repackages said recerved data and sends said
repackaged to said physical peripheral hardware device using
an API of the operating system software of said host com-
puter. This approach 1s possible because a circuit simulation
runs at a much slower speed than the physical peripheral
hardware device, such that data received from the simulated
device can be repackaged and sent to the physical peripheral
hardware device before the next data packet’s arrival from the
circuit simulation.

In yet another embodiment, the interface software of the
host computer 1s implemented as a multithreaded program
having, in one instance, two executing threads. One thread 1s
a task that receives data from the physical peripheral hard-
ware device, stores said received data 1n a bulfer, retrieves
said stored data for repackaging, and sends said repackaged
data via a simulation interface to the simulated device.
Another thread 1s a task that recerves data from said simulated
device via said simulation interface from said simulated
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device, repackages said data and sends said repackaged data
to said physical peripheral hardware device using an API of
the operating system software of said host computer.
Further features and advantages of various embodiments of
the invention are described in the detailed description below,

which 1s given by way of example only.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be understood more fully from
the detailed description given below and from the accompa-
nying drawings of the preferred embodiment of the invention,
which, however, should not be taken to limit the 1invention to
the specific embodiment but are for explanation and under-
standing only.

FIG. 1 shows a computer with various hardware peripher-
als including built-in peripherals and external peripherals.

FI1G. 2 shows a block diagram of typical computer software
including low-level hardware drivers, an operating system,
application programs, and a user interface.

FI1G. 3 1s a block diagram showing the functions performed
by SoitBridge program 200, in accordance with one embodi-
ment of the present invention.

FI1G. 4 1s a block diagram showing the functions performed
by SoftBridge program 200, 1n accordance with a second

embodiment of the present invention.

FIG. 515 a block diagram showing the functions performed
by SoftBridge program 200, in accordance with a third
embodiment of the present invention.

In the following detailed description, to simplify the

description, like elements are provided like reference numer-
als.

DETAILED DESCRIPTION

Soitware that allows a logic circuit simulator running on a
host computer (e.g., a personal computer) and simulating a
circuit (“simulated device™) to connect to a physical periph-
eral hardware device 1s described. In the following descrip-
tion, numerous specific details are set forth, such as the
peripheral interface, the operating system, the type of com-
puter, etc., 1n order to provide a thorough understanding of the
present invention. It will be obvious, however, to one skilled
in the art that these specific details need not be used to practice
the present invention. In other instances, well known struc-
tures, functions, and software programs have not been shown
in detail in order not to unnecessarily obscure the present
invention.

FI1G. 1 shows a typical computer configuration that imple-
ments the present invention. The processor 101 connects via
high-speed processor-system bus 120 to the cache controller
102 and the cache memory 103. Said cache controller 102
connects via a medium speed memory-system bus 130 to
main memory 104 and bridge 105 as well as to high speed
peripheral devices such as fast mass storage device 106, fast
display 107, and other fast peripherals 108. Note that said
processor 101 also connects directly via medium speed
memory-system bus 130 to said high speed peripherals fast
mass storage device 106, fast display 107, and other fast
peripherals 108. Said bridge 103 acts to connect the medium
speed memory-system bus 130 to low-speed system bus 140
which connects to slow peripherals slow display 109, key-
board 110, mouse 111, slow mass storage device 112, printer
113, and slow peripherals 114. All peripherals, fast or slow,
are shown 1n shaded box 150. Note that peripherals may 1n
fact be boards or chips that drive peripheral devices, but for
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the purposes of this invention, we do not differentiate
between the chips or board that drives a peripheral and the
peripheral itsell.

FIG. 2 shows a block diagram of the software executing on
processor 101. At the lowest level 1s the driver software for
hardware peripherals 205. This soitware, usually supplied by
the manufacturer of said peripherals allows computer oper-
ating system software 204 to access said peripherals without
detailed knowledge of the hardware design or the operation of
said peripherals. Said operating system also includes routines
called hardware peripheral application program interfaces
(APIs) 202 that allow application programs to indirectly
access the hardware peripherals via said operating system. In
this way, application programs can control the peripherals but
the operating system can override said control or can allocate
these peripherals to application programs according to par-
ticular priorities.

A circuit simulation program 203 runs at a higher level than
the operating system and uses the operating system to com-
municate with the user to display information via a peripheral
such as a monitor or a printer. Said simulation program also
uses the operating system to get information from a user via
the mouse or keyboard. The operating system 204 also allows
said simulation 203 and other applications to be running
simultaneously and allocates time and resources to all appli-
cations according to set priorities.

One embodiment of the mvention 1s shown as SoftBridge
program 200, an application program that runs on top of the
operating system, which controls the computer resources
allocated to 1t. The SoitBridge program 200 can communicate
to the simulation 203 via a software interface called a pro-
gramming language interface (PLI) 206.

Note that the SoitBridge program 200 can use the hardware
peripheral APIs 202 to access the hardware peripherals 1ndi-
rectly. In some cases, to increase performance for example, 1t
may be necessary for the SoftBridge program 200 to access
the driver software 205 directly, bypassing the operating sys-
tem 204 and the APIs provided by the operating system.

Theuser interface 201 1s the part of the SoftBridge program
200 that allows the human user to enter information and
control operation of the program 200. Said user interface 201
also gives results back to the human user.

In prior art, a circuit stmulation of a device that drives a
hardware peripheral would output raw data. An engineer
would then look over the data and compare it manually to a
specification for said hardware peripheral to determine
whether the data 1s correct. This manual checking of data1s a
time consuming operation that 1s prone to human error and
limits the amount of simulation that can be run because time
in the development process must be allocated for humans to
check the results. Another prior art method 1s to create a
circuit simulation of the hardware peripheral (“simulated
peripheral”) and have the simulated device drive the simu-
lated peripheral and observe that the correct behavior occurs.
This method requires that an engineer write a model for said
hardware peripheral. Not only does this take time to develop
said model, but the model 1tself 1s prone to human error
because it may not be completely correct and may thus not
accurately model the true behavior of the peripheral hard-
ware. Because the circuit simulation software must now
simulate not only the device that drives the software but also
the peripheral hardware device being driven, the simulation
soltware runs much slower.

In prior art, a stmulated device that receives data from a
hardware peripheral would need to have raw data written by
an engineer and then used by the simulation software as
stimuli for the device. This manual creation of data 1s a time
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consuming operation that 1s prone to human error and limaits
the amount of stmulation that can be run because time in the
development process must be allocated for humans to create
the data. Another prior art method 1s to create a circuit simu-
lation of the hardware peripheral and have the simulated
peripheral drive the simulated device and observe that the
behavior 1s correct. This method requires that an engineer
write a model for the hardware peripheral. Not only does this
take time to develop said model, but the model 1tself 1s prone
to human error because it may not be completely correct and
may thus not accurately model the true behavior of the periph-
eral hardware. Because the circuit simulation software must
now simulate not only the device that drives the soitware but
also the peripheral hardware device being driven, the simu-
lation software runs much slower.

In other prior art, a hardware peripheral device 1s con-
nected, pin by pin, to another hardware peripheral device
called a hardware modeler interface, which 1s 1n turn con-

nected to a host computer. Said host computer runs a circuit
simulation of a device. Whenever said simulated device
intends to stimulate said hardware peripheral, said simulation
software notifies special hardware modeling software, which
forces said hardware modeler interface to assert or deassert
signals to said hardware peripheral according to the simulated
device outputs. Similarly, whenever said hardware peripheral
outputs change, said signals are sent to said hardware modeler
interface, which notifies said hardware modeling software,
which 1n turn notifies said simulation software, which stimu-
lates said simulated device. This method requires very spe-
cialized software, the hardware modeling software, to inter-
face between the simulation software and the hardware
modeler interface. This hardware modeling software must
continually be rewritten to be compatible with new operating
systems, new host computers, or new simulation software.
The hardware modeler interface 1s a costly, specialized piece
of hardware that must physically be connected to the hard-
ware peripheral. Said hardware modeler interface 1s limited to
connecting to certain hardware peripheral devices by the type
and size of the connectors that it has available. For example,
to connect to an ISA card, said hardware modeler intertface
must have an ISA connector and to connect to a PCI card, said
hardware modeler interface must have a PCI connector. To be
able to connect to any kind of peripheral device would require
said hardware modeler interface to comprise an extremely
large circuit board with dozens of connectors, or consist of
dozens of different boards for connecting to diflerent periph-
eral hardware devices.

The present invention overcomes the limitations of the
prior art by interfacing a real hardware peripheral to the
circuit simulation of said device, taking advantage of standard
software that 1s easily available and has already been fully
tested. This standard software includes driver software and
APIs that are written by the hardware peripheral manufac-
turer and are included in most standard operating systems. As
shown 1n FIG. 3, data from the circuit simulation 203 of said
device that 1s mtended to drive said hardware peripheral 1s
sent to the SoftBridge program 200 from the circuit simula-
tion program PLI. The SoftBridge program 200 sends said
data to the hardware peripheral either via the hardware
peripheral API 202 of the operating system or directly to the
hardware peripheral device drivers 205. Data from the hard-
ware peripherals 1s retrieved by the SoftBridge program 200
either from the hardware peripheral API 202 of the operating
system or directly from the hardware peripheral device driv-
ers 205. The SoftBridge program 200 sends said data to the
circuit simulation 203 via the circuit sitmulation program PLI.
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FIG. 3 shows a block diagram of the SoftBridge program.
In this embodiment, the SoftBridge program 200 has a start
routine 301 that initiates the program and begins execution
upon 1nput from the user. Said start routine initializes four
independent threads that run simultaneously, thread 1 (310),
thread 2 (320), thread 3 (330), and thread 4 (340). Thread 1
consists of a data reception routine 302 that recerves data
from the hardware peripheral either via the operating system
API 202 or directly from the hardware drivers. Said data
reception routine 302 may obtain said data by polling the
hardware or alternatively via an interrupt mechanism that
signals the thread whenever data 1s available from said hard-
ware. Said data reception soitware routine 302 recerves said
data and stores it 1n a shared memory buffer 303. Thread 2
consists of data transmission routine 304 that polls said
shared buffer 303. When data is available 1n said shared butfer
303, said data transmission routine 304 retrieves said data. If
necessary, data transmission routine 304 modifies said data to
be acceptable to the circuit simulator 203. Data transmission
routine 304 then transmits said data to said circuit simulator
via a PLI.

Thread 4 consists of a data reception routine 307 that
retrieves data from circuit simulator 203 via a PLI. Thread 4
may obtain said data by polling the circuit simulator or alter-
natrvely via an interrupt mechanism that signals the thread
whenever data 1s available from said circuit simulator. Said
data reception routine 307 stores said recerved data in shared
memory buffer 306. Thread 3 consists of data transmission
routine 305 that polls said shared bufler 306. When data 1s
available 1n said shared butier 306, said data reception routine
305 retrieves said data. If necessary, said data reception rou-
tine 305 modifies said data to be acceptable to the hardware
peripheral. Said data reception routine 305 then transmits said
data to said hardware peripheral either via the operating sys-
tem API 202 or directly to the hardware drivers.

In this embodiment, the SoftBridge program 200 has a stop
routine 308 that takes input from the user 1n order to stop all
executing threads of the program.

FIG. 4 shows another embodiment of the SoftBridge pro-
gram 200. In this embodiment, the SoftBridge program 200
has a start routine 301 that imitiates the program and begins
execution upon input from the user. Said start routine 1nitial-
1zes three independent threads that run simultaneously, thread
1 (410), thread 2 (420), and thread 3 (430). Thread 1 consists
ol a data reception routine 302 that recerves data from the
hardware peripheral either via the operating system API 202
or directly from the hardware drivers. Said data reception
routine 302 may obtain said data by polling the hardware or
alternatively via an interrupt mechanism that signals the
thread whenever data 1s available from said hardware. Said
data reception software routine 302 recerves said data and
stores 1t 1n a shared memory bufier 303. Thread 2 consists of
data transmaission routine 304 that polls said shared butfer
303. When data 1s available 1n said shared bufter 303, said
data transmission routine 304 retrieves said data. If necessary,
data transmission routine 304 modifies said data to be accept-
able to the circuit simulator 203. Data transmission routine
304 then transmits said data to said circuit simulator viaa PLI.

Thread 3 consists of a data reception routine 307 that
retrieves data from circuit simulator 203 via a PLI and a data
transmission routine 305 that transmits said data to the hard-
ware peripheral either via the operating system API 202 or
directly to the hardware drivers. Thread 3 may obtain said
data by polling the circuit simulator or alternatively via an
interrupt mechanism that signals the thread whenever data 1s
available from said circuit simulator. Said data reception rou-
tine 307 sends said received data to said data reception routine
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305 that modifies said data to be acceptable to the hardware
peripheral, 1f necessary, then transmaits said data to said hard-
ware peripheral either via the operating system API 202 or
directly to the hardware drivers. This embodiment takes
advantage of the fact that the circuit simulator 203 1s running
much slower than the software of the SoftBridge program 200
and that the hardware peripheral can receive data at a faster
rate than the software can send 1t. Therefore there 1s only a
single thread to retrieve data from the circuit simulator and
send 1t to the hardware peripheral. In this embodiment, the
SoftBridge program 200 can perform the entire operation of
thread 3 without slowing down the circuit simulator or the
hardware peripheral. Unlike the embodiment shown 1n FIG.
3, this embodiment does not need a shared memory bulifer
between data reception routine 307 and data transmission
routine 305.

In this embodiment, the SoitBridge program 200 has a stop
routine 308 that takes input from the user 1n order to stop all

executing threads of the program.

FIG. 5 shows another embodiment of the SoftBridge pro-
gram 200. In this embodiment, the SoftBridge program 200
has a start routine 301 that initiates the program and begins
execution upon mput from the user. Said start routine 1nitial-
1zes two independent threads that run simultaneously, thread
1 (510), and thread 2 (520). Thread 1 consists of a data
reception routine 302 and a data transmission routine 304.
Data reception routine 302 receives data from the hardware
peripheral either via the operating system API 202 or directly
from the hardware drivers. Said data reception routine 302
may obtain said data by polling the hardware or alternatively
via an interrupt mechanism that signals the thread whenever
data 1s available from said hardware. Said data reception
software routine 302 receives said data and sends it to said
data transmission routine 304 that modifies said data to be
acceptable to the circuit simulator 203, 11 necessary, then
transmits 1t to said circuit simulator via a PLI. This embodi-
ment takes advantage of the fact that the hardware peripheral
sends data at a slower rate than the software of the SoftBridge
program 200 can receive it. Therefore, there 1s only a single
thread to retrieve data from the hardware peripheral and send
it to the circuit simulator. In this embodiment, the SoftBridge
program 200 can perform the entire operation of thread 1
without missing data from the hardware peripheral. Unlike
the embodiment shown 1n FIG. 4, this embodiment does not
need a shared memory butler between data reception routine
302 and data transmaission routine 304.

Thread 2 consists of a data reception routine 307 that
retrieves data from circuit simulator 203 via a PLI and a data
transmission routine 305 that transmits said data to the hard-
ware peripheral etther via the operating system API 202 or
directly to the hardware drivers. Thread 2 may obtain said
data by polling the circuit simulator or alternatively via an
interrupt mechanism that signals the thread whenever data 1s
available from said circuit simulator. Said data reception rou-
tine 307 sends said received data to said data reception routine
305 that modifies said data in order to be acceptable to the
hardware peripheral, 1f necessary, then transmits said data to
said hardware peripheral either via the operating system API
202 or directly to the hardware drivers.

In this embodiment, the SoitBridge program 200 has a stop
routine 308 that takes input from the user 1n order to stop all
executing threads of the program.

Various modifications and adaptations of the operations
described here would be apparent to those skilled in the art
based on the above disclosure. Many variations and modifi-
cations within the scope of the present SoftBridge program
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200 are therefore possible. The present SoftBridge program
200 1s set forth by the following claims.

I claim:

1. A method of conveying data to a circuit simulator pro-
gram, comprising:

recerving data at a computer system Irom a non-emulated
peripheral device at a first rate;

the computer system temporarily storing the received data
in a butfer implemented 1n a memory of the computer
system; and

the computer system transierring at least a portion of the
temporarily stored data to a circuit stmulator program,
wherein the circuit stmulator program simulates an elec-
tronic device designed to interact with the non-emulated
peripheral device, and wherein the transferring occurs at
a second rate that 1s less than the first rate.

2. The method of claim 1, further comprising the computer
system, prior to said transferring, repackaging the at least a
portion of the temporarily stored data mnto a data format
compatible with the circuit simulator program.

3. The method of claim 1, wherein electronics of the non-
emulated peripheral device are configured to perform one or
more functions of the non-emulated peripheral device in real-
time, and wherein the simulated electronic device 1s designed
to receive mput generated by the one or more functions.

4. The method of claim 1, wherein a first thread of a
program executing on the computer system receives the data
from the non-emulated peripheral device; and

wherein the method further comprises:

a second thread of the program executing on the computer
system recerving additional data from the circuit simu-
lator program, wherein the additional data was transmiut-
ted responsive to transierring the at least a portion of the
temporarily stored data to the circuit simulator program;
and

the second thread transmitting the additional data to the
non-emulated peripheral device.

5. The method of claim 4, wherein for a given data packet
received by the second thread from the circuit simulator pro-
gram, the second thread transmits data from the data packet to
the non-emulated peripheral device betfore the second thread
receives a next data packet from the circuit simulator pro-
gram.

6. The method of claam 1, wherein the non-emulated
peripheral device operates in real-time and was not pro-
grammed with instructions by a party that 1s using the com-
puter system to perform testing on the simulated electronic
device.

7. The method of claim 1, wherein the circuit simulator
program 1s executing on the computer system.

8. An article of manufacture comprising a non-transitory
computer-readable storage medium having stored thereon
instructions that are executable to cause the computer system
to perform operations comprising:

recerving data from a non-emulated peripheral device at a
first rate;

temporarily storing the received data 1n a bufler imple-
mented 1n a memory of the computer system; and

transierring at least a portion of the temporarily stored data
to a circuit stmulator program, wherein the circuit simu-
lator program simulates an electronic device designed to
interact with the non-emulated peripheral device, and
wherein the transferring occurs at a second rate that 1s
less than the first rate.

9. The article of manufacture of claim 8, wherein the non-

emulated peripheral device 1s configured to perform one or
more functions of the non-emulated peripheral device in real-
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time 1n order to produce output data, wherein the electronic
device 1s designed to recerve and operate on the produced
output data, and wherein the non-emulated peripheral device
1s non-reprogrammable to cause at least one of the one or
more functions to be performed differently.

10. The article of manufacture of claim 8, wherein the
operations further comprise transierring the at least a portion
of the temporarly stored data to the circuit simulator by
bypassing an operating system of the computer system.

11. The article of manufacture of claim 8, wherein the
operations further comprise:

receiving user mput data; and

initiating a plurality of threads 1n response to the user input

data, wherein the plurality of threads transfer data
between the circuit simulator program and the non-emu-
lated peripheral device.

12. The article of manufacture of claim 8, wherein the
operations further comprise modifying the data received from
the non-emulated peripheral device to a format acceptable to
the circuit simulator program, wherein the data received from
the non-emulated peripheral device 1s originally recetved in a
different format.

13. A computer system, comprising;:

a Processor;

a peripheral connection interface; and

a non-transitory computer-readable storage medium hav-

ing instructions stored thereon that are executable by the
processor to cause the computer system to perform
operations comprising;:

receiving data via the peripheral connection interface from

a non-emulated peripheral device, wherein the data 1s
recetved at a first rate;

creating a buffer 1n a memory of the computer system;

temporarily storing the receirved data 1n the bufler; and
transferring at least a portion of the temporarily stored data
to a circuit simulator program, wherein the circuit simu-
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lator program simulates an electronic device designed to
interact with the non-emulated pernipheral device,
wherein the transferring occurs at a second rate that 1s
less than the first rate.
14. The computer system of claim 13, wherein the data 1s
received 1n a first quantity over a first length of time;
wherein the at least a portion of the data 1s transierred 1n a
second quantity over a second length of time, wherein
the second quantity 1s less than the first quantity; and

wherein the second quantity divided by the second length
of time yields the second rate that 1s less than the first
rate.

15. The computer system of claim 13, wherein the opera-
tions further comprise receiving the data via device driver
soltware for the non-emulated peripheral device that 1s run-
ning on the computer system.

16. The computer system of claim 15, wherein the device
driver soitware 1s part of an operating system of the computer
system.

17. The computer system of claim 13, wherein the opera-
tions further comprise causing additional data to be transmut-
ted from the circuit simulator program to the peripheral
device, wherein the additional data 1s transmitted responsive
to the circuit simulator program receiving and processing the
at least a portion of the temporarily stored data.

18. The computer system of claim 13, further comprising
the peripheral device, wherein the peripheral device 1s
coupled to the peripheral connection interface, and wherein
the peripheral device 1s configured and the electronic device
1s designed to receive and process data transmitted via one or
more communication protocols that are operable over the
peripheral connection interface.

19. The computer system of claim 13, wherein the opera-
tions further comprise modilying the received data prior to
said transierring.
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