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1
NODE AUTHENTICATION

FIELD OF THE INVENTION

This invention relates to a system and method of accessing,
a service on a node.

RELATED ART

In distributed computing environments, such as the Inter-
net, a large number of client devices and servers are intercon-
nected, and each can be considered as a node 1n a network.
Nodes 1n the network can offer services to other nodes that
can connect to that specific node. The offered service may be
something relatively simple such as a database of informa-
tion, or may be a more complex e-commerce arrangement
such as a shopping website offering goods for purchase. A
very high proportion of the nodes that offer services need to
carry out an authentication process on any node that makes an
access request to the node offering the service.

At the present time, there are two principal methods by
which this authentication 1s executed. A first method 1s for the
node that 1s offering the service and the node that 1s making,
the access request to the service to be connected 1n a secure
manner. This requires the node offering the service to directly
authenticate the node that 1s requesting access, usually by
receiving from the node an encrypted but recognizable
authentication datum such as a password or certificate. In this
way, the node offering the service 1s able to authenticate the
accessing node. The main disadvantage of this authentication
method 1s that the only nodes that can securely access the
offered service are those nodes for which there 1s an already
existing confirmed security procedure with the node offering
the service.

A second existing method of authenticating a node uses a
central repository ol mmformation detailing authenticated
nodes. Such a system 1s divulged in United States Patent
Application Publication US2005/01146350, which discloses a
hybrid authentication system for securing communication.
The system 1ncludes a distributed authentication infrastruc-
ture with a series of nodes 1n communication with each other.
These nodes are intended to perform a series of functions, one
of these functions being the authentication of other nodes.
The system further includes a centralized authentication
inirastructure, which 1s later integrated into the distributed
authentication infrastructure after the distributed authentica-
tion infrastructure has been established. The centralized
authentication 1infrastructure includes a central server
coupled to the nodes for veritying the identification of the
nodes and/or granting permission to those nodes. The main
disadvantage of this type of authentication method 1s that
there 1s an additional requirement of the upkeep of the central
repository, which 1s non-trivial in size. Equally, the central
repository system maintains a barrier to new services being
offered and new nodes accessing existing services, as these
must all be correctly logged with the authentication inira-
structure.

SUMMARY OF THE INVENTION

According to a first aspect of the present invention, there 1s
provided a system for accessing a service on a terminal node,
the system comprising a chain of nodes, the chain comprising,
a first node, one or more intermediate nodes, and the terminal
node, the terminal node maintaining the service, wherein the
first node 1s arranged to initiate an access request and to
transmit the access request to an adjacent node, each inter-
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2

mediate node 1s arranged to authenticate the transmitting
node and to transmit the access request to an adjacent node,
and the terminal node 1s arranged to authenticate the trans-
mitting node and to execute the access request.

According to a second aspect of the present invention, there
1s provided a method of accessing a service on a terminal
node, the node forming part of a system comprising a chain of
nodes, the chain comprising a first node, one or more inter-
mediate nodes, and the terminal node, the terminal node
maintaining the service, the method comprising: initiating an
access request at the first node, transmitting the access request
to an adjacent node, authenticating the transmitting node at
the adjacent node, repeating the transmitting and the authen-
ticating for further nodes 1n the chain, receving the access
request at the terminal node, authenticating the transmitting,
node at the terminal node, and executing the access request.

Owing to the 1nvention, 1t 1s possible to provide a system
and method that allows simple access to services offered by
nodes 1n a network, in a secure fashion, but without the
disadvantages of the prior art systems, as there 1s no need to
maintain any central repository of authenticated nodes, nor 1s
there the requirement that the node offering the service must
directly authenticate the node requesting access to the ser-
vice. In this system, each node only authenticates adjacent
nodes, and this creates a chain of “proxy trust” between nodes
in the network.

Advantageously, each node includes a database storing a
list of authenticated nodes, the list identilying adjacent nodes
that are authenticated. By storing a local list of the authenti-
cated adjacent nodes, each node can carry out the authentica-
tion of a node 1n a very simple and efficient manner.

Each node may include a database storing a list of available
services, each available service 1n the list provided by an
external node having associated details of an adjacent node
through which the respective service 1s accessible. If a node
maintains a list of services that are available, then this can be
casily discovered by enquiry. The storage of the details of the
adjacent node through which external services can be found
assists the correct routing of any access request that is
received. Ideally, each node 1n the chain 1s arranged, upon
receipt of a specific request from an authenticated node, to
transmit the list of available services to the authenticated
node.

Beneficially, each node in the chain 1s arranged, upon
receipt of an access request from an authenticated node, to
encapsulate the access request with a local 1dentifier. This
method of passing on access requests, by wrapping the
request 1n a local identifier, assists the authentication proce-
dure, when the access request 1s passed to the next node.

DETAILED DESCRIPTION OF THE INVENTION

Embodiments of the present invention will now be
described, by way of example only, with reference to the
accompanying drawings.

FIG. 1 1s a schematic diagram of a chain of nodes.

FI1G. 2 1s a further schematic diagram of the chain of nodes.

FIG. 3 1s a flowchart of a method of accessing a service on

a node.
FIG. 4 1s a schematic diagram of a node.

FIG. 5 1s schematic diagram of a network of nodes.
FIG. 6 15 a flowchart of a method establishing trust 1n the

chain of nodes.
FIG. 7 1s flowchart of a method of accessing a service on a
node.

DETAILED DESCRIPTION OF THE INVENTION

A chain 10 of nodes 12 1s shown 1n FIG. 1. One purpose of
the invention 1s to describe a secure distributed trust for
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authentication between two or more nodes. Instead of having
a central component to which all nodes double check authen-
tication credentials or having large “trust domains™ to which
all nodes need to be known, the 1dea 1s to have only peer-to-
peer trust, and then have nodes to authenticate to other nodes
on behalf of entities known to the node 1tself. An example of
a solution would be a set of nodes that 1s known to each other
via a peer-to-peer schema. Although a “chain™ of nodes 1s
shown 1n FIG. 1, 1t will be appreciated that the chain 10 1s a
part of a much larger network of nodes 12, with multiple
connections between nodes 12. However any connection
between two nodes 12 can be considered as a chain 10 of
nodes 12.

FIG. 1 describes the 1dea. The chain 10 of nodes 12 has a
first node 12a, intermediate nodes 125, and a terminal node
12¢. Node A knows node B, node B know node A and node C
etc., but node D does not know node A. Zones 14 define
adjacent nodes that are authenticated. An example of the
solution 1s shown in FIG. 1. The solution allows for a much
simplified architecture for security and authentication/autho-
rization. There 1s no need to for a common user catalogue or
any third party authentication repository. Everything 1s based
on a “chain of trust”. For example, a user that connects to note
A, and 1s trusted by that node, will be trusted by node B on the
basis that node B trusts node A and, as a result, node B does
not need to execute any authentication/authorization actions
with respect of that user.

One of the main 1ssues when building large infrastructures,
where multiple domains need to authenticate users between
cach other, 1s the need for common user libraries, passing of
certificates, etc. Especially 1n a consumer-dealer-producer
chain, 1t 1s very often a problem that the producers need to
have records of all consumers. There are several practical
implications of this, where one 1s the risk of user information
belonging to distributor X “leaking” over to distributor Y, as
well as the fact that consumer needs to be known to the
producer, which 1s in 1tself a problem as the producer needs to
implement a mechanism to register a very large amount of
users 1n their system. Therefore, one of the advantages of this
solution compared to existing solutions 1s the total 1solation of
the end-user from applications.

FIG. 2 shows the chain 10 of nodes 12 1n operation. The
system 1s providing access to a service 18 on the terminal
node 12¢. The chain 10 comprises a first node 12a, one or
more 1ntermediate nodes 125, and the terminal node 12¢,
which 1s maintaiming the service 18. The first node 124 1s
arranged to 1nitiate an access request 16 and to transmit the
access request 16 to an adjacent node, 1n this case node B.

Each imtermediate node 125 1s arranged to authenticate the
transmitting node and to transmit the access request 16 to an
adjacent node, and the terminal node 12¢ 1s arranged to
authenticate the transmitting node and to execute the access
request 16. In this way the node A accesses the service Z on
node D 1s a secure fashion, without the need for node D to
directly authorize the accessing node. Because node D trusts
node C, and the access comes {from a trusted node, the termi-
nal node D does not to authenticate, or even know about, the
source node.

The method of operating the system of FIGS. 1 and 2 1s
summarized m FIG. 3. The method comprises, at the first
node 12a, mmtiating the access request 16 and transmitting,
that request to an adjacent node 12. At the intermediate nodes
125, there 1s the repetition of authentication of the transmit-
ting node and transmission of the access request 16 to an
adjacent node. Finally the access request 1s received at the
terminal node 12¢, where again authentication of the trans-
mitting node 1s carried out, followed by execution of the
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access request 16. The execution of the access request may be
a simple single task, where the first node 124 has made a data
request, for example, or the access request 16 may be the
opening of an extensive communication between the first
node 12a and the terminal node 12c¢.

T'he authentication tlow 1s for a user who 1s accessing node
A, but wants to get something executed on node D. The user
doesn’t know that what he wishes to have executed actually
ex1st on node D, he only know about node A. Node A authen-
ticates the user and encapsulate the user credentials with its
own credentials and passes on the request to node B on behalf
ofthe user. Node B accepts the request as it knows node A (but
does not know about the user) and there 1s no need for node B
to unpack the user credentials, only looking at node A’s
credentials. Then node B encapsulates the request and passes
it on to node C. Node C will accept the request as i1t can
authenticate node B but have no knowledge of either node A
or the user connected to node A. In this way the access request
16 passes along the chain 10. Finally the request 16 will reach
node D, which will accept the call 16 as 1t trusts node C and
node D will execute the request 16.

A single node 12 1s 1llustrated, in more detail, in FIG. 4. The
node 12 includes a database 20 storing a list of authenticated
nodes, the list identifying adjacent nodes that are authenti-
cated. The database 20 contains details of the two nodes A and
C, which are the adjacent nodes to node B. The database 20
could simply be a list of network addresses of nodes that are
authenticated, or could be a list of device details correspond-
ing to the authenticated nodes.

The node 12 also includes a database 22 storing a list of
available services, each available service 1n the list provided
by an external node having associated details of an adjacent
node through which the respective service 1s accessible. In the
simple example of FIGS. 1 to 4, there 15 only a single service
7., which 1s offered by node D. However, node B only stores
the details of the node through which that service 1s available,
in this case node C. Node B does not know the final address of
the location of the service Z, only the connection to make to
reach the service.

Each node 12 in the chain 10 1s arranged, upon receipt of a
specific request from an authenticated node 12, to transmit the
list of available services to the authenticated node 12 that
makes the request. This allows discovery of services, for
example when a new service 1s added to an already existing
node that 1s authenticated within a chain of nodes.

FIG. 4 also illustrates the fact that, in an embodiment, each
node 12 1n the chain 10 1s arranged, upon receipt of the access
request 16 from an authenticated node, to encapsulate the
access request 16 with a local 1dentifier. In FIG. 4, 1t can be
seen that the mncoming request 16 has been “wrapped” (1n a
logical sense) 1n an 1dentifier that indicates that source of the
access request 16 1s now the node B. When the request 16 1s
subsequently transmitted to the next node 12, then that node
12 will identity the source of the request as node B and will
check in the local database 20 to see 1f node B 1s authent-
cated.

An example scenario for the chain 10 could be a consumer-
distributor-producer chain, for example in the automobile
industry, shown 1n FIG. 5. A car producer 24 allows consumer
26 to build virtually their new car in an I'T-system and directly
place the order of the virtually built car, but the interface
between the consumers 26 and the producer 24 goes via a
distributor 28. Therefore, a consumer 26 accesses the car
building solution via the distributor 28.

The distributor front end system takes care of authentica-
tion and 1dentification of the consumer (for example, a credit
check and validation of address). Then the consumer 26 1s
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passed on to the producer’s system. All access to the car
building solution of the producer 24 1s authenticated and
authorized via the distributor’s credentials on behalf of the
consumer 26. When a consumer 26 from group A accesses the
service provide by the producer 24, neither the producer 24
nor the other distributors 28 are aware or know anything about
that consumer 26.

The system, which comprises a chain of nodes from within
a network of nodes provides a method where the chain of
nodes are connected 1n a chain of trust and each node only
know about their peer on each side, and has no knowledge of
the whole chain. In this chain, nodes offer services to all
participants 1n the chain. Any node can offer any services
available 1n the chain to connecting clients. Authentication
and authorization (A& A) are only done at single node level.
No user information or credentials are shared between nodes.
Every node has their own A& A system, and this can be 1n any
form.

A request for service that propagates through the chain will
always be accepted as any request that comes 1n to the chain
will be trusted by all nodes as soon as a node has been A&A
by one of the nodes. The method 1s built around two steps,
firstly establishing “trust” between nodes and exchange ser-
vices to offer to each other, and secondly authentication of a
request.

In the general case of the chain, one can assume a series of
nodes, named node 1 (the first node) to node n (the terminal
node). Node n and node n-1 connect, announce available
services and establish trust for those services. The term
“trust” 1s here used to mean that node n will allow node n-1
to get any of announced services to be executed when
requested. Then node n—1 connects with n—-2 and announces
available services. Node n—1 will announce both 1ts own
services and the services available on node n, this without
mentioning that those services are available on a second node.
Now the chain goes on until a chain of trust is established all
the way from Node 1 to Node n. All nodes will then announce
available services (both local and via the established chain of
trust) to any clients attached to them. This method of estab-
lishing trust 1s illustrated 1n FIG. 6.

The flowchart of FI1G. 6 starts by cycling through the nodes
one at a time to firstly create the necessary databases (DB) on
each node. At the start of the flowchart, a variable M 1s set to
N, the total number of nodes 1n the chain. Then for each node
M, 1n turn, a check 1s made to see 1f node access and services
databases are present on the node, and if they do not currently
exist, then they are created on the specific node. An example

ol the structure of these databases 1s discussed below 1n more
detail, with respect to the “Node Access Table” and the “Ser-
vice Table”.

Once the necessary databases have been created, where
they did not already exist, then the variable M 1s once again set
to N (the total number of nodes) and a process of announcing,
services occurs. Starting with the terminal node (node N), the
services available are defined for that node and then the adja-
cent node (node M-1) 1s contacted and the available services
are announced to that adjacent node. These are added to the
services database of node M-1, and the node M-1 1s added to
the node access database of node M. This process identifies to
an adjacent node the services available, and gives that node
access to them. The variable M 1s then decremented, and the
process 1s repeated until the first node, node 1, 1s reached. At
this point, the trust chain 1s established.

In this general case, the execution of a request 1s handled as
tollows, 1llustrated in FIG. 7. Assuming that a client connects
to node 1 and ask for a service, node 1 will authenticate and
authorize the client based on its own, local, mechanism for
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this. Once the client 1s authenticated and authorized (A& A),
node 1 will wrap its own “credentials™ for the trust chain
around the request and pass 1t on to node 2 for execution.
Node 2 will now A&A this request based on node 1’°s “trust
credentials™ and either execute locally if 1t 1s a service locally
available at node 2, or wrap 1ts own trust credentials around
the request and pass i1t on to node 3. This will go on until the
request 1s execute by a node. Then the answer for the request
will be passed pack step after step where the wrapped creden-
tials will be pealed oif for each step. The executing node will
have no knowledge of the origin of the mitial request.

As shown in FIG. 7, node 1 1s accessing a named service on
a node further down the chain of nodes. The variable M 1s
used to track through the nodes until the correct node 1s found
that will execute the named service. Since the first node 1 1s
making the request, the variable M 1s first set to 1. Then the
service requested 1s looked up 1n the service table stored by
the node 1. This will identily whether the service required 1s
a local service (available from that node) or 1s to be requested
from an adjacent node. If the service 1snotlocal, then the node
M contacts the node M+1, wraps the service request 1n the
credentials of node M and passes that on to node M+1. This
node then checks 1f the service i1s local. This process 1s
repeated until the node 1s found for which the requested
service 1s a local service (to be found on that node). Once this
happens, then the flowchart moves through the “proceed” box
to the second half of the method.

Once the “proceed” stage 1s reached, then the requested
service 15 executed by the node M. If M=1 at this stage,
meaning that the service was a local service on the first node,
node 1, then the process terminates by providing the answer
to the client that made the orniginal service request. If the
service 1s found on a different node (such that M>1) then a
process of passing the answer back through the nodes 1n the
chain 1s carried out, by decrementing M by 1 until M=1.
During this process each node will “peal off” its own creden-
tials when 1t recerves the communication from an adjacent
node, and forward the package to the adjacent M-1 node.
When the package reaches the first node then the process
terminates by providing the answer to the client.

In relation to the process and database description, on each
node a database of trusted nodes and available services would
be established. In the embodiment of FIGS. 1 to 4, separate
databases where shown and described, but 1n the alternative
embodiment now discussed, these are formed as a single
database which has two tables, one table of known nodes and
one table that holds the information about the services on each
node.

The Node Access table defines “name”, which 1s a name of
the node, “IP”, the IP address of the node and “Service 1d”,
which 1s the key to the service table. For each service a certain
node should be given access to, a line will be created 1n the
Node table pointing to that “Service_1d”. The service table
defines “Service_1d”, which 1s the key to the nodes table,
“Real_node”, the node that offered the service, “Real loca-
tion”, which 1s the location of the service as announced by the
node (to request a service, “real_node” 1s used together with
the value of this field), and “announced_pseudo™, which 1s the
name of the service as the local node will announce it to other
nodes. This means that for all services that are truly local, the
“Real location” will hold the true value of where to find the
service on the local machine, but for all remote nodes, this
value will be whatever the remote node has announced the
services to be called, 1.e. taken from that nodes
“announced_pseudo” field. As an example of the database
structure 1s as follows:
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Node Access Table

Name IP Service_1d (key)

Node 1 XXX XX XX SID 1

Node 1 XX XX XXYY SID. 2

Local 127.0.0.1 SID 3

Service Table

Service_ 1d
(key) Real node  Real location Announced_ pseudo
SID 1 Node 3 announce name_ 1 service_ 1
SID 2 Node 3 announce name 2 service 2
SID_ 3 Local path/to/service service__3

To 1llustrate a practical example of this embodiment of the
database, a chain of three nodes 1s devised, and client access
1s given to node 1 1n the chain. Node 1 has one local service
called “process_customer”. Node 2 has one local service
called “find_product”. Node 3 has one local service called
“locate_person”. Node 3 will announce its service to node 2.
Node 2 will announce both its local service, and the service
given from node 3, to node 1. Node 1 will announce all of the
services, both the local one and the two given from node 2 to
its A& A clients. The database tables on each node will look as
tollows. NB there 1s no connection/direct trust between Node

1 and Node 3, and in this example, services are only
announced 1n one direction, 1.e., node 1 has not announced
any services to node 2 and node 2 has not announced any

services to node 3.
Node 1
Node Access Table
Name IP Service_ 1d
Auth_ clients X.X.X.mm SID_ 1
Auth_ clients X.X.X.mm SID_ 2
Auth_ clients X.X.X.mm SID_ 3
Service Table
Service__1d Real node Real location Announced_ pseudo
SID_ 1 Local fusr/bin/p__cust  process__customer
SID_ 2 Node_ 2 find_ product find_ product
SID_ 3 Node_ 2 locate__person locate__person
Node 2
Node Access Table
Name 1P Service_ 1d
Node_ 1 X.X.X.1 SID_ 1
Node_ 1 X.X.X.2 SID_ 2
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Service Table

Service_ 1d Real node Real_location Announced_ pseudo
SID_ 1 local fusr/bin/t_ pr find_ product
SID_ 2 Node_ 3 locate__person locate__person
Node 3
Node Access Table
Name IP Service_ 1d
Node_ 2 X.X.X.2 SID_ 1

Service Table

Service_ 1d (key) Real node Real location Announced pseudo

SID_ 1 local fusr/bin/l__pers locate person

In the above example, the establishment of the trust ser-
vices between two nodes can be a manual process. The sys-
tems administrators (“sysadm™) on nodes 2 and 3 would
contact each other. First “sysadm™ on node 3 would create his
local service table with information about the local service
and where to find them (in example above, only one service).
“Sysam’” on node 2 will give “sysadm”™ on node 3 IP address
ol node 2. “Sysadm” on node 3 will add node 2 IP to the local
Node Access table, and which service(s) this node 1s allowed
to access. Inreturn “sysadm™ on node 2 will get the server 1D
and announced name of the service to put into his own Service
Table. The next step 1s that “sysadm™ on node 1 and 2 com-
municate. “Sysadm”™ on node 2 adds node 1 to the Node
Access table and points to which services node 1 will be able
to reach. “Sysadm™ on node 1 will then update the Service
table with available services. Finally “sysadm” on node 1

starts to give clients access to services by updating the local
Nodes Access table.

In this example, to access a service on a node, a request for
the service will travel via the chain of nodes in the following
manner:

1) A client, client 1, accesses node 1 and requests the service
locate_person.

2) Node 1 uses local A&A system to validate client.

a) A lookup 1s done 1n the Service Table to find service.

b) A double check 1n Nodes Access table 1s done to validate
that this client 1s allowed to

use the requested service.

¢) Node 1 see that this service 1s offered by node 2, so the
client request 1s encapsulated with the identity of node 1
and sent to node 2.

3) Node 2 receives the request from node 1 and no traditional
authentication & authorization 1s executed.

a) The Access table and the Service table are consulted to
validate that node 1 1s allowed to access the requested
service.

b) As this specific service 1s offered by node 3, node 2
encapsulates the request with 1ts own 1dentity (a second
layer) and sends it to node 3 for processing
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4) Node 3 recerves the request and does NOT do a local A& A,
but only consults the Access table and the Service table.

a) The service table 1dentity this service to be local, so the

request 1s executed.

b) The answer 1s sent back to node 2.

5) Node 2 gets the answer.
a) Node 2 peals of 1ts own credential layer and 1dentity this
request as origin from Node 1.
b) Node 2 passes the answer back to node 1.
6) Node 1 gets the answer.
a) Node 1 peals of 1ts own credential and 1dentifies this
request to originate from client 1.
b) Node 1 passes the answer to client 1.
7) Client 1 receives answer.

In this way, 1t 1s possible to provide a system and method
that allows simple access to services offered by nodes 1n a
secure fashion, but without the disadvantages of the prior art
systems. There 1s no need to maintain any central repository
of authenticated nodes, nor 1s there the requirement that the
node offering the service must directly authenticate the node
requesting access to the service. In this system, each node
only authenticates adjacent nodes, and this creates a chain of
trust between the nodes 1n the network.

While the invention has been particularly shown and
described with reference to a preferred embodiment, 1t will be
understood that various changes in form or detail may be
made therein without departing from the spirit and scope of
the 1nvention.

The invention claimed 1s:

1. A system for accessing a service on a terminal node, the
system comprising a chain of nodes, the chain comprising a
first node, one or more 1intermediate nodes, and the terminal
node, the terminal node maintaining the service, wherein:

the first node 1s arranged to nitiate an access request and to

transmit the access request to an adjacent node;

cach intermediate node 1s arranged to authenticate the

transmitting node and to transmit the access request to
an adjacent node; and

the terminal node 1s arranged to authenticate, using a com-

puter device, the transmitting node and to execute the
access request;

wherein each node includes a database storing a list of

authenticated nodes, the list identifying adjacent nodes
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that are authenticated, and wherein each node in the
chain 1s arranged, upon receipt of an access request from
an authenticated node, to encapsulate the access request
with a local 1dentifier.

2. The system according to claim 1, wherein each node
includes a database storing a list of available services, each
available service in the list provided by an external node
having associated details of an adjacent node through which
the respective service 1s accessible.

3. The system according to claim 1, wherein each node 1n
the chain 1s arranged, upon receipt of a specific request from
an authenticated node, to transmit the list of available services
to the authenticated node.

4. A method of accessing a service on a terminal node, the
node forming part of a system comprising a chain of nodes,
the chain comprising a first node, one or more intermediate
nodes, and the terminal node, the terminal node maintaiming
the service, the method comprising:

initiating an access request at the first node;

transmitting the access request to an adjacent node;

authenticating the transmitting node at the adjacent node;

repeating the transmitting and the authenticating for fur-
ther nodes 1n the chain:

recerving the access request at the terminal node;

authenticating the transmitting node at the terminal node,

using a computer device;

executing the access request; and

following recerving of an access request from an authenti-

cated node, encapsulating the access request with a local
identifier:;

wherein each node includes a database storing a list of

authenticated nodes, the list identifying adjacent nodes
that are authenticated.

5. The method according to claim 4, wherein each node
includes a database storing a list of available services, each
available service in the list provided by an external node
having associated details of an adjacent node through which
the respective service 1s accessible.

6. The method according to claim 4, further comprising:

recerving a specific request at a node from an authenticated

node, and transmitting the list of available services to the
authenticated node.

G ex x = e



	Front Page
	Drawings
	Specification
	Claims

