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ADMISSION CONTROL FRAMEWORK
METHOD AND SYSTEM

FIELD OF THE INVENTION

The present invention relates to a method and associated

system for configuring and operating an admission control
framework.

BACKGROUND OF THE INVENTION

Processing commands associated with a system typically
comprises an inedficient process with little flexibility. Accord-
ingly, there exists a need 1n the art to overcome at least some
ol the deficiencies and limitations described herein above.

SUMMARY OF THE INVENTION

The present invention provides a method comprising;:

presenting, by a computer processor of an admission con-
trol framework computing system, a configuration user inter-
face comprising a plurality of lists;

generating, by said computer processor 1n response to a
command from an admimstrator of said admission control
framework computing system, a modified runtime configu-
ration for said admission control framework computing sys-
tem, wherein said modified runtime configuration 1s associ-
ated with an original runtime configuration of said admission
control framework computing system;

deploying, by said computer processor, said modified runt-
ime configuration to an application server;

injecting, by said computer processor, a runtime compo-
nent of said admission control framework computing system
into a command processing path between a container repre-
senting said application server and a plurality of servants
representing application components deployed to said appli-
cation server;

intercepting, by said computer processor, first commands
transmitted from said container to a first servant of said plu-
rality of servants, wherein said first commands are associated
with a first request from an application client; and

rerouting, by said computer processor, said first commands
to a reservation pool configured to mspect said first com-
mands, wherein said reservation pool applies a reservation
policy to said first commands to determine 11 a first reserva-
tion will be granted to said first commands.

The present invention provides an admission control
framework computing system comprising a computer proces-
sor coupled to a computer-readable memory unit, said
memory unit comprising instructions that when enabled by
the computer processor i1mplement admission control
method, said method comprising:

presenting, by said computer processor, a configuration
user interface comprising a plurality of lists;

generating, by said computer processor 1n response to a
command from an admimstrator of said admission control
framework computing system, a modified runtime configu-
ration for said admission control framework computing sys-
tem, wherein said modified runtime configuration 1s associ-
ated with an original runtime configuration of said admission
control framework computing system;

deploying, by said computer processor, said modified runt-
ime configuration to an application server;

injecting, by said computer processor, a runtime compo-
nent of said admission control framework computing system
into a command processing path between a container repre-
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senting said application server and a plurality of servants
representing application components deployed to said appli-
cation server:;

intercepting, by said computer processor, first commands
transmitted from said container to a first servant of said plu-
rality of servants, wherein said first commands are associated
with a first request from an application client; and

rerouting, by said computer processor, said first commands
to a reservation pool configured to mspect said first com-
mands, wherein said reservation pool applies a reservation
policy to said first commands to determine 11 a first reserva-
tion will be granted to said first commands.

The present mvention advantageously provides a simple

method and associated system capable of processing com-
mands.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a system for configuring an admission
control framework, 1n accordance with embodiments of the
present 1nvention.

FIG. 2 including FIGS. 2A and 2B 1llustrates a flowchart
describing an algorithm used by the system of FIG. 1 for
configuring the admission control framework, 1n accordance
with embodiments of the present invention.

FIG. 3 illustrates a computer apparatus used for configur-
ing an admission control framework, i accordance with
embodiments of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

FIG. 1 1llustrates a system 5 for configuring an admission
control framework (computing system) 14, in accordance
with embodiments of the present mvention. System 5 com-
prises admission control framework 14 that enables a process
for classitying portlet requests by classification criteria and
diverts additional portlet requests to a busy portlet. A portlet
1s defined herein as a Web based component that processes
requests to generate dynamic content.

System 5 of FIG. 1 comprises an application client com-
puter 24 connected through a network 7 to admission control
framework 14. Additionally, system 5 may comprise a user
interface computing device 8 directly connected to admission
control framework 14. Network 7 may comprise any type of
network including, inter alia, a local area network, (LAN), a
wide area network (WAN), the Internet, etc. User interface
computing device 8 may comprise any type of computing
apparatus including, inter alia, a personal computer (PC), a
laptop computer, a computer terminal, etc. Admission control
framework 14 and application client computer 24 may com-
prise any type of computing system(s) including, inter alia, a
personal computer (PC), a server computer, a database com-
puter, etc. Admission control framework 14 comprises an
application server 20. Application server 20 comprises a con-
tainer 22 (1.e., a component that comprises additional com-
ponents) that includes an admitter 31, a policy and pools
component 34, an (software) application 18, and a busy ser-
vant(s) 28b. Application 18 comprises a servant 28a. Servant
28a may comprise multiple servants. A servant 1s defined
herein as central processing unit (CPU) and memory
resources selected to enable an object. A busy servant 1s
defined herein as an application implementation of a native
servant type. An admitter 31 is defined herein as a dual ported
dispatcher that uses a specific policy (e.g., from policy and
pools component 34) to dispatch to an application dispatcher
or a busy dispatcher. Policy and pools component comprises
a pool of reservations and an admission policy that deter-
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mines whether or not to grant reservations. System 5 enables
the following process for configuring admission control
framework 14:

1. An administrator prepares to configure the admission con-
trol framework by enabling user interface computer 8.

2. The admimstrator 1s presented with lists of application
servants, lists of reservation pools, and lists of policy tem-
plates. The lists of application servants are derived from ser-
vant components (e.g., ol servant 28a) of software applica-
tions (e.g., application 18) currently installed in application
server 20. The lists of reservation pools are derived from
pre-defined pools provided by admission control framework
14 and pools previously configured by an administrator. The
lists of policy templates are derived from the list of policy
templates provided by admission control framework 14 or by
third parties.

3. The administrator constructs a runtime configuration by
composing a sequence of the following edits to the existing
configuration. These edits may 1nclude:

A. Creating a new reservation pool.

B. Removing an existing reservation pool.

C. Associating a policy template with an existing reserva-
tion pool and resolving any unbound parameters of the
template.

D. Connecting a servant to an existing reservation pool.

E. Disconnecting a servant from an existing reservation
pool.

4. The administrator elects to deploy the new runtime con-
figuration of admission control framework 14 to application
server 20.

5. A manager component of admission control framework 14
communicates with an agent component of admission control
framework 14 and deploys the new admission control frame-
work configuration to application server 20.

6. A runtime component of admission control framework 20
(1.e., admitter 31) 1s injected 1nto a command processing path
between container 22 (1.e., representing application server
20) and each servant (each servant representing an applica-
tion component).

7. Admitter 31 represents itself to container 22 as application
servant 28a and to each application servant 28a as container
22.

8. Application client 24 transmits a request (e.g., for data) to
application server 20.

9. Application server 20 intercepts the request and forwards
the request to container 22.

10. Container 22 parses the request and constructs one or

more commands to be transmitted to one or more of applica-
tion servants 28b.

11. Container 22 schedules and routes each identified com-
mand towards target application servants corresponding to
cach command.

12. Admatter 31 intercepts commands transmitted from con-
tainer 22 to an application servant (e.g., servant 28a) and
routes them (1.e., for imnspection) to a reservation pool that has
been pre-configured to perform 1nspection of commands des-
tined for the application servant.

13. The reservation pool (1.e., of policy and pools component)
applies a reservation policy to the command using heuristics
determined by a policy template to decide whether a reserva-
tion should or should not be granted to the command at this
time.

14. If a reservation 1s granted, then the command i1s dis-
patched to the application servant and processing proceeds to
step 15 as described, 1nfra. It the reservation 1s not granted,
processing 1s diverted to busy servant 285 as described, inira
with respect to step 17.
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15. Processing of the command by the application servant
proceeds and the application servant includes a normal
response output in a response portion of the command.

16. The application servant returns to admaitter 31.

1'7. Admatter 31 releases the reservation (1.¢., allocated 1n Step
13) back to the pool that allocated i1t and processing proceeds
to step 21 as described, inira. If processing was diverted in
step 14, then the command 1s dispatched to busy servant 285.
18. Busy servant 18 derives a promise from contents of a
request portion of the command. The promise encodes a
suificient state allowing the request portion of the original
command to be restored at a future time.

19. Busy servant 285 encodes the promise (or a reference to
the promise) 1n the response portion of the command.

20. Busy servant 28b returns to admatter 22.

21. Admatter 31 returns to container 22.

22. Container 22 waits until all scheduled commands from the
original request have been enabled.

23. Container 22 encodes the response parts of the commands
derived from the original client request 1into the response sent
to the application client.

24. Application client 24 receives an aggregated response
from application server 20.

25. Application client 24 renders the aggregated response
from application server 20 resulting in rendering response
components derived from each application servant or busy
servant to which a command was dispatched during the
request processing phase.

26. In cases where a response output component was derived
from a command that was successfully delivered to applica-
tion servant 28a, the output rendered will be 1dentical to an
output generated by application servant 28a.

2’7, In cases where a response output component was dertved
from a command that was diverted to busy servant 285, the
output rendered will be derived from the output of busy ser-
vant 28b.

28. Output dertved from busy servant 285 typically includes
an indication that delivery of the original request to the
intended application servant was deferred and will include a
representation of a resume action that will allow a new request
to be transmitted to application server comprising a reference
to the promise generated 1n step 18. Depending on implemen-
tation decisions made regarding the representation of promise
state 1n step 18, the output generated by busy servant 285 may
also include a rendering of a complete promise state.

29. Application client 24 waits for a user to take a subsequent
action.

30. If the user chooses to take the resume action presented by
step 28, a new request 1s transmitted to application server 20
and 1s processed according to steps 8-13. Processing then
proceeds to step 31 11 a reservation 1s now granted or to step 32
i a reservation continues to be refused.

31. Admutter 31 restores the command request state associ-
ated with the original promise generated in step 18 and dis-
patches the restored command to application servant 28a.
Processing then proceeds according to step 15.

32. Otherwise, processing proceeds according to Step 19
using the promise originally created by the first enablement of
Step 13.

System 3 of FIG. 1, corrects 1ssues associated with loss of
availability of container 22 by causing commands targeted to
busy application servants to be quickly removed from con-
tainer 22 thereby freeing up a thread that would otherwise
have been consumed by a command targeted towards a block-
ing application servant. Application clients with pending
commands to a blocking servant are temporarily and grace-
tully demed access to the blocking servant. Likewise, appli-
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cation clients that do not require access to the blocking ser-
vant are not atffected by the blockage 1n the blocking servant.
If a blockage 1n the blocking servant 1s removed, then any
blocked client 1s then able to resubmit 1ts original request and
resume their worktlow as 11 the blockage had not occurred.
System 5 allows consequences of blocking behavior 1n arbi-
trary applications to be ameliorated without requiring
changes to applications themselves. Steps 1-5 (as described,
supra) allow admission control policies to be dynamically
adjusted 1n response to conditions that cause applications to

block.

FIG. 2 including FIGS. 2A and 2B illustrates a tlowchart
describing an algorithm used by system 3 of FIG. 1 for con-
figuring admission control framework 14, 1n accordance with
embodiments of the present invention. In step 202, a com-
puter processor ol an admission control framework (e.g.,
admission control framework 14 of FIG. 1) presents a con-
figuration user interface (i.e., via a user interface such as, inter
alia, user interface computer 8 of FIG. 1) comprising a plu-
rality of lists. The plurality of lists may comprise application
servant lists, reservation pool lists, policy template lists, etc.
In step 204, the computer processor generates (1.e., 1n
response to a command from an administrator of the admis-
s10n control framework) a modified runtime configuration for
the admission control framework. The modified runtime con-
figuration 1s associated with an original runtime configuration
ol the admission control framework. Generating the modified
runtime configuration may include the following processes:
Process 1
1. Associating a policy template with an existing reservation
pool.

2. Connecting a first servant to the existing reservation pool.
3. Configuring parameters associated with an instantiated
policy template associated with the reservation pool.
Process 2

1. Generating a new reservation pool.

2. Disconnecting a servant from an existing reservation pool.
3. Removing the existing reservation pool.

In step 208, the computer processor deploys the modified
runtime configuration to an application server (e.g., applica-
tion server 20 of FI1G. 1). In step 212, the computer processor
injects a runtime component (i.e., of the admission control
framework) into a command processing path between a con-
tainer (e.g., container 22 1n FIG. 1) representing the applica-
tion server and a plurality of servants representing application
components deployed to the application server. In step 214,
the computer processor intercepts first commands transmitted
from the container to a first servant of the plurality of servants.
The first commands are associated with a first request from an
application client (e.g., application client 24 of FIG. 1). In
step 218, the computer processor reroutes the first commands
to a reservation pool configured to inspect the first com-
mands. The reservation pool applies a reservation policy to
the first commands to determine 11 a first reservation will be
granted to the first commands. In step 220, it 1s determined
(1.e., by the reservation policy) that the first reservation will be
granted to the first commands. In step 224, the computer
processor (1.e., 1n response to step 220) dispatches the first
commands to the first servant and recerves a response gener-
ated by the first servant. In step 228, the computer processor
transmits response components to the container. The con-
tainer encodes response portions for each command of the
first commands. The application server transmits an aggre-
gated response to the application client. The application client
receives the aggregated response from the application server
and the aggregated response comprises components dertved
from the first servant. In step 232, the computer processor
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intercepts (1.€., in response to user iput) second commands
transmitted from the container to a second servant of the
plurality of servants. The second commands are associated
with a second request from the application client. In step 234,
the computer processor reroutes the second commands to the
reservation pool configured to mspect the second commands.
The reservation pool applies the reservation policy to the
second commands to determine 1f a second reservation will be
granted to the second commands. In step 238, 1t 1s determined
(1.e., by the reservation policy) that the second reservation
will not be granted to the second commands. In step 240,
computer processor dispatches the second commands to a
busy servant (e.g., busy servant 285 1in FIG. 1). The busy
servant derives a promise from contents of a request portion
of the second commands. The promise encodes a state con-
figured to allow the request portion to be restored during a
future timeframe. The busy servant encodes the promise 1n
response to the second commands. In step 244, the computer
processor transmits second response components to the con-
tainer and 1n response, the container encodes response por-
tions for each command of the second commands. The appli-
cation client recerves the second response components from
the busy servant. The second response components are
derived from the busy servant. An output derived from the
busy servant comprises:

1. First data indicating that delivery of the second request has
been deferred.

2. Second data comprising a representation of a resume action
allowing a new request to be transmitted. The resume action
comprises a reference to the promise.

In step 246, the computer processor intercepts (1.€., 1n
response to user mput) the second commands transmitted
from the container to the first servant. The second commands
are associated with a resume request from the application
client. The resume request includes the promise. In step 248,
computer processor reroutes the second commands to the
reservation pool (1.e., configured to mspect the second com-
mands). In response, the reservation pool applies the reserva-
tion policy to the second commands to determine 11 a second
reservation will be granted to the second commands. An
admitter of the admission control framework restores the
promise and dispatches a restored command to the first ser-
vant. In step 250, 1t 1s determined that the second reservation
will not be granted. In step 252, the second response compo-
nents are regenerated thereby allowing a resume request for
the first commands to be resubmitted again at a later time.

FIG. 3 illustrates a computer apparatus 90 (e.g., admission
control framework 14 of FIG. 1) used for configuring an
admission control framework, 1n accordance with embodi-
ments of the present invention. The computer system 90 com-
prises a processor 91, an mput device 92 coupled to the
processor 91, an output device 93 coupled to the processor 91,
and memory devices 94 and 95 each coupled to the processor
91. The mput device 92 may be, mter alia, a keyboard, a
soltware application, a mouse, etc. The output device 93 may
be, 1inter alia, a printer, a plotter, a computer screen, a mag-
netic tape, a removable hard disk, a floppy disk, a software
application, etc. The memory devices 94 and 95 may be, inter
alia, a hard disk, a floppy disk, a magnetic tape, an optical
storage such as a compact disc (CD) or a digital video disc
(DVD), a dynamic random access memory (DRAM), a read-
only memory (ROM), etc. The memory device 95 includes a
computer code 97. The computer code 97 includes algorithms
(e.g., the algorithm of FIG. 2) for configuring an admission
control framework. The processor 91 executes the computer
code 97. The memory device 94 includes input data 96. The
input data 96 includes mput required by the computer code
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977. The output device 93 displays output from the computer
code 97. Either or both memory devices 94 and 95 (or one or
more additional memory devices not shown in FIG. 3) may
comprise the algorithm of FIG. 2 and may be used as a
computer usable medium (or a computer readable medium or
a program storage device) having a computer readable pro-
gram code embodied therein and/or having other data stored
therein, wherein the computer readable program code com-
prises the computer code 97. Generally, a computer program
product (or, alternatively, an article of manufacture) of the
computer system 90 may comprise the computer usable
medium (or said program storage device).

Still yet, any of the components of the present invention
could be created, integrated, hosted, maintained, deployed.,
managed, serviced, etc. by a service provider who offers to
configure an admission control framework. Thus the present
ivention discloses a process for deploying, creating, inte-
grating, hosting, maintaining, and/or integrating computing
infrastructure, comprising integrating computer-readable
code 1nto the computer system 90, wherein the code in com-
bination with the computer system 90 1s capable of perform-
ing a method for configuring an admission control frame-
work. In another embodiment, the invention provides a
method that performs the process steps of the mnvention on a
subscription, advertising, and/or fee basis. That 1s, a service
provider, such as a Solution Integrator, could offer to config-
ure an admission control framework. In this case, the service
provider can create, maintain, support, etc. a computer infra-
structure that performs the process steps of the invention for
one or more customers. In return, the service provider can
receive payment from the customer(s) under a subscription
and/or fee agreement and/or the service provider can receive
payment from the sale of advertising content to one or more
third parties.

While FIG. 3 shows the computer system 90 as a particular
configuration of hardware and software, any configuration of
hardware and software, as would be known to a person of
ordinary skill inthe art, may be utilized for the purposes stated
supra 1n conjunction with the particular computer system 90
of FIG. 3. Forexample, the memory devices 94 and 95 may be
portions of a single memory device rather than separate
memory devices.

While embodiments of the present invention have been
described herein for purposes of 1llustration, many modifica-
tions and changes will become apparent to those skilled 1in the
art. Accordingly, the appended claims are intended to encom-
pass all such modifications and changes as fall within the true
spirit and scope of this invention.

The mvention claimed 1s:

1. A method comprising:

presenting, by a computer processor of an admission con-

trol framework computing system, a configuration user
interface comprising a plurality of lists;

generating, by said computer processor in response to a

command from an administrator of said admission con-
trol framework computing system, a modified runtime
configuration for said admission control framework
computing system, wherein said modified runtime con-
figuration 1s associated with an original runtime con-
figuration of said admission control framework comput-
Ing system;

deploying, by said computer processor, said modified runt-

ime configuration to an application server;

injecting, by said computer processor, a runtime compo-

nent of said admission control framework computing
system 1nto a command processing path between a con-
tainer representing said application server and a plural-
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ity ol servants representing application components
deployed to said application server;

intercepting, by said computer processor, first commands

transmitted from said container to a first servant of said
plurality of servants, wherein said first commands are
associated with a first request from an application client;
and

rerouting, by said computer processor, said first commands

to a reservation pool configured to ispect said first
commands, wherein said reservation pool applies a res-
ervation policy to said first commands to determine 11 a
first reservation will be granted to said first commands.

2. The method of claim 1, wherein said reservation policy
determines that said first reservation will be granted to said
first commands, and wherein said method further comprises:

dispatching, by said computer processor, said first com-

mands to said {irst servant.

3. The method of claim 2, further comprising:

receving, by said computer processor, a response gener-

ated by said first servant;
transmitting, by said computer processor, response com-
ponents to said container, wherein said container
encodes response portions for each command of said
first commands, wherein said application server trans-
mits an aggregated response to said application client,
wherein said application client recerves said aggregated
response from said application server, and wherein said
agoregated response comprises components derived
from said first servant;
intercepting, by said computer processor in response to
user input, second commands transmitted from said con-
tainer to a second servant of said plurality of servants,
wherein said second commands are associated with a
second request from said application client; and

rerouting, by said computer processor, said second com-
mands to said reservation pool configured to mnspect said
second commands, wherein said reservation pool
applies said reservation policy to said second commands
to determine 1f a second reservation will be granted to
said second commands.

4. The method of claim 3, wherein said reservation policy
determines that said second reservation will not be granted to
sald second commands, and wherein said method further
COmMprises:

dispatching, by said computer processor, said second com-

mands to a busy servant, wherein said busy servant
derives a promise from contents of a request portion of
said second commands, wherein said promise encodes a
state configured to allow said request portion to be
restored during a future timeirame, and wherein said
busy servant encodes said promise 1n response to said
second commands.

5. The method of claim 4, further comprising;

transmitting, by said computer processor, second response

components to said container, wherein said container
encodes response portions for each command of said
second commands, wherein said application client
receives said second response components from said
busy servant, wherein said second response components
are derived from said busy servant, wherein an output
derived from said busy servant comprises first data 1ndi-
cating that delivery of said second request has been
deferred and second data comprising a representation of
a resume action allowing a new request to be transmit-
ted, and wherein said resume action comprises a refer-
ence to said promise;
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intercepting, by said computer processor in response to
user input, said second commands transmitted from said
container to said first servant, wherein said second com-
mands are associated with a resume request from said
application client, and wherein said resume request
comprises said promise; and

rerouting, by said computer processor, said second com-

mands to said reservation pool configured to mnspect said
second commands, wherein said reservation pool
applies said reservation policy to said second commands
to determine 11 a second reservation will be granted to
sald second commands, and wherein an admaitter of said
admission control Iframework computing system
restores said promise and dispatches a restored com-
mand to said first servant.

6. The method of claim 5, wherein said second reservation
1s not granted, and wherein said method further comprises:

regenerating said second response components thereby

allowing a resume request for said first commands to be
resubmitted again at a later time.

7. The method of claim 1, wherein said plurality of lists
comprise an application servant list, a reservation pool list,
and a policy template list.

8. The method of claim 1, wherein said generating said
modified runtime configuration comprises:

associating a policy template with an existing reservation

pool;

connecting said first servant to said existing reservation

pool; and

configuring parameters associated with an instantiated

policy template associated with said reservation pool.

9. The method of claim 1, wherein said generating said
modified runtime configuration comprises:

generating a new reservation pool;

disconnecting said servant from an existing reservation

pool; and

removing said existing reservation pool.

10. The method of claim 1, further comprising:

providing at least one support service for at least one of

creating, integrating, hosting, maintaining, and deploy-
ing computer-readable code 1n said computing system,
wherein the code in combination with the computing
system 1s capable of performing: said presenting, said
generating, said deploying, said injecting, said inter-
cepting, and said rerouting.

11. The method of claim 1, further comprising:

providing a computer program product, comprising a com-

puter storage medium comprising a computer readable
program code embodied therein, wherein said computer
readable program code 1s configured to perform: said
presenting, said generating, said deploying, said inject-
ing, said itercepting, and said rerouting.

12. An admission control framework computing system
comprising a computer processor coupled to a computer-
readable memory unit, said memory unit comprising instruc-
tions that when enabled by the computer processor imple-
ment admission control method, said method comprising:

presenting, by said computer processor, a configuration

user mterface comprising a plurality of lists;

generating, by said computer processor 1n response to a

command from an administrator of said admission con-
trol framework computing system, a modified runtime
configuration for said admission control framework
computing system, wherein said modified runtime con-
figuration 1s associated with an original runtime con-
figuration of said admission control framework comput-
Ing system;

10

15

20

25

30

35

40

45

50

55

60

65

10

deploying, by said computer processor, said modified runt-

ime configuration to an application server;

injecting, by said computer processor, a runtime compo-

nent of said admission control framework computing
system 1nto a command processing path between a con-
tainer representing said application server and a plural-
ity of servants representing application components
deployed to said application server;

intercepting, by said computer processor, first commands

transmitted from said container to a first servant of said
plurality of servants, wherein said first commands are
associated with a first request from an application client;
and

rerouting, by said computer processor, said first commands

to a reservation pool configured to inspect said first
commands, wherein said reservation pool applies a res-
ervation policy to said first commands to determine 11 a
first reservation will be granted to said first commands.

13. The computing system of claim 12, wherein said res-
ervation policy determines that said first reservation will be
granted to said first commands, and wheremn said method
turther comprises:

dispatching, by said computer processor, said first com-

mands to said {irst servant.

14. The computing system of claim 13, wherein said
method further comprises:

receving, by said computer processor, a response gener-

ated by said first servant;
transmitting, by said computer processor, response coms-
ponents to said container, wherein said container
encodes response portions for each command of said
first commands, wherein said application server trans-
mits an aggregated response to said application client,
wherein said application client recerves said aggregated
response from said application server, and wherein said
aggregated response comprises components derived
from said first servant;
intercepting, by said computer processor in response to
user input, second commands transmitted from said con-
tainer to a second servant of said plurality of servants,
wherein said second commands are associated with a
second request from said application client; and

rerouting, by said computer processor, said second com-
mands to said reservation pool configured to mspect said
second commands, wherein said reservation pool
applies said reservation policy to said second commands
to determine 11 a second reservation will be granted to
said second commands.

15. The computing system of claim 12, wherein said res-
ervation policy determines that said reservation will not be
granted to said commands, and wherein said method further
COmprises:

dispatching, by said computer processor, said second com-

mands to a busy servant, wherein said busy servant
derives a promise from contents of a request portion of
said second commands, wherein said promise encodes a
state configured to allow said request portion to be
restored at during a future timeframe, and wherein said
busy servant encodes said promise 1n response to said
second commands.

16. The computing system of claim 15, wherein said
method further comprises:

transmitting, by said computer processor, response coms-

ponents to said container, wherein said container
encodes response portions for each command of said
second commands, wherein said application client
receives said response components to said busy servant,
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wherein said response components are derived from said regenerating said response components thereby allowing a
busy servant, wherein said output derived from said busy resume request for said first commands to be resubmit-
servant comprises first data indicating that delivery of ted again at a later time.

said second request has been deferred and second data
comprising a representation of a resume action allowing
anew request to be transmitted, and wherein said resume
action comprises a reference to said promise;
intercepting, by said computer processor in response to

user input, said second commands transmitted from said

18. The computing system of claim 12, wherein said plu-
5 rality of lists comprise an application servant list, a reserva-
tion pool list, and a policy template list.

19. The computing system of claim 12, wherein said gen-
erating said modified runtime configuration comprises:

container to said first servant, wherein said second com- _ | associating a policy template with an existing reservation
mands are associated with a resume request from said pool;
application client, and wherein said resume request connecting said {irst servant to said existing reservation
comprises said promise; and pool; and

rerouting, by said computer processor, said second com- configuring parameters associated with an instantiated
mands to said reservation pool configured to inspect said | . policy template associated with said reservation pool.
second commands, wherein said reservation pool 20. The computing system of claim 12, wherein said gen-
applies said reservation policy to said second commands erating said modified runtime configuration comprises:

to determine 11 a second reservation will be granted to
said second commands, and wherein an admaitter of said
admission control {framework computing system

restores said promise and dispatches a restored com-
mand to said first servant. removing said existing reservation pool.

generating a new reservation pool;

disconnecting said servant from an existing reservation
20 pool; and

17. The computing system of claim 16, wherein said sec-
ond reservation 1s not granted, and wherein said method fur-
ther comprises: £ ok ok %k
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